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Abstract: The objective of this paper was to scope the challenges associated with data-sharing gov-
ernance for machine learning applications in education research (MLER) within the South African
context. Machine learning applications have the potential to assist student success and identify areas
where students require additional support. However, the implementation of these applications de-
pends on the availability of quality data. This paper highlights the challenges in data-sharing policies
across institutions and organisations that make it difficult to standardise data-sharing practices for
MLER. This poses a challenge for South African researchers in the MLER space who wish to advance
and innovate. The paper proposes viewpoints that policymakers must consider to overcome these
challenges of data-sharing practices, ultimately allowing South African researchers to leverage the
benefits of machine learning applications in education effectively. By addressing these challenges,
South African institutions and organisations can improve educational outcomes and work toward
the goal of inclusive and equitable education.

Keywords: data-sharing governance; machine learning education research; challenges; innovation;
South African context

1. Introduction

Machine-learning-based research relies heavily on the availability of data. In the event
that there is no access to relevant data or there is a small dataset, this type of research can
be delayed or produce poorly performing and unreliable models due to the lack of relevant
data. The importance of data sharing for machine-learning-based research has led to
an acceleration in machine-learning implementation and higher accuracy [1].

Unfortunately, data access is not always a straightforward process, because every
country and the academic institutions within these countries are governed by policies and
regulations that are implemented differently. For example, in Europe, the General Data
Protection Regulation (GDPR) has been questioned by a number of researchers, especially
in the biomedical domain [2]. They have stipulated that consent for data and bio-sample
sharing generates confusion and uncertainty and creates conflicts between the regulations
and research ethics [2–5]. This is because, for biological data, understanding the context
of each biological entity; their circumstances; and (in the case of human participants)
their demography, gender, lifestyle, diet, and general behaviour is important [4]. As
a result, some researchers are reluctant to share data because of legal fears and social
sanctions in combination with the threat of huge penalties as a consequence of violating
the GDPR [6]. In South Africa, protection legislations such as the Protection of Personal
Information Act (POPIA) and ethical policies are in place [7]. POPIA refers to the protection
of distinct personal information, which includes information on race, ethnic origin, political
persuasions, sex life, and other factors. However, concerns have been raised by various
researchers as to whether POPIA conflicts with the existing data protections and research
ethics [8]. Thaldar and Townsend (2021) argued that POPIA is a positive development for
data privacy; however, it places certain restrictions on the distribution and sharing of data,
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which impacts the way data are accessed and shared. This argument further extends to
the idea that through these policies, the practice of data sharing might be compromised
and not the act of generating data that is deidentified in the correct manner [5]. The
stringent regulations, although cumbersome, are intended to protect personal information
and members of the public from the potential exploitation of their shared information [9].
The multitude of risks associated with personal information ending up in the wrong hands
cannot be overstated, as there are legitimate and serious consequences to the sharing
of personal information [10]. We focus on how some of these policies and regulations
impose restrictions on the access and sharing of data. In our argument, we pose that
these restrictions result in delaying academic research—especially the implementation
of machine learning for educational research (MLER)—and other domains that require
large quantities of training data to build innovative technologies. Longo and Drazen (2016)
defined data sharing as the disposition and preservation of data for public access with
the purpose of providing access for reuse [11]. Chawinga and Zinn (2019) defined data
sharing as the publication of the primary data and any supporting materials required to
interpret the data acquired as part of a research study [12]. Dietrich et al. (2014) argued
that researchers should not practice data sharing among themselves without considering
the legal and ethical procedures, and they further defined data sharing as a practice of
making data available and accessible to other academics, taking into account all the legal
and ethical implications associated with its sharing [5].

The Promotion of Access to Information Act requires the Department of Education in
South Africa to make education-based data publicly available to academics in education
and ensure that the confidentiality of data is not breached [6]. As simple as this sounds,
the frequency of data being shared, as well as the type of data, is not conducive for the
MLER research needed to implement 4IR technology in the education domain [13]. As
it currently stands, the data shared are too aggregated and cannot be implemented for
machine learning use, as can be seen in the Department of Higher Education and Training
Annual Reports for various institutions [14]. The current data presented in these reports
are not the kinds of data we are referring to—instead, we make claims relating to data such
as student gradebook information, assessments of students collected longitudinally, and
laboratory reports. We agree with the perspective that the current course of technological
growth in MLER for the African continent, and, moreover, South Africa, is at risk of taking
a different trajectory favouring South Africans as consumers rather than innovators of
such technology because of data sharing and how it is governed [15]. This unfortunate
potential outcome might become a reality if data-sharing practices, collaboration, and
a much-needed skills revival within the basic education system do not take place [16]. To
avoid this possible scenario, it is important that the complexity of the situation is outlined,
drawing from a variety of different factors including how South African innovation is
currently viewed in the education research space, how MLER can be advanced, and how
data protection might stifle technological innovation and advancement if it is not managed
properly [17]. Therefore, the purpose of our study was to scope the current landscape
through the context of MLER in South Africa and identify key concerns that need to be
addressed for the advancement of MLER in this context.

2. Research Design and Method
2.1. Research Design and Methodology

To gauge the landscape of data sharing for the MLER context, a scoping review was
used as an assessment methodology [18,19]. The scoping review was performed to assess
the current information related to data sharing for MLER within the South African context.
The scoping review aimed to provide a conceptual overview of the data-sharing practices
present within institutions of higher learning, highlighting the challenges and current
practices associated with data sharing. The purpose of a scoping review is to provide the
clarity required within a specific field of study from the perspective of addressing a broad
research question and aim conceptually, within a specific domain that requires further
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contextualisation [20]. This is performed by assessing secondary data sources, the literature,
and expert opinions about a particular subject matter.

The overarching question that was explored was guided by a need to assess the
data-sharing practices present within institutions of higher learning. This methodological
approach was favoured as there are gaps in the understanding related to data-sharing
practices that may have obstructing impacts on MLER research. The interpretation of
the results was discussed from an interpretivist paradigm. This was proposed due to
the subjective nature of the information, as the bodies of knowledge included different
domain-specific contexts. In order to minimise the potential bias in the interpretation
of the experts, the themes identified were used as the discussion points, and the ar-
guments were developed based on the findings. This scoping review allowed for the
themes to be identified from the literature available so that further discussion on the topics
could commence.

2.2. Inclusion and Exclusion Criteria

The scoping data collection strategy included a specific scope and selection criteria
for inclusion and exclusion. Initially, more than 80 relevant academic articles within
the local (South African) and global contexts were considered within the scoping review.
These articles contained keywords related to data sharing, machine learning for education,
challenges in obtaining training data, data-sharing policies, and GDPR and POPIA with
regard to data-sharing frameworks. Furthermore, only works obtained from 2010 onward
were considered for the review (Table 1).

Table 1. Inclusion and exclusion criteria in the study.

Inclusion Criteria Exclusion Criteria

Information after 2010. No information prior to 2010.
Keywords: data sharing, machine learning for

education, challenges in obtaining training
data, data sharing in education, data sharing

policies, GDPR, POPIA, data sharing
frameworks, South Africa, education.

If the body of knowledge was only about
a specific organisation, and not the data

sharing between organisations, or if the data
sharing involved criminal activity or
examples that were against the law.

Exclusion criteria were applied once the literature was gathered. The exclusion criteria
were applied if the body of knowledge only made reference to a very specific use case
within an organisation (rather than the organisation itself), whether or not the principles
could be applied to a context involving multiple institutions (for example, if a specific
South African institution of higher learning had a policy that was only specific to that
institution, then it was removed from the criteria); or if the data sharing had anything to do
with criminal activity or the use of data for negative use cases (as this was not the scope or
the focus of this very specific study). Upon the initial screening of the body of text, 50 items
of literature were excluded, given the exclusion criteria. In addition to this, a bibliometric
analysis was not included within the current study, as the interpretation of the body of
the texts was the focus of the scoping review, rather than the statistics and counts of the
number of literature items within this field of research. In total, 34 items of literature in
the form of journal articles (28), conference proceedings (5), and a book review (1) were
considered for the scoping review [21–53].

2.3. Analysis

The most salient ideas were summarised from each of the literature sources and
coded according to their themes. The thematic coding of ideas was performed within
the scoping process and noted on a separate data source. The thematic coding was con-
ducted on the premise of the most salient ideas surrounding data sharing, governance,
and the challenges associated with them. The analysis was only performed on the final
data included in the scoping review. An initial analysis was performed to identify the
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broad overarching categories, which were then subdivided to understand the nuance and
gain further context for the subject matter. Each of the broadly defined categories under-
went another thematic analysis to extract the themes within each of them. This meant
that the analysis process occurred on two different levels of understanding for the texts:
(a) a superficial categorisation of the broader themes from within the literature, and (b) a
more descriptive and nuanced analysis of the text to understand the scope and context of
the categories. The information was then further prepared for analysis using Python 3.7
for the data processing of the frequency graphs and the visualisation of the codified data.
These visualisations included word clouds to illustrate the most salient synonyms and
related words within the body of knowledge that were grouped into the respective themes.
Furthermore, the information was processed to include additional descriptive data such as
word frequencies and frequency graphs and tables. These datapoints were then grouped to
include the primary overarching ideas related to data sharing in this context for further
discussion. The summary of these results is outlined within the results section below.

3. Results

Based on the first iteration of coding the data, three primary categories were identified
for the scoping review, namely: different definitions of data sharing; a need to upskill
experts, share data, and protect personal information; and data sharing and the impact
on research.

3.1. Different Definitions of Data Sharing and the Impact on Research

Based on the literature consulted in the scoping review, the content related to defini-
tions contained the following keywords and themes (Figure 1).
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Figure 1. Frequency of words and themes used to define data sharing.

Data-sharing definitions differ between experts, and part of the scoping review was
aimed at defining this concept. Data sharing across various domains and contexts has
an impact on the type of practices that influence to what extent information is shared
between different organisations in the context of MLER and other research-related activities
involving the use of digital information. In the context of this scoping review, the definitions
considered included a variety of keywords and concepts that overlapped and some that
differed on the basis of the use case. For example, medical information sharing specific
to patients differed from aggregate data about education. The four subthemes identified
were the most prevalent across the literature sources and included a variety of concepts
related to data reuse, legal consequences, research data as opposed to industry data, and
the availability of data.
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3.2. A Need to Upskill Experts, Data Sharing, and the Protection of Personal Information

Three salient themes within the expert literature obtained from the scoping review
included a need to train and upskill experts in academia and industry, a need to share
information more frequently between researchers, and a need to perform this sharing under
very specific frameworks to protect personal information (Figure 2).
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The themes identified are unpacked in the discussion section below. After the discus-
sion of the themes, based on the scoping review, a call to action is presented, including the
recommendations and proposed areas that require improvement for MLER to be successful
in the South African context.

4. Discussion

Abebe et al. (2021) argued that machine-learning-related research is not only affected
by data policies and regulations, but also a lack of knowledge about the value that data
brings for these types of research and the insufficient technological resources that are
used to transfer and share large datasets [21]. Another problem is related to the capac-
ity of researchers and governing entities to assess not only the direct implications of the
research itself, but also its unintended consequences, which is becoming increasingly im-
portant when machine learning and artificial intelligence (AI) are used within a system [34].
Enakrire (2020) maintains that in South Africa there is still a need for data literacy aware-
ness programs that can aim at stimulating the growth of data-sharing practices in order
to benefit South African research at a large scale [35]. Then, issues arise related to the
availability of data that should be in the public domain [36]. Arnott et al. (2019) stated
that the key obstacle to the success of machine learning is not the maturity of AI tools and
techniques, but access to data in a sufficient volume and quality [37].

For academic research, organisations such as the Academy of Science of South Africa
are promoting the need to increase data-sharing awareness, accessibility, and visibility
for all academics [38]. The Academy of Science of South Africa is responsible for making
sure that data are as open as possible for researchers [21]. However, some researchers
have argued that it is unclear how ethics committees work in practice, and that some
of these policies and regulations related to data access are unclear and bring complexity
and unfairness to data sharing [4,39]. One of the challenges researchers face is related
to the fundamental frameworks of which data can and cannot be shared and addresses
pertinent questions such as ”how should these data be shared?”, ”where did the data come
from?”, and ”what enabled the free sharing of this information?” [40–42]. In a variety of
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contexts, new technologies (often imported from countries outside the African continent)
are embedded with AI to make them function, which is more often than not trained on
African data [43].

Industry giants with good financial standing can purchase data and build technologies
without going through the governing gatekeeping mechanisms present within research
institutions in third-world countries [44,45]. This is an indirect and unfortunate conse-
quence of implementing governance structures that are too stringent within developing
countries, as they enable an opportunity for industry to innovate in this space only if there
is enough return on investment for the international counterpart—often only providing
enough resources for the local (South African) adoption of the technology and not the
capacity to innovate within the domain as well [46].

Abebe et al. (2021) argued that well-established data sharing could expand knowledge
amongst researchers and contribute to better scientific practices [21]. In Africa, data-
sharing practices can encourage collaboration between researchers and result in more
research innovations [21]. Thaldar and Townsend (2021) echoed the notion that making
data available to other researchers could elevate scientific research and create opportunities
for more reproducible and accurate results [8].

Some data owners have their data shared and accessed, but do not reap the same
benefits as the data collectors [14]. A study conducted by Riggs et al. (2019) called for global
genomic data sharing [22]. In their study, they discussed the urgent need for more genetic
data studies, because what they were trying to achieve did not have enough supporting
data to innovate at the scale proposed [22]. Alter and Vardigan (2015) argued that some
training pertaining to data should be available in a variety of formats and avenues to ensure
the widest dispersion of knowledge [3]. Depending on the context of the research being
conducted, the specifics of the dataset required vary; however, in most cases, the required
machine learning data are always anonymised, and the identity of the research participants
are not revealed [23]. For example, if the research intent is to predict a student’s passing or
failing of a course, the dataset that is usually required is the students’ marks without their
names; even if the data needed comprise more than just student marks, the Protection of
Personal Information Act (POPIA) is always considered [20]. Furthermore, if the intent of
the research is to automate assessment methods, the dataset that is needed is the answers
and assigned scores, not the identity of students [24]. Data sharing is a crucial element of
research and scientific advancement and a key to economic growth; it is therefore significant
to have data shared fairly in all education disciplines [23]. Contrary to this, international
organisations have free reign to explore the data, can perform any analysis they see fit,
and can even sell the data, all under the banner of “improving the user experience” [25].
This scenario is applicable to not only learning management systems, but also any device
or software that is internet-compatible [26]. A further complication in the current South
African data-sharing ecosystem is the lack of collaboration between researchers within and
between institutions [27]. As much as the strict data-sharing policies stifle innovation and
growth in South African MLER, a drastic paradigm shift is needed to evaluate collaborative
research [28]. The current Department of Higher Education and Training (DHET) funding
model favours single-authored research over joint-authored research because the financial
incentive to produce research per author decreases the more authors there are [5,22,29,30].

Dietrich et al. (2014) stated that researchers should not just share data among them-
selves without taking into account the legal and ethical considerations, and they defined
data sharing as a practice of making research data available to others, taking into ac-
count the legal and ethical implications associated with their sharing [5]. However,
Staunton et al. (2019) differed from Michener (2015) by pointing out that when following
the legal process of data sharing, academic institutions might fail to differentiate between
their handling of research data and institutional administrative data, and all of this ends up
creating difficulties for data access [30]. They further argued that academic institutions in
South Africa lack consistent and coherent policies and standards to govern data access and
sharing [30]. In support of Staunton (2019), ethics review requirements and processes are
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not straightforward. Firstly, there is a need to assess the strategic goals that various sectors
must achieve, followed by the strategic goals of the specific institutions [31]. Thereafter, the
specific policies that govern research activities and set targets for research goals need to be
met [32]. To this extent, being able to conduct basic research or applied research without
large datasets is becoming more difficult [33].

The movements in favour of data sharing and data transparency are gaining momen-
tum globally. Some positive data-sharing practices have been published—for example, the
work of the International Network for the Demographic Evaluation of Populations, which
was carried out in places such as Africa, Asia, and Oceania by establishing a data repository
in order to enable the sharing of fully documented and high-quality datasets [3].

In the South African context, MLER is not yet an implicit part of daily life, and few
people realise the extent to which AI is developed, used, and governed in other contexts
outside the African continent. One reason for this possible oversight can be seen in the
rate at which machine learning and AI-compatible devices and the supporting technology
were introduced into society [47]. For example, as the hardware of mobile devices became
more and more sophisticated, so too did the software and the supporting machine learning
elements of the devices [48]. South African basic education is filled with challenges in
the digital domain, which has a spill-over effect into tertiary education. South Africa’s
basic education crisis is also fuelled by a deficit in basic education related to numeracy and
literacy. According to McCann et al. (2021), the South African education crisis has had
dire consequences, all related to the future of South Africa as a country and the livelihood
of its people [49]. McCann et al. (2021) further argued that the education crisis has im-
pacted innovation, skill transfer, and economic growth, which in turn has had an indirect
impact on education, and so on [49]. Their arguments outlined fundamental ideas that
sketched a scenario of society ultimately leading to entrapment and a lack of freedom,
because with poorer education comes less and less economic freedom; less autonomy;
less competence; less societal support; and, ultimately, a country with more societal chal-
lenges to be alleviated. For research to actively impact society, there needs to be not only
an ecosystem that allows for research-related skills to exist within a specific society, but
also mechanisms within that society to enable the acceptance of research and innovation.
These mechanisms include the sharing of relevant data so that momentum can be added
to the innovation in MLER. Unfortunately, the reality is that MLER is faced with signif-
icant unintentional challenges related to the sharing of data. The main reason for these
data-sharing policies to be in place is to prevent personal identifiable information from
leaking to anyone. This is important as there are different levels of identifiable information,
but it is significant that a certain level of specificity and a certain level of aggregation are
still needed to innovate in the MLER domain. It is possible to innovate if the variables
used are categorised and aggregated, all identifiable information is removed, and only
the target variables needed for prediction are used to drive the innovative technology.
MLER is thus focussed on studying and using data science approaches to identify trends
and anomalies in student data. This type of research does not (and should not) focus on
identifying individuals based on who they are. A lack of understanding at a policy and
governance level may provide insight into why a blanket approach is taken to data sharing,
rather than a contextual, case-by-case approach.

Within the scope of MLER, predicting whether a student will pass or fail, or whether
a student is under a state of cognitive duress and in need of medical assistance, is possible.
However, as with any new technology and innovative solution, a series of testing and
evaluation steps needs to be conducted before this can be implemented in real time. We
therefore argue that data governance policies that are put in place to protect the personal
information of individuals within an education setting can be revised to fully support
MLER. This could be achieved through the promotion of data transparency awareness
by machine learning researchers to reveal to the ethics committees that MLER poses no
threat to the policies of data sharing. However, there are distinctions that need to be made
between research to advance a field and the stringency required to implement technologies
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that leverage machine learning. We believe that current policies overlook the impact that
software technologies and computer learning software will have on education in South
Africa, and perhaps the opportunities that MLER could bring in this domain and how
automated decisions could be of use are not fully understood. Gatekeeping should there-
fore not occur at the research level, but rather at the stage of commercialisation, so that
the unintended consequences may be unpacked from all perspectives. We also believe
that there is a need to capacitate the current innovators and researchers across different
fields so that critiques, academic inputs, innovation, and focus are all aligned based on
the fields themselves and the impact that machine learning in education has on society.
Unfortunately, this limits the scope of MLER and may generate new digital divides, all of
which are related to a lack of public data and data sharing [30]. The biggest innovators of
MLER at the moment are international industries, and not the academic institutions that are
trying to conduct MLER. At the same time, and while South African researchers are trying
to upskill and explore innovations in MLER, there are limits to the availability of data as a
result of strict data-sharing policies. This vicious cycle further limits the extent to which
South African researchers can innovate using their own data, while non-South African
international companies building technologies for South Africa, using South African data,
can explore and innovate using the same information. It must be mentioned that there
are datasets available for the education domain to conduct MLER; however, the available
datasets are not always contextually relevant. The extent to which relevant data need to
be used for MLER is as vital as using the correct demographic and contextual features to
conduct research in this domain. An example of a good dataset for MLER is the Open Uni-
versity (OU) virtual learning environment dataset (OULAD) [52]. The OU virtual learning
environment dataset is an open-source, award-winning dataset intended for education
research, including MLER research. This dataset contains information from approximately
32,000 students on social science and STEM courses and contains all the online click data
accumulated from the OU virtual learning environment. Despite this incredible resource,
there are convincing counterfactual arguments that nullify using this dataset in relation to
African and, more specifically, South African MLER, because it is contextually different.
What is lacking at the moment is the strategic alignment of fundamental goals for re-
searchers in this domain to synergistically move toward technological innovation modelled
for South Africa. Defining these terms should be driven by a shared vision if South African
MLER is to remain relevant.

5. Call to Action

Based on the discussions, arguments, and outcomes from the scoping review, we pro-
pose an adapted data-sharing definition that includes MLER, as followings: “Data sharing
for MLER is the practice of making research data available under different conditions, with
the aim of promoting scientific advancement, social good, commercialisation, transparency,
reproducibility, and/or collaboration. It involves sharing data and information under
specified terms and conditions to ensure the responsible use and protection of research
subjects’ privacy as well as to take cognisance of the unintended consequences of sharing
such information”. MLER research may require context and data from African perspectives
for each individual country and institution, and a lot of the data needed for MLER are not
present within this network. Furthermore, even though there are some positive results
from data-sharing practices between different countries, data-sharing practices are as yet
not firmly established in all academic disciplines and countries regarding the training data
needed for MLER. We therefore suggest that the education domain in South Africa has
not yet fully established the practice of data sharing for MLER, because the data that are
required for this kind of research necessitate expertise in identifying, storing, and sharing
the information in a manner that complies with the current legal and ethical academic
frameworks. We acknowledge the stringent frameworks that are currently in place, but we
also suggest that there are some areas that require improvement.
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In this study, we also echoed Riggs et al. (2019) by stating that there is an urgent
need for fair data-sharing practices for MLER [22]. We argued that machine-learning-based
research in education is not only impeded by data policies and regulations, but also by
a lack of understanding on the part of regulatory bodies as to how MLER and data work
together. We therefore fear that if these regulations remain at a hardware and data level, and
do not include components of machine learning for education, they run the risk of stifling
innovation, research and development, and transformation within the field because the
data-sharing policies are too strict, focusing too much on the sharing of information rather
than coding and aggregating information in ways that still facilitate education research.

With reference to Alter and Vardigan (2015), we outline some of the data types that
are usually requested to conduct machine learning research in education [3]. We make this
claim based on the lack of processes currently available to request and gain access to training
data between different South African higher education institutions. For example, if a South
African researcher wants access to data, extensive research proposals, ethical clearance,
and a series of anonymisation steps are required just to obtain the data, but companies
implementing learning management systems may conduct ”in-house“ research to ”improve
customer satisfaction“ without such processes. Furthermore, researchers need to have a
very specific research outcome in mind, a clear hypothesis, and a clear scope of analysis,
leaving very little room to explore the data outside of the well-defined scope of the approved
research proposal, thereby potentially stifling innovative research, whereas industry may
have more freedom to explore the data. As stated above, this is the result of different policy
implementation strategies managed differently between sectors and between countries
internationally. International organisations and international companies with enough
fluid capital are able to fast-track these processes under the guise of legal gatekeeping
mechanisms, as the governance of policies (such as GDPR and POPIA) can be justified.
This does not mean that the ethics committees themselves are redundant in the process of
protecting information, but it does pose concerns if South African researchers require ethical
clearance to conduct research from local committees, but international organisations do not
when using the same data. We are not advocating MLER as the ultimate solution to the
plethora of challenges that South African education faces, but as we outline, MLER enables
highly innovative solutions in this context. For MLER to be successful, the underlying
data-sharing governance structures need to support innovation in this domain. South
Africa needs a shared strategy to achieve a more inclusive economy, taking account of
how we share information between ourselves [19,23,29,50,51]. The current collaborative
research model and the current ecosystem need to shift their paradigms to an objective,
value-laden approach [53]. The set of values on a strategic level within the South African
scientific community and general public (outside the sciences) should be shared between
a variety of different stakeholders, and a more open network of researchers and research
should be promoted in South Africa. We propose to achieve this by strategically involving
all the relevant stakeholders to agree upon the values that the scientific community should
focus on if we are to remain relevant in the MLER domain. For MLER-related research, we
propose that the South African research community must uphold a set of common goals to
strive for, as a collective, in order to shift the needle for research in this domain. Secondly,
the epistemic value of science and innovation in South Africa should include a variety of
different disciplines that are not traditionally seen as strictly within the domain of MLER
research. This includes philosophy, general humanities, education, public relations, law,
and commerce—all of which are important to drive this ecosystem. To define what the
scientific community and research in these fields should prioritise, and where the value of
research should lie, also requires an alignment of the current strategic goals. A variety of
scientific goals and visions have been outlined by the 4IR commission in South Africa, the
strategic vision of the Department of Science and Innovation (DSI), the Council for Scientific
and Industrial Research (CSIR), and several other major South African institutions [47]. We
propose that the education and ethical specialists both locally and internationally that work
with South African data come together and collaboratively contribute toward advancing
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the field of MLER research. Thus, we created a repository that can be accessed by any
such expert with an internet connection, so that these meaningful contributions can be
consolidated in a collaborative manner (https://github.com/dsfsi/Higher_Education_
EDA accessed 21 January 2023). Within the repository, the proposed set of values currently
outlined were not based on the collaborative efforts of the various stakeholders, but rather
on the survey conducted to streamline these efforts and the arguments made in this paper
from a practitioner perspective. It is therefore intended to serve only as a starting point for
these shared dialogues and should be collaborative, as the core objectives might change
depending on how the values are defined. It is also important that if we as a community of
researchers strive for digital independence, we also address software ownership, copyright,
and intellectual property based on the data we generate. Although these constraints might
seem solely economically driven, the extent of innovation is dependent on the data and
the skills needed to develop within those environments. There is also a need to specify
which types of data and variables are acceptable to share and use for MLER, and which
are not. For this to work, a consensus must be reached among researchers, policy makers,
institutions, and industry so that MLER can advance. given the data-sharing governance
and implementation structures. As outlined above, our arguments do not stem from the
perspective of rebutting data-sharing policies, and we acknowledge that these policies are
a vital part of the 21st century. Instead, our arguments centre around the rate of innovation
and the type of innovation needed in developing countries, such as South Africa, that need
innovation and technology to assist the education domain.

6. Conclusions

Data sharing, the current ecosystem, and the policy makers themselves have a signif-
icant hand in MLER. For the South African context, MLER is vital for advances in basic
education. We propose that the objective value-laden approach should include how we
involve the people whose data we use and at what stage of the research and commercial-
isation cycle we require the different policies at hand. This means that there needs to be
a consideration of how researchers and companies involve these people when they produce
an innovation, if the innovation is primed from their data. Data are a resource that fuels
innovation, and without it, innovation becomes quite challenging. Science is objective,
and scientific results are intended to be repeatable under the same conditions, serving as
a foundation for future research. It is therefore recommended that when a researcher, either
locally or internationally, conducts MLER in the context of South Africa, they should align
with a set of values focussed on mitigating the unintended consequences that might arise
as a result of innovation in this domain.
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