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ABSTRACT 

  The development of smart grids in power system 
necessitates the need for forecasting the electricity load 
for the safe and economic functioning of electricity 
markets. A case study has been carried out considering a 
city's electricity load data using Multivariate Regression 
model. An input database of the model is generated 
taking into account of peak and off-peak hours based on 
maximum and minimum load data obtained from the 
utility operator. The characteristics of the electricity load 
over the whole year have been primarily analyzed to 
obtain a better intuition on the load behavior. In this 
context, the information in the form of temperature, 
days, different time duration i.e., peak and off-peak 
hours and past load data have been given as input to the 
regression model. The accuracy of the method has been 
evaluated using Root Mean Square Error (RMSE). The 
results of the adapted model have been compared with 
Neural Network, Ensemble and Kernel methods. 
 
Keywords: electricity load, load forecasting, machine 
learning, multivariate regression, Sharjah, SEWA 
 

1. INTRODUCTION 
Sharjah is one of the populous cities in UAE and 

consumes the most electricity in the Emirate of Sharjah. 
The power systems in Sharjah have largely expanded to 
meet the escalating demand of electricity in the city [1], 

[2]. Sharjah Electricity, Water and Gas Authority (SEWA) 
provides electricity to the city with good quality power at 
reasonable rates [3]. Over the past few years, SEWA has 
experienced continuous increase in energy demand in 
Sharjah City [3]. However, the yearly electricity load 
pattern in Sharjah changes based on temperature 
variations, seasonal effects, peak/off-peak hours in a day 
etc. The electricity supplied to a city must be generated 
as per the demand in the city [4], [5]. Both over 
production and under production of electricity would 
cause financial loss to the operators [6]. One solution to 
overcome this problem is forecasting the load, which 
helps in predicting the amount of power required to 
meet the demand in the city [7], [8]. Weather 
parameters, peak/off-peak hours in a day, 
weekdays/weekend days, customer types, historical load 
data etc. are the prominent influencing factors that can 
affect the load pattern in the city. Accurate load 
forecasting would help the operators’ devising policies 
for load management, scheduling generating units, 
predicting future demands, contract evaluations, tariff 
adjustments and prepares well for electricity market in 
advance [9], [10]. 

Several studies exist in literature for load forecasting 
based on physical models, statistical models and artificial 
intelligence models [11]-[15]. Among which artificial 
intelligence models have become more popular due to 
its capability to perform complex tasks. In [13], a deep 
learning algorithm based on long short-term memory 
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(LSTM) is used to forecast the actual load of a power 
plant in China. The numerical results obtained in this 
work have shown that the LSTM method has produced 
the prediction results with higher accuracy. Another 
study reported in [14], has proposed a deep belief 
network (DBN) to forecast the load of multiple low-
voltage users. The verification results have shown a good 
accuracy when compared to LSTM model. A hybrid 
forecasting model based on discrete wavelet transform 
(DWT) and support vector regression (SVM) has been 
proposed in [15], to forecast the day ahead peak load of 
Greece power system. The load series in this work is first 
decomposed into low frequency and high frequency 
series and then SVR is applied to forecast the data. The 
method has shown a robust performance. Although 
many forecasting techniques based on intelligent 
techniques and hybrid methods exist in literature, these 
methods are very complex and it requires more training 
data to learn effectively. 

The study presented in this article aims to develop a 
multivariate regression model for forecasting the 
electricity load considering the variables like 
temperature, days, peak/off-peak hours in a day and past 
load data as its features. Root Mean Square Error (RMSE) 
is used to validate the accuracy of the technique. The 
accuracy of the adapted method has been compared 
with neural networks, kernel and ensemble model. 

The rest of the paper is organized in five different 
sections. Section II describes various components 
affecting the electricity load of Sharjah city. The 
methodology of multivariate regression technique, 
analytical expressions, evaluation process and error 
metrics are detailed in Section III. The details of data, 
performance evaluation and analysis are presented in 
Section IV. Finally, Section V summarizes the Conclusions 
of the study. 

2. COMPONENTS AFFECTING ELECTRICITY LOAD 
This Section has discussed various possible 

components that can affect the electricity load in a city 
over the year. In this study, electricity load of Sharjah city 
has been considered. The section has analyzed the 
characteristics of electricity load data of Sharjah City of 
the year 2021 [1]. The test data have been obtained from 
SEWA's statistical book published in SEWA website [1]. 

Figure 1, shows the Sharjah city's maximum and 
minimum load across the year. As shown in the Figure 1, 
the peak load has substantially increased between the 
months May to October due to hot weather conditions 
in UAE. UAE has a hot and desert climate. Seasonal 
change in Emirate is the well-known component and it 

largely affects the electricity load profile. The 
temperature in UAE is hot from the first week of April to 
the end of October. This period is extremely hot, and the 
electricity usage is more. The temperature is normal 
after October until the start of April. In Figure 1, the 
maximum and minimum load data has increased during 
summer and it has decreased during the winter. 

  

 
Fig. 1. Sharjah City's minimum and maximum loads in the year 

2021 
 

Figure 2 shows the electricity load variation from the 
month of December to November. As stated earlier, the 
load has become peak during summer. The test data 
shown in Figure 2 has considered 8 days in a month. For 
each day, the load data at certain time interval during 
peak and off-peak hours have been considered for 
analysis. The load variation is less than 1000MW at the 
start of the graph and then it increases around 2300MW 
during the peak summer. 
 

 
Fig. 2. Electricity load variation in a year 

 
Figure 3 shows the relation between the load and 

temperature across the year. The temperature in UAE 
varies from 57F to 106F [16]. The temperature in 
summer varies between 86F to 106F.  During this 
time, the climate is very hot outside. So, most of the 
consumers use electrical and electronic appliances inside 
home. This is a common load pattern in UAE as cooling 
demands are apparently larger in summer than those of 
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other seasons. This phenomenon influences the load 
behavior. 

 

 
Fig. 3. Relation between load and temperature across the 

year 
 

Apart from this, the repetitive events like peak hours, 
week days, weekends, holidays etc. can also affect the 
load data. Another key effect is the daily electricity 
demand in peak and off-peak hours in a day. An example 
of a different daily load patterns in the month of 
December is shown in Figure 4. 

In this figure, during off-peak hours between 
24.00hrs to 4.00hrs, the load consumption is less, 
whereas during peak hours between 19.00hrs to 
22.00hrs the load consumption has gone to maximum. 

 

 
Fig. 4. Different loads patterns of 8 days in December 

month 
 

From the above analysis, it has been observed the 
forecasting study must include important variables like 
temperature, days, hours in the form of quantitative 
variables. This study has considered 3 independent 
variables such as temperature, days and hours and one 
dependent variable load. 

3. MULTIVARIATE REGRESSION IN LOAD 
FORECASTING 

3.1 Analytical Expressions 

Based on the earlier analysis, the electricity load 
forecasting for Sharjah city load, should accommodate 

the important features for better prediction. The study 
has used multivariate regressions, which is a traditional 
method of forecasting for obtaining superior 
performance. The study has included multiple features 
like temperature, days, peak/off-peak hours and 
electricity load. The model has been represented using 
h(x) as shown in (1). 

 
ℎ (x) = ଴𝑥଴

(i) + ଵ𝑥ଵ
(i) + ଶ𝑥ଶ

(i) + ଷ𝑥ଶ
(i)    (1) 

 
For convenience xo(i) is taken as 1, x1(i), x2(i), x3(i) 

denotes multiple features like temperature, days and 
hours, i=1...m is the training set. 0, 1, 2, 3 are the 
parameters of the equation. The parameter  has been 
solved analytically, where  is a n+1 dimensional vector 
n+1. The parameter equation is given by (2) using 
mean squared error by taking the mean of the squares of  
the average difference between the predicted value and 
the actual value. 
 

J (଴,ଵ, … ௡) = 
ଵ

ଶ௠
 ∑ (௠

௡ୀଵ ℎ (x(i))-y(i))2          (2) 
 
Where, n is the number of features, x(i) is the index of the 
feature of ith data set. xi

(i) is the value of feature j in ith 

data set, y(i) is the predicted output and m is the total 
number of training set. The value of  can be minimized 
by solving iteratively. 0, 1, …...n, can be solved for every 
j. 

3.2 Performance Indicator 

In order to evaluate the accuracy of the predicted 
data set with different data distribution, the root mean 
square error (RMSE) is used as an error metrics to 
measure the predictive error. The RMSE is a measure of 
an absolute error and has the same unit as the predicted 
error. The RMSE is calculated at the end of each learning 
task, which is given in (3). 

 

RMSE = ට ଵ

௠
∑ ൫𝑦(௜) −  𝑦(ప)෢ ൯

ଶ
௠
௜ୀଵ              (3) 

 
where y(i) and 𝑦(ప)෢ are the actual and predicted 

power, m is the number of samples in the training set.  
The RMSE values shows how well the regression learning 
model learns the current task. 

3.3 Evaluation Process 

The hypothesis h(x) given in (1) is used to forecast 
the load variation in the work. The variation of load 
depends on multiple factors like temperature, days, and 
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peak/off-peak hours. The feature vectors are n+1 
dimensional vector and the parameters are another n+1 
dimensional vector. The step-by-step evaluation process 
of multivariate regression has been illustrated in the 
flowchart shown in Figure 5. The procedure is briefly 
discussed in steps. 
 Specify the parameters. Independent 

(temperature, days and hours) and dependent 
variables (load). 

 Build the hypothesis h(x) and cost function J (0), 
for every x(i) and y(i). 

 Determine the optimal parameter  values, such 
that J(0) is minimum and x(i) is close the value of 
y(i). 

 Solve the value of  iteratively, for every j. 
 Evaluate the accuracy of the error value using 

RMSE equation given in (3). 
 

 
Fig. 5 Evaluation process flow chart 

 

4. COMPONENTS AFFECTING ELECTRICITY LOAD 
To comprehensively illustrate the Multivariate 

Regression technique, electricity load data of Sharjah 
City is used for analysis in this paper. Electricity load data 
of 12 months have been considered based on the 
information obtained from SEWA's annual statistical 
report [1]. The training data is formed in accordance with 
the maximum and minimum load data published in 
SEWA's annual statistical book, which is given in Table 1. 
The tested data set have chosen a total of 96 days load 
data in a year and each month 8 days are considered. The 
data set has 8 different peak and off-peak hours of a day. 
A total of 768 data set have been chosen from a pool of 
data available in a year. The training dataset have been 
examined based on the seasons starting from December. 

The data have been partitioned as winter season 
(Dec. to Feb.), spring season (Mar.-May.), summer 
season (Jun.- Aug.) and autumn season (Sep.-Nov.). 
Extensive numerical cases with different seasons have 
been investigated based on the considered load data. 
The data has also been experimented with different 
benchmark models like Neural network, Ensemble and 
Kernel. 

 

 
Fig. 6 Predicted value versus true response for four 

seasons 
 

Figure 6 shows the variation of observation point and 
the perfect prediction for four different seasons. The line 
shown in the figure is the perfect prediction and the data 
points are observation points. A perfect prediction of any 
learning algorithm means the observation point should 
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lie very close to the prediction line. From the plot it has 
been observed several observation points lies very close 
to the prediction line. The distance from any point to the 
line should be less, that is the error of that particular 
observation point. The accuracy of the model is 
calculated by finding the RMSE value of the predicted 
data set. 
 

 
Fig. 7 Residuals versus true response for four seasons 

 
Table II 

Comparison of RMSE values 
 RMSE 

Models Winter Spring Summer Autumn 
Multivariate 
Regressions 

77.954 118.44 85.735 118.87 

Neural 
Network 

84.458 74.198 94.85 109.03 

Ensemble 80.81 144.52 118.13 159.53 
Kernel 134.11 170.63 157.69 193.23 

 
Figure 7 depicts the residual vs perfect prediction 

plot for regression models of four seasons. Most of the 
observation points are seen close to the prediction line. 
The points lying exactly on the line indicates the accurate 
prediction. In Figure 7, positive observation points on the 

y-axis indicates the prediction was too low and the 
negative observation points indicates, the prediction was 
too high. 

 

 
Fig. 8 RMSE comparison of different models 

 
Furthermore, the RMSE value of the multivariate 

regression model are compared with the benchmark 
models such as Neural network, Ensemble and Kernel, 
which are given in Table II. The model used for 
comparison are Neural network, Ensemble and Kernel. 
The multivariate regression model has provided RMSE 
value of 77.954 for Winter, 118.44 for Spring, 85.735 for 
Summer and 118.87 for Autumn. It is clear that 
regression model has lower error in winter and summer, 
while neural network model has performed well for 
spring and autumn. Table II also indicates Ensemble and 
Kernel model have relatively higher forecasting errors 
than the other two models. 

Figure 8 shows the RMSE comparison of 4 different 
models as presented in Table II. The bar chart shows the 
performance comparison of the machine learning 
models. Multivariate regression model shows better 
performance for winter and summer seasons, while for 
spring and autumn the neural network model has shown 
a good performance.  

 

 
Fig. 9 Load variation predicted for another 1 year 

Table I 
Sharjah City’s Maximum Loads in MW [1] 

Seasons Winter Spring Summer Autumn 
Months Dec Jan Feb Mar Apr May Jun July Aug Sep Oct Nov 

Min 691 543 597 671 853 1079 1392 1483 1561 1462 1025 883 
Max 1062 889 1073 1313 1633 2000 2201 2297 2266 2159 1996 1548 
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Figure 9 shows the load predicted for next 1 year 
using Multivariate regression model. The figure has 
exhibited similar load pattern behavior when compared 
to the actual load behavior shown in Figure 2. 

5. CONCLUSIONS 
The paper has provided a forecasting study on 

Sharjah city's electricity load data using Multivariate 
Regression model. Various components influencing the 
electricity load including temperature, peak/off-peak 
hours, week days etc. has been analyzed to get a better 
insight on the change in performance of the load 
behavior. The mathematical formulations of multivariate 
regression model have been explained with the 
flowchart. The performance of the model is compared 
with the other state of the art models like Neural 
Networks, Ensemble and Kernel. The accuracy of the 
models has been evaluated using the RMSE value. The 
obtained results indicate multivariate regression model 
has provided a good accuracy when compared to 
Ensemble and Kernel methods. The prediction 
performance of the load can be further, if more number 
of features and datasets are used in the analysis 
improved in the future work. 
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