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In this study, a model of a dense medium separation circuit of an iron ore plant in South Africa is
developed, focusing on the flow of medium in the circuit. The model is used to simulate and detect

medium losses within the dense medium separation circuit.

Dense medium separation (DMS) is a method of extracting valuable minerals from waste materials
using gravitational and centrifugal forces. It is widely employed in the processing of various minerals,
particularly coal and diamonds, as well as iron ore, complex sulfides, and base metal oxides. The
fundamental principle of a DMS circuit involves separating low density material (product for coal
plants, gangue for heavier mineral plants) from high density material (gangue for coal processing,
product for heavier mineral processing) using a medium. This medium is utilized in the separation
vessel, and then recovered. There are several points in the circuit in which the medium can be lost,
and, as the medium can contribute between 18% and 39% of the total operating costs of metalliferous

DMS plants, it is valuable to be able to detect and reduce the losses of this medium.
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This dissertation presents a model for the DMS circuit at the plant studied. The circuit is divided into
individual units: the correct medium, secondary, and dilute medium tanks, the mixing box, the primary
and secondary densifiers, the dense medium cyclone and drain-and-rinse screens, and the magnetic
separator. Each unit is modelled from first principles, with a focus on medium flows. Where possible,
the units are modelled dynamically. The dense medium cyclone and drain-and-rinse screens, the
primary and secondary densifiers, and the magnetic separator are, however, modelled in steady-state as
their dynamics are assumed significantly faster than the rest of the circuit. The full circuit model is

then simulated in a simulation platform, Simulink, and validated using plant data.

An observability study is conducted on the developed model of the circuit. The observability study
shows that the dilute medium tank is not observable. Furthermore, the units modelled in steady-
state (primary and secondary densifiers, the drain-and-rinse screens, and the magnetic separator)
have very limited instrumentation, and thus it is not possible to confirm the outputs of these models
online. However, the analysis shows that the correct medium tank and secondary tank models are
fully observable, including for the augmented models where the flow into the tank is considered an
unmeasured state. The mixing box model is also fully observable, including for the augmented system

where a key parameter in the model is not known.

An extended Kalman filter is designed for estimation of unmeasured but observable states, and im-
plemented on both simulation and plant data. The extended Kalman filter is shown to be accurate;
however, the estimations of flow rates into the correct medium and secondary tanks are quite noisy.
This study then presents an analysis of medium loss scenarios, and the developed model is used to
simulate these. The extended Kalman filter developed is used for state estimation in these simulated
medium loss scenarios, as well as on plant data of these scenarios where available. An analysis of the
medium loss scenarios shows medium losses due to blockages in the mixing box resulting in overflows
can be identified using state estimation, while the addition of a flow meter on the secondary densifier
overflow is required in order for losses at the product and waste drain-and-rinse screens to be identified.
Finally, the state estimation results show that medium losses to the magnetic separator effluent are not
identifiable using state estimation and the developed model, and that a density-focused approach is

possibly required for this.
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CHAPTER1 INTRODUCTION

1.1 PROBLEM STATEMENT
1.1.1 Context of the problem

Dense medium separation (DMS) is a beneficiation process that separates valuable minerals from
waste material, with the basic principle being the separation of low density material from high density
material (Legault-Seguin et al., 2017). A dense medium is employed to achieve this separation. The
medium is used in a separation vessel, and then recovered. In iron ore processing, ferrosilicon is used
(Maré et al., 2015; Scott, 2017; Tom, 2015) as the medium, which is an expensive consumable (Dardis,

1989).

The process flow of the DMS circuit studied here is seen in Figure 1.1: correctly-sized ore is fed to a
dense medium cyclone, where higher density material forms the underflow of the cyclone, and lower
density material forms the overflow (Napier-Munn, 2018). Both overflow and underflow from the
cyclone are passed to drain-and-rinse screens, where the medium slurry is drained and sent to the
correct medium tank. The cyclone overflow and underflow are then rinsed with wash water. In iron-ore
processing, the drained and rinsed cyclone overflow is transported via conveyor to the tailings, and the

underflow is sent via conveyor to product stockpiles (Legault-Seguin et al., 2017).

The medium recovery circuit (highlighted in yellow in Figure 1.1) consists of a correct medium tank, a
secondary tank, and a dilute medium tank, as well as two densifiers (primary and secondary), and the
magnetic separator. The drained medium slurry is sent to the correct medium tank, while the rinsed
medium slurry is sent to the dilute medium tank, from which it is pumped to the magnetic separator,

and the concentrate is returned to the correct medium tank (O’Brien et al., 2016).

In an ideally operated and designed DMS plant, medium recovery would be 100% efficient, and no

© University of Pretoria
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Figure 1.1. Diagram of a dense medium separation circuit at an iron ore plant, with medium recovery

circuit highlighted in yellow.

losses of the medium would occur. However, in reality, between 200g and 500g of medium per ton
of feed is lost (Dardis, 1989; Napier-Munn et al., 1995). These losses are continuous, and usually
small in magnitude, with excessive losses occurring during short periods of time, in surging events
(Dardis, 1989; Napier-Munn et al., 1995). Medium can be lost at various points in the circuit: at the
drain-and-rinse screens due to adhesion to the ore or screen-blinding, in the effluent of the magnetic
separator, or at the mixing box due to blockages causing overflows (Dardis, 1989; Napier-Munn et al.,
1995). Ferrosilicon (the medium used in iron ore DMS plants) is an expensive consumable, and studies
have shown that medium losses can contribute between 18% and 39% of the total operating costs
of metalliferous DMS plants (Dardis, 1989; Rayner and Napier-Munn, 2003a). This work therefore
focuses on modelling the medium flows within the DMS circuit with the goal of identifying medium

losses, thus enabling their reduction.

Department of Electrical, Electronic and Computer Engineering 2
University of Pretoria
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1.1.2 Research gap

The problem to be addressed by this work is to detect excessive medium losses in a DMS circuit. Given
that medium losses can contribute significantly to plant operating costs, detecting excessive losses can
be economically advantageous. To detect the excessive medium losses, the medium flows within the

DMS circuit need to be fully modelled.

While significant work has been done in modelling the DMS circuit, both in steady state and dynamic-
ally, there is little research reported in the literature, to the knowledge of the author, that is directly
focused on the dynamic modelling of medium losses and the detection of excessive medium losses
through modelling. Therefore, the development of a fully dynamic model, focusing on the flow of

medium in the circuit, is required. This study addresses this requirement.

Given the lack of dynamic modelling focused on medium losses, there is also a lack of simulation of
medium loss scenarios to provide insight into how medium losses occur. Furthermore, development
of state estimation on such a dynamic model of the DMS circuit will investigate the feasibility of
detecting medium losses in the DMS circuit, which is as yet unreported in the literature. This study

addresses these gaps.
1.2 RESEARCH OBJECTIVE AND QUESTIONS

This research will address the following research questions:

1. Is it possible to model the dense medium circuit, focusing on medium flows and losses?

(a) Is it possible to model the correct medium, secondary, and dilute medium tanks, and the

mixing box focusing on medium flows?

(b) Is it possible to model the primary and secondary densifiers, the dense medium cyclone,

the drain-and-rinse screens, and the magnetic separator, focusing on medium flows?
2. Are the medium flows in the DMS model developed observable?
3. What are the typical key sources of medium loss within the DMS circuit?
4. Can the typical key sources of medium loss within the DMS circuit be simulated using the
developed model?
5. Given the level of observability in the circuit, can the key sources of medium loss within the

DMS circuit be detected?
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6. If not, what additional instrumentation is required for the medium losses within the DMS model

to be observable?
1.3 HYPOTHESIS AND APPROACH

While flow measurements of the medium in the circuit are not available, the levels of the tanks within
the circuit, as well as the discharge pressure of pumps in the circuit are available. Thus, the hypothesis
of this dissertation is that the medium flows within a DMS circuit can be modelled with the medium
flows being observable, and that this model can be used to simulate medium losses, while state

estimation of the model can be used to detect medium losses.

In order to answer the research questions posed in this proposal, and to test the hypothesis formed, the

following approach will be followed:

1. A literature study will be conducted focusing on the DMS process, medium losses in DMS
circuits, modelling of the DMS circuit and individual components in the circuit both in steady-

state and dynamically, and control of the DMS circuit.

2. Based on the review of the literature, a model will be developed for the individual units within

the DMS circuit, and combined to form a model of the full circuit.
3. The developed model of the full DMS circuit will be simulated and validated using plant data.
4. The developed models of the DMS circuit units will be assessed for observability.
5. State estimation will then be developed for the DMS circuit units that are found to be observable.
6. The developed state estimation will be tested on simulation data, and implemented on plant data.

7. Sources of medium losses in the DMS circuit will be identified and simulated using the developed

model.

8. The state estimation developed for the model will be applied to simulated medium loss scenarios.
Where available, the developed state estimation will be implemented on plant data for known

medium loss events.
9. The performance of the state estimation in detecting medium loss events will be analysed.
Additional instrumentation required to improve the capability to detect medium losses will be

analysed.
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10. The study will conclude with an evaluation of the effectiveness of the developed model and state
estimation in detecting medium losses, and will propose avenues for further work to improve the

effectiveness.
1.4 RESEARCH GOALS

The goals of this research are as follows:

* Develop a model of the DMS circuit, focusing on medium flows.

» Simulate and validate (with plant data) the developed model of the DMS circuit.

* Assess observability of developed model, and develop state estimation of observable but un-
measured states.

* Develop and apply state estimation to simulation and plant data.

* Simulate medium losses and assess effectiveness of state estimation in detecting medium losses.

* Identify additional instrumentation required to improve medium losses detection.
1.5 RESEARCH CONTRIBUTION

The contribution of this work is to develop a dynamic model of the DMS circuit, focused on the flow
of medium in the circuit, and to develop state estimation for the observable but unmeasured states. The
model is simulated and validated using plant data. This study uses this model to simulate medium
losses, and the observability of these losses is assessed. State estimation is applied to the simulated
medium loss events, as well as to plant data of medium loss events where available. This work
therefore analyses medium losses in the DMS circuit, demonstrates if these losses can be observed
given the current level of instrumentation on the circuit, and makes recommendations for additional

instrumentation, to allow for full observability of medium losses.
1.6 RESEARCH OUTPUTS

The dynamic non-linear model for the DMS circuit focusing on medium losses, which is developed,
analysed for observability, simulated and validated in Chapters 3, 5, 4 and 4.3 respectively, as well as

the state estimation developed in Chapter 6 was submitted for publication:

* Lowry, C., J.D. le Roux, and Craig, I.K., Analysis and validation of a dynamic dense medium

separation circuit model for detecting medium losses, submitted to Minerals Engineering.
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1.7 OVERVIEW OF STUDY

This study begins with a literature review in Chapter 2, which covers the work done in the modeling
and control of the DMS circuit to date, as well as studies on medium and medium losses. Chapter 3
presents a model for the individual units within the DMS circuit. This is followed by Chapter 4, in
which the developed models of the individual units are combined on a simulation platform, Simulink,
and simulated. The developed model is then validated using plant data. In Chapter 5 the observability
of each unit is discussed. In Chapter 6, state estimation of the observable units is developed, and
implemented on simulation and plant data. Sources of medium loss are then discussed and simulated
in Chapter 7. State estimation is applied to these simulations and, where possible, to plant data of
these scenarios. Chapter 8 then discusses the results of the medium loss state estimation, and the
observability of medium losses overall. Finally, a summary of the study as well as concluding remarks

and recommendations for future work are given.
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2.1 INTRODUCTION

Dense medium separation (DMS) is a beneficiation process that utilises gravitational and centrifugal
forces to separate valuable minerals from waste material (Legault-Seguin et al., 2017; Lundt and
Grewalt, 2017; Maré et al., 2015). This technology is used in the processing of many minerals,
predominantly coal and diamonds, and also iron ore, complex sulphides and base metal oxides,
amongst others (Legault-Seguin et al., 2017; Lundt and Grewalt, 2017; Napier-Munn et al., 1995).
The basic principle of a DMS circuit is the separation of low density material (product in the case
of coal plants, gangue in the case of heavier minerals plants) from high density material (gangue in
coal processing, and product in heavier mineral processing) (Legault-Seguin et al., 2017; Mar¢ et al.,
2015; Napier-Munn et al., 1995). The DMS process employs a medium to achieve this separation. The
medium is used in the separation vessel, and then recovered. In coal processing, magnetite is used as
the medium, and in metalliferous ore ferrosilicon is used (Maré¢ et al., 2015; Scott, 2017; Tom, 2015).
There are several points in the circuit in which the medium can be lost, and given its significant cost, it

is important to be able to detect and reduce the losses of this medium.

This survey gives a broad review of the available literature on the DMS process, with particular focus
on the medium recovery within this process, and potential sources of loss of this medium. The work
done on modelling of the components of the DMS circuit, as well as on control and optimisation of the
process, is extensively reviewed. The focus of this dissertation is on iron ore processing, rather than
coal or other mineral processing, so particular attention will be paid to literature specific to iron ore.
However, due to the dominance of coal in the application of DMS circuits, work done on coal circuits

is also reviewed here, through the lens of detecting and controlling medium losses.
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2.2 DENSE MEDIUM SEPARATION PROCESS

A typical DMS circuit consists of two high level processes: separation of low density material from
high density material, and medium recovery (Legault-Seguin et al., 2017; Maré et al., 2015). Correctly-
sized ore (crushed to an appropriate size in upstream processes) is fed to a separation vessel, along
with the dense medium. The separation vessel can be static open-bath separators (such as drums),
usually used for coarser material, or dynamic vessels (centrifugal devices such as cyclones) for finer
material (Legault-Seguin et al., 2017). This dissertation will focus exclusively on the dense medium
cyclone as the separation vessel. Material that is of a higher relative density than the medium forms the
underflow of the cyclone, and material of lower relative density than the medium forms the overflow
(Napier-Munn, 2018; Tom, 2015). Both overflow and underflow from the cyclone are passed to drain
screens, where the medium slurry is drained and sent to the correct medium tank. The cyclone overflow
and underflow are passed to rinse screens, where the material is rinsed with wash water. The rinsed
medium slurry is sent to the dilute medium tank (as it has been diluted with the wash water). The
drained and rinsed cyclone overflow and underflow is then sent to further processing (Legault-Seguin

etal., 2017).

The medium recovery process of a DMS plant consists of two circuits: the correct medium circuit,
and the dilute medium circuit (Legault-Seguin et al., 2017; Napier-Munn et al., 1995; Tom, 2015).
As previously described, the medium slurry from the drain section of the drain-and-rinse screen is
sent to the correct medium tank. The diluted medium from the rinse section of the screen is sent to
the dilute medium tank. The simplest form of a DMS plant has only two tanks - the correct medium
tank and the dilute medium tank (Scott, 2017). In these plants dilute medium is pumped from the
dilute medium tank to magnetic separators, and the concentrate is returned to the correct medium tank
(O’Brien et al., 2016; Rayner and Napier-Munn, 2003a; Scott, 2017). Magnetic separators consist of
a rotating magnetic drum mounted on a shaft in a feed pan, with an effluent collection pan. Dilute
medium is fed to the feed pan, and the non-magnetic material passes in a natural path to the effluent
collection pan, and is then transported to the tails. The magnetic material (the concentrate medium) is
drawn to the magnetic drum and is rotated out of the non-magnetic flow and thus recovered (Rayner
and Napier-Munn, 2003a,b). A diagram of a typical wet drum magnetic separator is shown in Figure

2.1.
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Figure 2.1. Diagram of the operation of a typical wet drum magnetic separator. Taken from Rayner

and Napier-Munn (2003a), with permission.

The recovered concentrate medium from the wet drum magnetic separator is then sent to the correct
medium circuit. Medium returning to the correct medium tank is kept at a higher density than required,
and the density is then reduced through water addition to the correct medium tank or in-line, directly
to the correct medium pump (Legault-Seguin et al., 2017; O’Brien et al., 2016). The process that has
been described here is the simplest form of the DMS circuit (Scott, 2017). A schematic of such a

circuit is shown in Figure 2.2.
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Figure 2.2. Diagram of a simple DMS circuit.

Many plants are configured in variations of the design seen in Figure 2.2. In some plants, such as the
plant studied in this dissertation, densifiers (in the form of hydrocyclones and/or pipe densifiers) are
used to achieve the higher-than-required density of the medium (Legault-Seguin et al., 2017; Scott,

2017). These allow for de-watering and thickening of the medium (Scott, 2017).
2.3 MEDIUM

The dense medium used in DMS circuits is of great importance, as it is largely responsible for defining
the density cut-point of the dense medium cyclone, with material of higher density than the medium
reporting to the overflow, and material of lower density reporting to the underflow of the cyclone. This
determines the efficiency of the circuit as a whole. Magnetite is used as the dense medium in coal
processing, whereas in iron ore and other heavy mineral processing, where the density of separation is
significantly higher, the dense medium used is ferrosilicon (Rayner and Napier-Munn, 2003a; Scott,
2017; Tom, 2015). Ferrosilicon is an expensive consumable. According to Dardis (1989), the cost of
ferrosilicon losses accounts for between 18% and 39% of the total operating costs of DMS circuits.
There is therefore a strong economic incentive to optimise medium recovery and reduce losses of

ferrosilicon in a DMS circuit (Dardis, 1989).
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2.3.1 Sources of medium losses

Napier-Munn et al. (1995) found that there are two possible sources through which medium can be lost
from the circuit, which can be identified by studying a typical DMS process flowsheet (such as that in

Figure 2.2). This concurred with work done by Dardis (1989). These sources are as follows:
2.3.1.1 Adhesion losses

Medium adheres to the products of the dense medium cyclone, after undergoing draining and washing
on the screens. Adhesion losses are greatly influenced by the porosity of the ore (Dardis, 1989;
Napier-Munn et al., 1995; Rayner and Napier-Munn, 2003a; Sripriya et al., 2006), and will be higher
when the ore is more porous. The level of medium adhesion is also influenced by the drain-and-rinse
screen washing configuration: if the washing process is sub-optimal, the adhesion losses will be greater
(Dardis, 1989; Napier-Munn et al., 1995). Adhesion losses also increase with increased loading of the

screen, and bed depth (Dardis, 1989; Napier-Munn et al., 1995).
2.3.1.2 Magnetic separator losses

Medium is present in the effluent of the wet drum magnetic separators and is therefore lost to the
circuit (Dardis, 1989; Napier-Munn et al., 1995). These losses are greatly influenced by the efficiency
of the magnetic separator, and the conditions under which it is operated (Rayner and Napier-Munn,
2003a). If the magnetic separator feed density is not within the supplier-recommended operating
range (and the same applies to the feed flow rate), it will operate sub-optimally and losses will occur.
Magnetic separator settings, such as pulp height, magnetic position, separation and discharge zone
gaps, drum speed and the ratio of magnetics to non-magnetics also affect the performance of the
magnetic separator, and therefore the amount of medium lost to the effluent (Dardis, 1989; Rayner and

Napier-Munn, 2003a,b).
2.3.2 Factors affecting medium losses

There are numerous causes that are specific to adhesion losses (eg. ore porosity and increased screen
loading), as well as to magnetic separator effluent losses (eg. magnetic separator gap setting). Napier-
Munn et al. (1995), through studies on four DMS plants (two iron ore plants, one manganese plant
and one tin concentrator plant), investigated operational factors that affect both these sources of losses.
The first is operating density. It was found that both adhesion losses as well as magnetic effluent
losses increase with increasing density, with the increase being largely due to poor drainage on the
drain-and-rinse screens as a result of higher medium viscosity (Napier-Munn et al., 1995). Sripriya

et al. (2006) found the same in a separate study on a coal DMS plant in India. The second factor is
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plant downtime. Again, it was found that medium losses increased with increased plant downtime, and
this was also observed separately by Dardis (1989). This effect is not well understood, but is thought

to be due to housekeeping practices.

Causes of observed medium loss that are much more difficult to measure include losses due to
housekeeping (during plant stoppages and during normal operation), losses during ferrosilicon make-
up (where the medium slurry is prepared to be added to the circuit), undetected surges due to imbalances
in magnetic separator flows, screen wash water stoppages, and corrosion of the medium (Dardis, 1989;

Napier-Munn et al., 1995).
2.3.3 Amount of medium lost

The task of quantifying the amount of medium lost through the two discussed sources (adhesion and
magnetic separator losses) is not trivial. Observed losses of ferrosilicon range between 200g and 500g
per ton of feed, and it is generally accepted that only about 50% of observed ferrosilicon losses can be
measured (Dardis, 1989; Napier-Munn et al., 1995). This is due to a number of the causes of losses
(such as corrosion of the medium, and housekeeping) being very difficult to measure. This is further
exacerbated by the fact that a large percentage of the losses occur over a short time period (generally
due to flow surges or overloading of the circuit), which renders most sampling procedures ineffective

(Napier-Munn et al., 1995).

Additionally, there is not consensus in the literature on the relative contribution of the two sources
(adhesion and magnetic separator effluent) to the total ferrosilicon losses in a DMS circuit (Rayner and
Napier-Munn, 2003a; Scott, 2017; Sripriya et al., 2006). Dardis (1989) attributes 75% of losses to
magnetic separator effluent, and the remainder to adhesion losses. Mulder (1985) on the other hand
found that only 18% of medium losses are via the magnetic separator effluent at Sishen Mine in South
Africa, with the balance lost through adhesion, and Napier-Munn et al. (1995), found that between
70% and 80% of the measured losses were attributable to adhesion, with the remaining 20% to 30%
due to losses in the magnetic separator effluent. Napier-Munn et al. (1995) did, however, concede that
conventional plant surveys can underestimate magnetic separator loss due to short time period high

loss episodes.
2.4 DMS AND MEDIUM LOSSES MODELLING

As explored in Section 2.3, both adhesion and magnetic separator losses are affected by operating

variables such as medium density, viscosity, flow rate, amongst others. Modelling of the circuit
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that accurately predicts these variables can therefore be of use in the detection of medium losses, as

abnormal operating conditions can be identified using models of the process (Tom, 2015).

A significant amount of work has been done on modelling the components of a DMS circuit. Most
work done to model the circuit has been to develop steady-state models of the various components
of the circuit (such as the dense medium cyclone and the wet drum magnetic separator). More
recently, there has been increased interest in dynamic modelling of the circuit. The following review
of models will focus on work that includes modelling medium flows, as that is of chief concern in this

dissertation.
2.4.1 Steady-state models

There is a host of literature on steady-state models developed for the dense medium cyclone, the most
notable of which is Wood’s model (Clarkson and Wood, 1993). Steady-state models for pumps, too,
are extensively available in the literature. Drain-and-rinse screens and the wet drum magnetic separator

have not been reviewed as extensively.
2.4.1.1 Dense Medium Cyclone

The simplest representation of a dense medium cyclone is through a partition curve (Napier-Munn,
1991; Narasimha et al., 2007). A partition curve defines the proportion of material of any given density
in the feed which reports to the underflow of the cyclone. The proportion is called the partition number,
and is generally expressed as a percentage. The separating density, or cut-point density, psg, is the
density at which material is equally divided between the overflow and the underflow of the cyclone
(Napier-Munn, 1991; Narasimha et al., 2007). Particles of different sizes behave differently, and so
partition curves must be calculated separately for each particle size class or interval. The purpose
of a model of a dense medium cyclone is therefore to predict the partition curve with an acceptable
level of accuracy, while also providing insight into additional aspects such as throughput and medium
partitioning (Napier-Munn, 2018, 1991). Napier-Munn (2018) provided a comprehensive overview
of the work done in modelling the dense medium cyclone up until 2018. Published models that are
available for general use, configurable using a spreadsheet of input variables, and valid over a wide
range of operating conditions, are quite rare. The generally accepted standard for coal processing is a
model developed by Clarkson and Wood (1993), which has been expanded into a simulation package
(Barbee et al., 2005). The model is divided into three categories of calculations: medium calculations,
partition calculations, and application checks. The methodology can be visualised by the flow diagram

shown in Figure 2.3.
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Figure 2.3. Dense medium cyclone simulation methodology. Taken from Barbee et al. (2005), with

permission.

The medium set of calculations requires calculation of the volumetric flow rates of the dense medium
cyclone. The total volumetric capacity is governed by the cyclone geometry and inlet pressure, which
is expressed in terms of equivalent diameters of medium head (H). The total volumetric feed capacity

can then be determined (Clarkson and Wood, 1993):

where D, is the diameter of the cyclone, D, is the apex diameter (underflow), D, is the vortex finder

diameter (overflow), and K is an empirical fitting and unit conversion coefficient.

In the absence of ore feed, the volumetric flow rate of medium to the underflow of the cyclone (Q7,,)
is calculated, and then adjusted to obtain the volumetric flow rate of medium to the underflow in the

presence of ore feed (Q,,) (Clarkson and Wood, 1993):

0.79 \ (D \*?
Q:;m = Qf <H0'37> <D> (22)
Oin’
Oun + sz

where Q,, is the volumetric flow rate of nonmedium solids (product, in the case of iron ore) in the

cyclone underflow. In the simulation package developed subsequent to Wood’s model (Barbee et al.,

2005), an iterative method was used to calculate Q,,,. In each iteration, the partition numbers predicted
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by the dense medium cyclone model (discussed later) are used to recalculate the underflow mass

flow rate. The calculated underflow mass flow rates for each density interval are normalised by their

densities, and the resulting incremental volumes are summed to obtain an updated estimate of Q,,.

The process is continued until a steady-state value for Q,, is reached.

The medium split to underflow is then calculated, and the underflow medium density is then determined

using an empirical relationship, as follows:

0.194(p s —2.04) 0.17 £70.082
04599, <Q ) (m) 04

Q fm Dg.l
where Pgg is the Rosin-Rammler intercept of the feed medium size distribution determined using the

laser-diffraction technique. The overflow medium density (p,,,) can then be calculated using a volume

balance approach as follows:

— L 1— Qumpum 25
Pom (1 - (Qum/Qfm) ( Qfmpfm> ( ' )

Using the volumetric flow rates of the underflow and overflow, as well as the density thereof, calculated

in (2.5), the partition curves (for each particle size interval) of the dense medium cyclone can be
determined. First, the Ecart Probables (E,) is calculated. This is an empirical measure of the
inefficiency of the cyclone, and describes the departure of the curve from a perfect partition which
would be a vertical line at the cut-point density (Napier-Munn, 1991). Wood’s model (Clarkson and
Wood, 1993) assumes that the partition curves for all particle size classes have a common pivot point
(p50), which is calculated using the feed medium density, the underflow medium density and the
overflow medium density. The density cut-point (psg) for each specific particle size class is then

calculated as follows:

* EP Qfm
- In( "y 2.
P50 = P50 T 00z6 ™ (Qum ) (2.6)

The partition number for a given size interval is then estimated from the Whiten partition model

(Clarkson and Wood, 1993; Scott, 2017):
p_ 1
1 +exp(1.0986(pso — p)/Ep)
Plotted against density, this forms a sigmoid curve and represents the probability (P) of a particle of a

Q2.7)

certain density reporting to the underflow of the cyclone. An example of such a curve, for different

particle size intervals, is shown in Figure 2.4.
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Figure 2.4. Partition curves for different size classes of a dense medium cyclone. Taken from Barbee

et al. (2005), with permission.

Wood’s model (Clarkson and Wood, 1993) and subsequently developed simulation package (Barbee
et al., 2005) is the most widely used model of a dense medium cyclone (Napier-Munn, 2018), particu-
larly in the coal industry. Dunglison (1999) expanded on Wood’s work, and produced a more broadly
applicable model to heavier minerals (such as iron ore). It is not used frequently in industry, however, as
it was not widely published and is not easily available (Scott, 2017). Scott (2017) investigated both the
Wood and Dunglison models and found negligible differences between the models. It should be noted,
however, that this comparison was done using data from a coal plant. It is possible that for heavier

minerals such as iron ore, the differences in the models’ outputs would be more significant.
2.4.1.2 Densifiers

In DMS circuits that require lower operating densities (such as coal separation, where the density
ranges between 1.4 and 1.8 SG), the magnetic separator is sufficient for removing water to allow
density control (Legault-Seguin et al., 2017). However, for DMS circuits that operate at higher densities
(such as iron ore processing, which requires densities higher than 2.5 SG), densifiers are required for

adequate density control. Adequate control of the circuit density is necessary in order to achieve the
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desired cut-point density of the dense medium cyclone (Napier-Munn, 1991; Narasimha et al., 2007).

To sufficiently control the density, water must be removed from the correct medium that circulates in
the circuit. This is because there are various points at which water is added to the medium: through the
ore feed, through rinse screen water sprays, and through medium pump gland water (Legault-Seguin

etal., 2017).

Legault-Seguin et al. (2017) explores the use of densifiers in DMS circuits. Densifiers are divided
into two categories: cyclone densifiers and pipe densifiers. The cyclone densifier is a hydrocyclone
or battery of hydrocyclones, while the pipe densifier is a long cylindrical pipe with a feed inlet and
a tangential outlet. Legault-Seguin et al. (2017) gives typical mass balances of pipe and cyclone

densifiers:

Table 2.1. Pipe and cyclone densifiers mass balance (adapted from Legault-Seguin et al. (2017)).

Flow rate (m>/hr) Magnetics Recovery (%)
Stream
Cyclone Pipe Cyclone Pipe
Feed 20 20 100 100
Overflow 14 6 53 3
Underflow 6 14 47 97

A comparison of the mass balances of the two types of densifiers in Table 2.1 shows that the pipe
densifier rejects a far lower percentage of magnetics to its overflow in comparison to the cyclone
densifier. This has the advantage of reducing the magnetic load to the dilute medium circuit, and

therefore to the magnetic separator (Legault-Seguin et al., 2017).

In addition to the overview of densifiers given by Legault-Seguin et al. (2017), there is extensive work
on hydrocyclones. In his book entitled ‘Solid-Liquid Separation’, Svarovski (2000) explores the flow
patterns, pressure distribution, function, design and merits of hydrocyclones. The theories of separation
as well as hydrocyclone models are also explored. As reviewed by Nageswararao et al. (2004), there
are two prominent mathematical models of hydrocyclones that are used most in industry and in the
literature (Bueno, 2021; Nageswararao et al., 2004; Svarovski, 2000). A brief summary of these is

below:
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* Plitt hydrocyclone model

Plitt (1976), revised in Flintoff et al. (1987), developed a mathematical model of a hydrocyclone (in
steady-state) which outputs the cyclone throughput Q, the cut size dsq., the volumetric flow split S and
the sharpness of classification m. The inputs to this model are the diameters of the cyclone, vortex,
spigot and inlet (D., D,, D,, and D; respectively), as well as the free vortex height 4. The model was
developed using 297 sets of data from different cyclones, with different feeds: silica, copper, ore,
tailings and silica flour. Linear regression was then used to produce relationships between the input and
output variables. Plitt claimed that the performance of a hydrocyclone could be reasonably accurately
estimated using the developed model, even without experimental data being available. The volume
split equation from Plitt (1976) and Flintoff et al. (1987) is:

 Ousosne () (D DR

Q()ver flow D{fH 8
where H is the slurry feed head, and y is the volume fraction of solids in the feed. The parameters a to

S

(2.8)

g in (2.8) can be calibrated using experimental data (Nageswararao et al., 2004), but should none be

available, then Plitt (1976) recommends the following values:

a=379 b=331 ¢=036 d=054 f=1.11 g=0.24
* Nageswararao hydrocyclone model

Nageswararao (1978), following work by Lynch and Rao (1975), developed a generalised model for
hydrocyclones. The inputs to this model are the cyclone diameter D,, reduced vortex finder D, /D,,
reduced spigot D, /D, reduced inlet D;/D,, reduced length of cylindrical section L./D,, and cone
angle 6. The model outputs are the Euler number, EU, the dimensionless cut size Dsg./D,, the recovery
of water to the underflow Ry, and the volumetric recovery of feed slurry to underflow R,. As this work

is mostly concerned with flow rate, the equation for R, is shown below:

~0.94 1.83 ~0.25 0.22 —0.31
D D D; L P
Dc DC DC DC ppgDC

where P is the cyclone feed pressure, p,, is the density of the cyclone feed pulp, and K, is a material
specific constant. Note that R, is related to the volumetric split as follows (and therefore can be

compared to that of Plitt’s model in (2.8)):

Ro=— (2.10)
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2.4.1.3 Magnetic Separator

Early modelling of the magnetic separator was done in Wiegel (1976) using eight data sets from a
wet drum magnetic separator. The model used regression equations formed from the data sets, for
misplacement of magnetics and non-magnetics. Baker (1977) then developed a model for the recovery
of medium (specifically magnetite) in a wet drum magnetic separator. The developed model could
predict how different mediums would perform in a specific magnetic separator, with the same operating
variables, but did not model the effect of changing one of these variables. In further work by Davis and
Lyman (1983), magnetic separator operation was studies with a focus on the recovery of magnetite. It
was found that the feed pan clearance, squeeze pan clearance, dry magnetite feed rate and magnetic
separator drum speed were the significant operating variables, and a model was developed for magnetite

loss.

Following this work, Rayner and Napier-Munn (2003a) developed a model for the recovery of magnetics
in wet drum magnetic separators. Rayner and Napier-Munn (2003a) found that the magnetic separator
works on the basis of flocculation. When the feed to the magnetic separator is exposed to the magnetic
field of the drum, there is rapid formation of magnetic flocs (see Figure 2.1). A significant fraction
of the magnetic solids in the feed will form part of these flocs. Rayner’s model uses this concept
of flocculation to model this process, and thus the fractional loss (the proportion of unflocculated

particles), L, is:

1

L=e 9 (211)

where Q¢ is the volumetric feed flow rate per unit length, V' is the volume of the separation zone per

unit length, & is a first order rate constant and ¢ is the flocculation time.

The rate constant k is derived in terms of feed, design and operating variables (such as non-magnetics
contamination, drum diameter, volume concentration of solids in the feed, amongst others), as well
as a number of parameters that require plant data to be fitted. The model includes an equation for
the volumetric flow rate through the drainage area which then becomes the concentrate flow to the

secondary and correct medium tanks:

B Dza)ixpjkalpsQfm
Op = hQy (Qf> (0) (o) Mf( F ) 12

where h, i, j, k, [, m are parameters to be fitted, D is the drum diameter, @ is the drum rotational

velocity, x,, and xp are the pickup and discharge gaps respectively, M is the feed moisture, QO and F
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are the volumetric and mass feed rates per unit length respectively, p; is the solids density, and My is

the feed moisture.

Rayner and Napier-Munn (2003a) then validated the model against new sets of trials and it was found

that the model was acceptably accurate in predicting magnetic losses.

In a separate paper, Rayner and Napier-Munn (2003b) modelled the concentration of solids in the
concentrate output of the wet drum magnetic separator. This model is based on the theory that
concentrate undergoes drainage and thereby is dewatered, and can thus be represented by an initial

moisture, a drainage rate and a residence time:

780+26017

M =0.15+ (M, —0.15)e ¢ o (2.13)

where M is the concentrate moisture, M is the initial moisture (determined from the feed moisture
using operational parameters), g is the first order rate constant, xp is the discharge gap, and Qp is the

volumetric flow rate of the drainage zone.

Again, the model showed acceptable agreement between predicted and observed concentrate solids
content. For both the magnetic recovery model (Rayner and Napier-Munn, 20032) and the concentrate
solids content model (Rayner and Napier-Munn, 2003b), it is acknowledged that it was developed and
fitted using the specific type of machine used in the work, and that extrapolation to other models of
machine would be possible, but might require re-estimation of the parameters (Rayner and Napier-

Munn, 2003a,b).

In addition to these models developed in Rayner and Napier-Munn (2003a) and Rayner and Napier-
Munn (2003b), Legault-Seguin et al. (2017) gives mass balances at two differently configured DMS
circuits, which includes the mass balances of the magnetic separators in the circuit, operating at
different densities. Stener et al. (2016) also conducted a study in which the internal material flow in a
magnetic separator was measured using an ultra-sound based method . This work did not produce a

model, but does give insight into typical flows within a magnetic separator.
2.4.1.4 Drain-and-rinse screens

Banana screens are used for the process of draining and rinsing in a DMS circuit. Firth and O’Brien
(2010) developed a model for a drain-and-rinse banana screen based on the comparison of the system (a

mix of medium and ore passing over a screen) to a fluid in a pipe with features that provide resistance
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to its flow under a force. Using this, the specific drain rate (SDR) of media from the drain section is

calculated using experimentally determined constants, as well as properties of the screen:
SDR = C10™ A% 0A" /(sin 8% (1 + C2(@Amcos 6/ cos 6) )" e49) (2.14)

where C1,C,,C3 and Cy are fitted constants, Q volumetric flow rate of medium and underflow solids, OA
open area of the screen, 6 is screen panel angle to the horizontal, o is the screen vibration frequency,
Am is the vibration amplitude, o is the angle of throw, and ¢ is the volume fraction of coarse coal in

the feed.

Dong et al. (2009) also developed a model for banana screens, focusing on particle flow in a typical
multi-deck banana screen. However this model did not specifically consider drain-and-rinse screens,
and additionally it only modelled dry particles, and therefore is not applicable to a drain-and-rinse

screen in a DMS circuit.
2.4.1.5 Pumps

Pumps are fairly well studied in the literature, particularly in steady-state. The Pump Handbook
(Karassik, 2008) provides a detailed understanding of pump theory for different types of pumps.
Pumps can be classified by the principle by which energy is used: dynamic or displacement, and then
by how this principle is implemented. Dynamic pumps can therefore be further split into centrifugal
and special effect pumps. The pumps in the plant studied in this work are centrifugal pumps. Modelling
of centrifugal pumps relies primarily on energy transfer relationships: mechanical input shaft power to
the pump impeller results in an increase of pumping energy (Karassik, 2008). This is governed by the
first law of thermodynamics, that is, energy can neither be created nor destroyed, only altered in form

(Schmitz, 2017).

Applying the first law of thermodynamics to the pump system, and considering the system adiabatic
(that is, considering any heat transfer as negligible), the following steady-flow energy equation is

formed (Karassik, 2008):
P, = m(gAH + Au) (2.15)

where P, is the mechanical shaft power, 7 is the mass flow rate, g is the gravitational acceleration
constant, H is the head of the pump, and Au represents efficiency losses. Thus, the shaft power is
transformed into fluid power, which is the mass flow rate multiplied by the change in the total enthalpy.
The head of the pump can be expressed in terms of static head, velocity head, pressure head and

geodetic head (head due to displacement from a reference point), according to Bernoulli’s equation
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(Talmon, 2016):
V2
H:h+£+£ (2.16)

where £ is the vertical displacement, p is the fluid pressure, p is the density of the fluid, and V is
the velocity of the fluid. This relationship gives rise to a quadratic relationship between the pressure
differential developed by a pump, and the flow rate of fluid from a pump, at constant speed, and

constant pumping efficiency, as seen in Figure 2.5.
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Figure 2.5. Schematic head-flow rate curve of a centrifugal pump. Taken from Lobanoff and Ross

(1992), with permission.

The characteristic curve of a specific pump at a specific speed (such as that shown in Figure 2.5)
can then be scaled using the pump affinity laws (Karassik, 2008; Talmon, 2016). As the flow rate is
calculated as velocity of the fluid multiplied by the area, and the velocity of the fluid is proportional

to the impeller rotational speed multiplied by the impeller radius, the pump affinity laws (or laws of
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similitude) are as follows (Karassik, 2008; Simpson and Marchi, 2013; Talmon, 2016):

o _m
O M

H, (N g
H \M

This gives rise to a series of characteristic pump curves, describing the relationship between head

2.17)

developed, and volumetric flow rate. These curves are provided by pump manufacturers and are derived
by performing tests on the specific pump, at different speeds and efficiencies (Karassik, 2008; Talmon,

2016).
2.4.2 Dynamic models

Steady-state models are generally fit for purpose for the design phase of a DMS circuit, but due to
changes in the process over time, dynamic modelling can provide much greater insight into the process
as a whole (Napier-Munn, 2018; Scott, 2017), and are also necessary for the purposes of control, which
require information on the evolution of variables over time in order to be effective (Meyer, 2015; Scott,
2017). Moreover, Napier-Munn et al. (1995) as well as Dardis (1989) both identified that medium
losses often occur in short periods of time, in surging events. These events are not detectable by a

steady-state model, hence the advantage of dynamic models.
2.4.2.1 Empirical dynamic models

Lyman et al. (1982) developed a dynamic model for a full DMS circuit in a coal processing plant,
including the dense medium cyclone, correct and dilute medium tanks, drain-and-rinse screens, and

magnetic separator. The model developed relied on several key assumptions:

* The dense medium cyclone was modelled as a pipe (as it was found to have negligible residence
time).
* The correct and dilute medium tanks were modelled as variable volume plug flow devices.

* The drain-and-rinse screens were assumed to have ideal medium recovery on the rinse section.
Rinse water rates were assumed as constant, and the volume of medium adhering to the coal
from the drain section to the rinse section was calculated as a function of the coal surface area
(Scott, 2017), and therefore did not consider medium properties (such as density and viscosity)

or ore porosity in the adhesion of the medium.
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* The magnetic separator was modelled using an empirically determined percentage recovery
determined by the mass flow to the magnetic separator, as developed by Davis and Lyman

(1983).

The focus of Lyman’s work (Lyman et al., 1982) was on the density control, and was used to model
various options for water addition locations into the correct medium circuit (Scott, 2017). The model
also assumes a linear relationship between the medium density and the product coal ash content,
which results in the model only being valid over a fairly narrow density band (Meyer, 2015). A
further limitation is that the effect and behaviour of non-magnetic components in the medium was
not considered, and the medium was rather modelled as a slurry of magnetite and water (Scott, 2017).
Furthermore, the models of the individual units (dense medium cyclone, tanks, screens, etc) were

simplified and required tuning parameters to fit to plant data (Lyman et al., 1982).

In 2017, with the benefit of more work having been done on steady-state models of various components
(such as Clarkson and Wood (1993) and Rayner and Napier-Munn (2003a), described in Section 2.4.1),
Scott (2017) developed another empirical dynamic model of the circuit. This model uses steady-state
empirical models for individual units in an iterative loop, with the user able to select a run time of
the simulation. In each iteration, the material balance in each unit is recalculated. Delays are also

incorporated into the model.

Scott’s dynamic model (Scott, 2017) utilised Wood’s model (Clarkson and Wood, 1993) for the dense
medium cyclone, Firth and O’Brien’s model (Firth and O’Brien, 2010) for the drain-and-rinse screen,
and Rayner’s model (Rayner and Napier-Munn, 2003a,b) for the wet drum magnetic separators. The
tanks in the circuit were modelled dynamically using the respective tank geometry. The mixing box
(called the ‘wing tank’ in Scott (2017)) was also modelled using its geometry. The flow rate through

the orifice of the mixing box was calculated as:

0 =Cav/2gH (2.18)
where Q is the volumetric flow rate out of the orifice of the mixing box, C is a constant dependent on
the geometry of the orifice, a is the area of the orifice opening, g is the gravity constant, and H is the
height of slurry in the mixing box. This relationship concurs with work done by Jang (2016) on gravity

drained tanks (which the mixing box can be presumed to be, as slurry drains out of it, rather than being
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pumped), which absorbs the constants C, a, and g in (2.18) into a lumped constant k such that:
0=kVH (2.19)

Scott’s full DMS circuit model (Scott, 2017) therefore included most components of a typical DMS
circuit: the desliming screen, the correct medium tank, the dense medium cyclone, the drain-and-rinse
screens, the dilute medium tank and the magnetic separators. The model was verified with actual plant
data from New Acland coal handling and preparation plant, and was found to acceptably predict plant

behaviour.
2.4.2.2 First principles dynamic models

Meyer and Craig (2010) developed and verified a dynamic model of a coal preparation plant at
Leeuwpan Colliery in South Africa, from first principles. As with Lyman’s model (Lyman et al.,
1982), and Scott’s model (Scott, 2017), the model divided the circuit into specific units and developed

individual models for each of these units.

The first unit considered is the medium water addition, which in the case of the Leeuwpan Colliery is
in-line (as opposed to added to the correct medium tank). Water is therefore injected into the recovered
medium line (which comes from the correct medium tank), and the corrected medium is taken to the
mixing box. The principle of the conservation of overall mass was used to develop this model. The
model assumes that the valve is linear with a constant pressure drop, and valve dynamics are neglected
(and thus Q,, = Cv% % is the flow rate of water through the valve). Using these assumptions, the

following model was formed:

de med _Qp med IOOOK[) ) Qp.i
med _ —Qp, Cni, 2.20
dt v, Prmed Ty 000 Ty, P (2:20)

where Q,, is the volumetric flow rate of the water, C, and [, are the valve coefficient and position

respectively, K, = C, 13—6’ , A, is the pressure drop over the valve, p,; is the density of the recovered
medium, Q), ;¢4 is the volumetric flow rate of the corrected magnetite medium, and V), is the volume

required until the solution is perfectly mixed.

The next unit considered by Meyer and Craig (2010) is the mixing box. Ore and medium is fed into
the mixing box, and the slurry mixture then exits the mixing box. The principle of the conservation
of overall mass was used to develop the model. The model assumes that the medium and ore feed is
well-mixed in a constant mixing box volume, and that the volumetric flow rates of the correct medium
into the mixing box and the slurry mix of medium ore are instantaneous before and after a step in the

medium density or in the mass feed rate of the ore. Using these assumptions, the rate of change of
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density of the slurry mix is:

d Pmb - me me.med 1
= : —W, 2.21
dr Vmb Pmp + Vmb pmb,med + Vmb ore ( )

where 0,5, Omp, Vinp are the density, volumetric flow rate and volume of the mixing box respectively,

Oumbmed a0d Ppp meq are the volumetric flow rate and density of medium flow into the mixing box, and
Wore 1s the volumetric flow of ore into the mixing box. Unlike in Scott (2017) - see (2.18) - the flow

rate of material out of the mixing box, Qup, is assumed known and thus not modelled.

The third unit considered by Meyer and Craig (2010) is the dense medium cyclone. Again, the
conservation of overall mass is used, as well as the conservation of mass of individual components
(such as ash percentage) of the coal product. For brevity, only the total mass flows will be detailed
here (the individual component volumes and flow rates will not be explored). A diagram of this unit is

shown in Figure 2.6.
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Figure 2.6. Diagram of the dense medium cyclone unit. Taken from Meyer and Craig (2010), with

permission.
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A number of assumptions were made in the formation of the model, and these have been listed here,

along with comments on these assumptions as compared to others in the literature.

* The volume of the slurry in the cyclone is constant.
This assumption is common to most models of the dense medium cyclone as seen in the literature,
including the most commonly used steady-state models such as that in Clarkson and Wood

(1993).

* The overflow and underflow volumes and volume flow rates of the cyclone are split at a constant
ratio o.
According to Wood’s model, the volumetric flow split is affected by multiple factors, most
notably the medium feed density (Clarkson and Wood, 1993). This was also noted by Scott
(2017).

¢ The volumetric flow rates of the feed, overflow and underflow are constant before and after a
step in the medium density or feed rate of the ore.
Again, according to Wood’s model (Clarkson and Wood, 1993), the volumetric flow rates are

affected by a change in medium feed density as well as by a change in the feed rate of the ore.

* Only ash, sulphur, moisture, volatile, medium and fixed carbon components are considered for
the conservation of mass components in the feed.
Non-magnetics in the medium are not included in this list of components, and can have a large
effect on the circuit (Scott, 2017). Additionally, this assumption of feed components to the
dense medium cyclone is, of course, specific to a coal beneficiation circuit, and would need to

be adapted for an iron ore application.

* The overflow and underflow mass rates of change are proportional to the difference in their
respective densities to the medium density, the centrifugal force and the percentage of ash or
carbon in the feed.

This assumption agrees with Wood’s model (Clarkson and Wood, 1993).

Following these assumptions, the following equation is obtained using the conservation of overall

mass:

dpco dpcu
dt dt

where We i, Ve o, Ve us Pe,os Pes Q0o Oc.u are the cyclone inlet mass flow rate, and the cyclone overflow

Vc,o + Vc,u = Wc,i - Qc,opc,o - Qc,upc,u (222)

and underflow volumes, densities, and volumetric flow rates respectively.
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To model the dynamics of the density response of the cyclone, the acceleration due to the centrifugal
force was used, as it gives insight into the rates of change of mass in the overflow and underflow (which

are proportional to their relative differences to the medium density):

dpeo
VCHU Z;’( = Kc,o (pc,i,med - pc,())xc,i,C (2.23)
dpe.
vau% = Kc,u (ch,med - pc,u)xc,i,ash (224)

where K., and K., are the cyclone overflow and underflow proportionality constants, respectively.
Pec,imea 15 the feed medium density, x.;c is the percentage carbon in the feed, and x.; 4, is the

percentage ash in the feed.

From (2.22) and (2.23), the overflow and underflow density differential equations can be developed.
The same is done for each component of the feed, but as mentioned previously, for brevity these will

not be repeated here.

The final unit considered by Meyer and Craig (2010) is the correct medium tank. As with Scott
(2017), the tank geometry and the conservation of overall mass was used to model the behaviour of the

tank.

Meyer and Craig (2010) did not model the medium recovery circuit (components such as the magnetic
separator), but rather assumed that the recovery process was 100% efficient, and thus that no medium
losses occurred. It should also be noted that Meyer and Craig (2010) did not include the medium
drain-and-rinse screens. As mentioned in Section 2.3, medium recovery is not 100% efficient, and
adhesion losses occur at the drain-and-rinse screens, when medium adheres to the underflow and
overflow products of the cyclone (Dardis, 1989; Napier-Munn et al., 1995; Rayner and Napier-Munn,
2003a).

In work done to model the DMS circuit at Sishen Iron Ore Mine, Tom (2015) made use of Meyer
and Craig (2010), and incorporated it into Wood’s steady-state model of the dense medium cyclone
(Clarkson and Wood, 1993), to produce a dynamic simulation of the circuit. In this work, the

relationships derived by Meyer and Craig (2010) for a coal circuit were generalised to an iron ore
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circuit, such that (2.23) and (2.24) become

d
Vc,o% = Kc,o (pc,i,med - pc,o)xc,i,waste (2.25)
d
VCM Z?O = Kc,u (pc,i,med - pc,u)xc,i,pmduct (2.26)

Tom (2015) included dynamic modelling of the dense medium cyclone and the correct medium tank,

and did not model the drain-and-rinse screens, and also neglected the medium recovery process.
24.2.3 Pump dynamic models

The dynamic models of the DMS circuit surveyed in Sections 2.4.2 and 2.4.2.2 do not include modelling
of the circuit pumps, as the flow rate within the circuit are assumed known. For the circuit studied
in this work, the flow rates are not measured, and so it is necessary to review pump models in the

literature.

While pumps are extensively studied in steady-state (see Section 2.4.1.5), less work is reported on
modelling pumps dynamically. Kallesoe et al. (2000) presents a dynamic model of a pump system, for

the purposes of model based fault detection. The system is defined such that:
x=f(x)+Gu+m(x,d) (2.27)
y = h(x)
T
with the state vector as x = [isd isqg Wrd Wrg O Q} , where i;; and i;; are the motor currents,

W,y and v, are the rotor fluxes, @, is the rotational speed of the pump, and Q is the volumetric flow

rate through the pipe.

T T
The input and disturbance vectors are u = |:Vs 4 Vs q] ,andd = { Din Kv} , where vy and vy, are the
motor supply voltages, p;, is the inlet pressure and K, which is the valve opening. The output vector
T

of the system is y = [isd isq H]

In the work by Kallesoe et al. (2006), the head fg(Q, @) and torque f7(Q, ®,) produced by the pump

is modelled as follows:

fu(Q, ) = —a;p0” + ap QO, + ap®; (2.28)
fr(Q,0) = —anQ® +an Qo, + an®; (2.29)
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where app, an1, apo and ay, as1, a0 are constant parameters from the physical properties of the pump.

The quadratic form of these equations agrees with the steady-state models described in Section 2.4.1.5.

Using the equations for the pressure and torque of the pump, given in (2.28) and (2.29) respectively,

the model of the pump is formed such that f, G, m and & in (2.27) are as follows:

f(x) =
_(R,r‘//rq + prrllfrd) +erLmisq
I'S}Z(j%(wmixq - lI/rqisd) - gwr - %fT(Q; wr)
_%JfH(Q, (or) - %j(pout + pg(zout - Zin)) - %QZ_
_ 1 - _
A 0 0
1
0 o 0
0 O 0
G= m(x,d) =
0 O 0
0 O 0
_O 0_ _%inn -
isd
h(x) = isq
fH(Qa wr)

L

R . /

—otisa + 7t (RyWra + 2p 0, Yy
R/r . Lm R/

—2tisg T 775 (R Wrg + 2p ©r W)

- (R;, Vrd + Zp @y qu) + R;Lm Isd

K,
K

Q2

(2.30)

2.31)

(2.32)

Ghafouri et al. (2012) then expanded on this work done by Kallesoe et al. (2006), also for the purposes

of fault detection. The work modelled all aspects of the pump system: the three phase motor, the

mechanical pump system, and the hydraulic application.

2.5 DMS AND MEDIUM LOSSES CONTROL

There has been significant work in the literature on the control of the DMS circuit in general, with

work exploring the automation of the circuit, as well as focused on control of the yield and quality

optimisation of the product. There is little work reported in the literature on online control of the

medium, and none on the reduction of losses through online control, although there has been much

focus on reducing losses through design and operational means.
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2.5.1 Automation

Tom (2015), in work on the Sishen Iron Ore Mine in South Africa, implemented automation of a
number of sub-processes in the cyclone DMS circuits. This was not for the purposes of online process
control in the true sense, but rather involved monitoring various parameters (such as cyclone inlet
pressure), and implementing automated warnings to operators when these parameters were outside the
optimal range. In the case of the correct medium tank level, an interlock was introduced to stop the
circuit when the level went below a certain value, to ensure circuit stability. Additionally, a ‘soft-sensor’
was developed to monitor the medium to feed ratio, and alert the operator when this was out of the
recommended range. The cyclone overflow and underflow density was also measured online (with
newly installed densitometers), and this resulted in better insight into the operation of the circuit, and

the detection of abnormalities.
2.5.2 Yield control

Yield is defined as the percentage of the feed to a DMS circuit that is produced as product from the
dense medium cyclone (Mar¢ et al., 2015). As such, it is a good candidate for control as it directly
affects the profitability of a plant: a small increase in yield at high feed tonnages can result in a

significant increase in product (Tom, 2015).

Meyer (2015), using the work done by Meyer and Craig (2010) to model the DMS circuit (explored
extensively in Section 2.4.2), developed a nonlinear model predictive controller (NMPC) to maximise
the yield of a coal DMS circuit, while ensuring that the ash content of the product did not exceed a
certain maximum defined by the plant’s client. The density setpoint of the circuit was used to achieve
this. The objective function of the NMPC was therefore to maximise the yield while keeping the
ash content as close as possible to an input target value. The NMPC was not tested on an actual
plant; however the model was validated using real plant data, and the simulation results with the
NMPC showed a yield increase of 5.1% and ash content decrease of 0.4% through the use of the

controller.

Zhang and Xia (2014) produced a similar NMPC, this time focused on optimising the percentage of
carbon in the product (ie. the quality of the product), while reducing the energy costs of the circuit,
again manipulating the density setpoint to achieve this. The pumping effort of the correct medium
pump (which pumps correct medium to the mixing box) was assumed to be the main energy consumer

of the circuit, and this was stated to be a linear function of the medium density. Thus the objective
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function of the NMPC was to optimise the percentage of fixed carbon, by keeping it as close to the
desired value as possible, while minimising the density setpoint of the circuit. Feedforward information,
by means of the quality of the feed to the circuit, was also used in the control. Again, the NMPC was

not tested on a live plant, but showed significant improvement in quality in simulations.
2.5.3 Medium losses control

There is a fair amount of literature available on the reduction of medium losses through design means.
Dardis (1989) investigated and reported on trends in DMS circuit design as they pertain to the reduction
of medium losses. These include introducing recycle circuits, in which, during medium dosing (where
fresh medium is dosed into the correct medium tank), the magnetic separator effluent is returned to the
dilute medium tank, so that the effluent is processed multiple times during medium make-up, where
the feed density to the magnetic separator is above the supplier recommendation. Dardis (1989) also
investigated magnetic separator settings and their effect on losses, and found that the pulp height,
magnetic position and drum speed have a significant effect on the recovery. Rayner, in work done to
model magnetic separators (Rayner and Napier-Munn, 2003a,b), concurred with Dardis (1989) on the

effect of these parameters.

In terms of online medium control, O’Brien et al. (2016) investigated a coal plant in Australia. While
not specifically focused on medium losses, the work gives insight into control of medium density,
stability and quantity of the medium. Through studies of the plant, significant changes in the underflow
density were detected, which were attributed to a lack of control of non-magnetics in the medium, in
turn contributing to stability issues of the medium. This is because instability in the medium increases
the separation size and the partition E,, which results in significant changes in the underflow density
of the cyclone. O’Brien et al. (2016) therefore concluded that the controlled addition of non-magnetics
into the circuit could be beneficial as it has a marked effect on the stability of the medium. Additionally,
it was found that the overflow and underflow densities of the cyclone need to be monitored, as this
indicates the quality of the medium in the circuit. This concurred with work done by Tom (2015),
mentioned in Section 2.5.1, which also investigated the benefits of monitoring the underflow and
overflow densities of the cyclone. The general observation was also made by O’Brien et al. (2016) that
medium quality is not actively controlled or monitored, and as such stability issues can go unnoticed
by operational teams, until it is picked up in quality problems in the product of the circuit, or in events

such as surging.
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2.6 CONCLUSION

The aim of this chapter is to review the literature on the DMS circuit, with specific focus on the
modeling and detection of medium losses within the circuit. There is consensus in the literature that
medium losses can occur at two points in the circuit: adhered to the product and tails that are passed out

the circuit over the drain-and-rinse screens, and in the effluent of the magnetic separator. These medium

losses can contribute between 20% and 39% of the total running costs of a DMS circuit (Dardis, 1989).

Many authors have worked to model the DMS circuit and its components, with steady-state models
receiving much attention in the literature, and dynamic models less attention. While medium behaviour
was included in most models explored here, no work that specifically focused on the detection of
medium losses using models developed has been reported in the literature. Much work has been done
on the control of the DMS circuit. This ranges from automation of various elements of the circuit,
with the intent to stabilise the operation of the circuit, to NMPC aimed at improving the quality of
the product while either maximising yield or reducing energy consumption. Again, the literature
lacks work focused on the reduction of medium losses in the circuit, although there is consensus
amongst various authors that increasing screen velocity of the drain-and-rinse screens and minimising

the operating density decreases medium losses.
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3.1 CHAPTER OVERVIEW

In this chapter, a full model of the DMS circuit is developed, for the purposes of simulation. In Section
3.2 the DMS circuit is first divided into individual units, namely the circuit tanks (correct medium,
secondary and dilute medium tanks), the mixing box, the primary and secondary densifiers, the dense
medium cyclone and drain-and-rinse screens, and the magnetic separator. In Section 3.3, a model for
the circuit pumps is presented. This is then incorporated into models developed for the correct medium,
secondary and dilute medium tanks in Sections 3.4, 3.5, and 3.6 respectively. In Sections 3.7, 3.8, 3.9
and 3.10, a model for the remaining units (the mixing box, dense medium cyclone and drain-and-rinse

screens, primary and secondary densifiers, and the magnetic separator) is presented.
3.2 CIRCUIT UNITS

In order to model the DMS circuit of the plant studied in this dissertation (seen in Figure 1.1), the
circuit must be divided into units which can then be modelled separately. For this work, the circuit is

divided into the following individual units:

(i) Correct medium tank - comprising of the correct medium tank, correct medium pump, and
primary densifier pump
(i) Secondary tank - comprising of the secondary tank and secondary densifier pump

(iii) Dilute medium tank - comprising of the dilute medium tank, dilute medium pump, and dilute

medium tank water addition valve

(iv) Mixing box

(v) DMC + drain-and-rinse screens - comprising of the dense medium cyclone, and the product and
waste drain-and-rinse screens

(vi) Primary densifier
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(vil) Secondary densifier

(viii) Magnetic separator

The division of the circuit into the individual units is illustrated in Figure 3.1.

Ore feeder

W%F_ | (iv) Mixing box

(v) DMC +
| drain-and-rinse
| screens

a T Tailings

a T Product handling

N densifier

(vi) Primary) M | l_? -

densifier -
l | Degrit
L — 1 I arcuit
(viii) Magnetic

F— =1 == = 7] I separator
[ Yy | | ‘,‘,i
| |
| |
|

[~

Bleed valve r — | ‘ (vii) Secondary
|
|

(i) Correct medium tank (i) Secondary tank (iii) Dilute medium tank

Figure 3.1. Diagram of a dense medium separation circuit at an iron ore plant, with individual units

highlighted.

These individual units are modelled individually. The model units are presented in state-space as:

x = t,x,u,d
f( ) 3.0
y - g (t7x7 u7 d) 9
where x € R™, u € R™, d € R" and y € R™ are the model states, inputs, process disturbances and
measured outputs respectively. The unit models are then combined into a model of the full circuit, on

simulation platform Simulink.
3.3 PUMP MODELS

For the circuit tank models, a general model for the pumps used in the circuit shown in Figure 3.1 is

required. For each pump, the flow rate is not measured and only the pump speed is known. Furthermore,
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for this work, the principle of the conservation of volume is used. It is assumed that the material flows
are similar to liquids and consequently incompressible. The pump speed, discharge flow rate and

discharge pressure are measured variables. Only the hydraulic part of the pump is modelled.
3.3.1 Pump characteristic curves

The pump characteristic curves, provided by the pump manufacturers, gives an indication of the
relationship between total dynamic head, and the volumetric flow rate produced by a pump, at a
specific speed. Figure 3.2 gives an example of the characteristic curve for a pump with a maximum

speed of 4000 rpm.

150

Max head at max speed

125}

100 |

5]

Head (m)

50

25}

0 1 'l 'l 'l
0 0.01 0.02 0.03 0.04 0.05

Flow rate (m®/s)

Figure 3.2. Characteristic pump curves for a centrifugal pump. The curves are given as percentages of

the maximum speed. Adapted from Lobanoff and Ross (1992), with permission.

The curves in Figure 3.2 can be fitted to a quadratic function over normal operating ranges for a specific
pump speed. Furthermore, according to the pump affinity laws, the head developed by a pump at zero
flow rate is proportional to the square of the speed of the pump (Karassik, 2008). The respective curves

at all speeds can therefore be constructed as follows:
H, = Hygn* — SO, (3.2)

where H,, [m] is the pump head, H,,, [m] is the maximum head when there is no flow and the pump is

at maximum speed, 7 is the ratio of the current speed to the maximum speed of the pump, S [s*/m°]
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is the curve parameter obtained from the pump curves, and Q [m?¥/s] is the volumetric flow rate of

slurry.
3.3.2 Discharge pressure

The pump characteristic curves, while determined from measurements by the suppliers, arise from
Bernoulli’s equation (Karassik, 2008) which asserts that the combination of pressure and the sum
of kinetic and potential energy is constant over time and along a stream. Therefore, the total head

developed by a pump at a specific speed is defined as:

P Q?
2 _
Hyon™ = &"" ngZ +h,

where P [kPa] is the pump discharge pressure, p [t/m’] is the density of the pumped slurry, g [m/s*] is

(3.3)

the gravitational acceleration constant, A [m?] is the cross-sectional area of the discharge pipe, and &

[m] is the total static head. From (3.3), the discharge pressure can be written as:

2
_ 2 97
P=pg (Hmmn o h>, (3.4)

where the static head & = hy;; — hy,, can be expressed in terms of the height to which the slurry is

pumped (hy;5) and the height of slurry in the tank (#;,,).
3.4 CORRECT MEDIUM TANK MODEL

The correct medium tank in Figure 1.1 is redrawn in Figure 3.3. The correct medium tank unit consists
of the tank, with two pumps pumping slurry: the correct medium pump (which pumps medium to the
mixing box), and the primary densifier pump (which pumps medium to the primary densifier). It is

assumed that the material flows are similar to liquids and consequently incompressible.

Qinem

Qgu Nem hlev(CM)' Npp
Z 2 Acms Pem g z

Figure 3.3. Correct medium tank unit.

In Figure 3.3 hy,,cpr) is the height of correct medium in the tank, Acy is the cross-sectional area of
the tank, pcy 1s the density of slurry in the tank, Q;,ca) is the sum of the volumetric flow of medium
returned to the correct medium tank, Qcys and Qpp are the volumetric flows of correct medium tank

being pumped out by the correct medium pump and the primary densifier pump respectively, ncys and
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npp are the speed fractions of the correct medium and primary densifier pumps respectively, and Ppp is
the discharge pressure of the primary densifier pump. The density of the slurry in the correct medium
tank is considered well-mixed, and so the density of the medium tank inflow, p;;,, is not considered
in the model. Note that the quantities Qcy and Qpp will need to be modelled from the speeds of the

correct medium and primary densifier pumps respectively.

Table 3.1 describes the process variables in terms of measured and unmeasured variables, where

subscript CM refers to the correct medium and PD refers to the primary densifier.

Table 3.1. Correct medium tank model variables.

Variable Unit Description

Measured at the plant
iev(cm) m  Correct medium tank level
Ppp kPa  Primary densifier pump pressure
ncm - Correct medium pump speed
npp - Primary densifier pump speed

Pcm t/m”  Density of slurry in correct medium tank

Not measured at the plant

Ocm m’/s  Correct medium pump flow rate
Orp m?/s Primary densifier pump flow rate
Fem kPa  Correct medium pump pressure

Oin(cm) m®/s  Flow into correct medium tank

The dynamics of the level of the correct medium tank can be obtained using the principle of the

conservation of volume. Therefore:

dhlev(CM) 1
= o (Quicn — Qon—0rm). (3:5)

where Qcy and Qpp are the volumetric flow rates of the correct medium pump and the primary

densifier pump respectively, and Acyy is the cross-sectional area of the correct medium tank. These
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volumetric flow rates are modelled as (Kallesoe et al., 2006):

dQCM . 1 2

o = Ko (pCMg(Hp(CM) — (haisem) = Pieviem))) _kaCM) (3.6)
dQpp 1 _ _ )

I = o) (pCMg(Hp(PD) (Rais(pp) — Mievicm))) kaPD)v (3.7

where k), is the resistance coefficient of the pipe, k) and kj(pp) [t m?] are the inertia of the fluid for
the correct medium tank and primary densifier respectively, and H,,cy) and H,pp) are given by (3.2)

adapted for the respective pumps:
Hy(cm) = Huax(cmnyiem — Sem Qe (3.8)
Hypp) = I‘Imax(PD)ﬂ]zJD —SppQ%p

Using (3.2), (3.4), (3.5), (3.6), and (3.7), the full model for the correct medium tank system can be

formed. The model states are the level of slurry in the tank, /,(cy), the flow produced by the correct

medium pump Qcyy, and the flow produced by the primary densifier pump Qpp:

T
Xem = |:hlev(CM) Ocm QPD:| : (3.9)
The inputs to the model are the speeds of the correct medium and primary densifier pumps (ncy and

npp respectively), as ratios to their respective maximum speeds:

T

Ucy = [nCM npD] . (3.10)
The density of the slurry in the tank pcys is measured, and included as an uncontrolled disturbance.
Note that while the flow of material into the tank, Q;,cy). 1s not measured in the plant (as seen in
Table 3.1), it is measured in the simulation. For the simulation model, it is therefore included as a

measured process disturbance. Similarly, pcys is measured, but is an uncontrolled disturbance:

T

dey = [pCM Q,-n(cm] : (.11
The model outputs, which are available for measurement, are the height of slurry in the correct medium
tank, Ayey(cp)» and the discharge pressure of the primary densifier pump, Ppp. Note that the correct
medium pump discharge pressure is not measured and so, while the primary densifier pump pressure

(measured) is included as an output, the correct medium pump pressure is not:
T

Yem = | Meviemy Pep Pcm| - (3.12)
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A state-space model of the correct medium tank is therefore:
Xcm = fem(t,xems ucm, dem) (3.13)
ﬁ (Qin(CM) —Qcm — QPD)
(PCMg (Hp(cm) — haiscem) +Pieviemy) — kaéM) )
(PCMg(H (PD) — Mais(Pp) + Mievicmy) — kp Q%D)

_ 1
kjcm)

1
kjpp)

Yem = gem(t, X, e, dem) (3.14)

hlev(CM)
2
= |Pcm8 (Hmax(PD)n%’D - u%ﬁ — haispp) + hzev(CM)>

Pcm

Table 3.2 shows the values of the parameters required for the model. Note that H,,.x(car)> Hpax(PD)>
Scum, and Spp are obtained from the manufacturer provided pump curve at the given maximum speeds
of the pumps. Parameters k;cy) and k;(pp) are functions of the measured density of the fluid pcy,
as well as the length and cross-sectional area of the correct medium and primary densifier pumps’

discharge pipes, respectively.

Table 3.2. Correct medium tank model parameters.

Variable Value Description

Hyixicm) 345m  Maximum head of correct medium pump
H,yx(PD) 170m  Maximum head of primary densifier pump
Scm 0.072 s>/m> Quadratic term of correct medium pump curve
Sprp 0.36 s>/m> Quadratic term of primary densifier pump curve
kjccm) 961 t-m?>  Hydraulic inertia of fluid for correct medium pump
kjpp) 721t-m? Hydraulic inertia of fluid for primary densifier pump
Acm 8 m? Cross-sectional area of correct medium tank
ky 140 Resistance coefficient of pipe (steel)
App 0.011 m?>  Area of primary densifier pump pipe

haisicm) 10.83 m  Height slurry is pumped to by correct medium pump

hais(pp) 4.5m Height slurry is pumped to by primary densifier pump

Department of Electrical, Electronic and Computer Engineering 40
University of Pretoria

© University of Pretoria



UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

&
&

“ UNIVERSITEIT VAN PRETORIA

A 4

CHAPTER 3 MODEL DEVELOPMENT

3.5 SECONDARY TANK MODEL

The secondary tank shown in Figure 1.1 is redrawn in Figure 3.4. It can be modelled very similarly
to the correct medium tank. The model is in fact simpler, as the secondary tank has only one pump

extracting slurry to pump it to the secondary densifier.

Qin(sec)

P.
hlev(sec)' Nsp QSD' SD
Ageer Psec ; z

Figure 3.4. Secondary tank unit.

Table 3.3 describes the process variables for the secondary tank in terms of measured and unmeasured

variables, where subscript SD refers to the secondary densifier.

Table 3.3. Secondary tank model variables.

Variable Unit Description

Measured at the plant

Piev(sec) m  Secondary tank level
Psp kPa  Secondary densifier pump pressure
nsp - Secondary densifier pump speed
Psec t/m®>  Density of slurry in secondary tank

Not measured at the plant

Osp m’/s  Secondary densifier pump flow rate

Qin(sec) m3/s  Flow into secondary tank

As with the correct medium tank, the total flow into the secondary tank, Q;,(s.c), 1s not measured in the
plant, but is measured in the simulation (as it is the sum of outputs from other units). Therefore, for
the simulation model developed in this chapter, it is modelled as a measured uncontrolled disturbance.

The density, psec, 1s measured both in the plant and in the simulation, and is therefore also included as
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a measured uncontrolled disturbance. A state-space model for the secondary tank is:

xsec = fSCC(taxS€C7 uSéCadSEC) (3'15)

,ﬁ (Qin(sec) - QSD)
(psecg(Hp(SD) o hdiS(SD) + hlev(sec)) - ka_%D)

1
kj(sp)

Vsec = sec(t, Xsec; Usec dsec) (3.16)

hlev(sec)
2 03
= | Psec8 Hmux(SD)nSD - ﬁ - hdis(SD) +hlev(sec) )

pSé’C

T T

where  Xxy. = |:hlev(sec) QSD:| s Ugee = Ngp, dsec = |:psec Qin(sec):| »and Ysee =
T

[hlev(m,) Psp pm] . Note that H,p) is obtained from (3.2) applied to the secondary

densifier pump.

Table 3.4 shows the values of the parameters required for the model. Note that H,,,(sp) and Ssp
are obtained from the manufacturer provided pump curve at the given maximum speed of the pump.
Parameter k(sp) is a function of the measured density of the fluid, Py, as well as the length and

cross-sectional area of the secondary densifier pump discharge pipe.

Table 3.4. Secondary tank model parameters.

Variable Value Description

Hyax(sp) 32.1m  Maximum head of secondary densifier pump

Ssp 0.324 $*/m> Quadratic term of secondary densifier pump curve

kj(sp) 721t-m? Hydraulic inertia of fluid for secondary densifier pump
Agec 2.73m?  Cross-sectional area of secondary tank
kp 140 Resistance coefficient of steel pipe
hais(sp) 11 m Height slurry is pumped to by secondary densifier pump
Asp 0.011m*  Area of secondary densifier pump pipe
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3.6 DILUTE MEDIUM TANK

The dilute medium tank in Figure 1.1 is redrawn in Figure 3.5. The model differs from the secondary
tank model, as the discharge pressure of the dilute medium tank is not measured. Furthermore, water
is added to the dilute medium tank via a control valve.

l
bm Qwater(DM) Qin(DM)

Coomy

Y A4

hlev(DM)u Npm QDM
Apm, Ppm g z

Figure 3.5. Dilute medium tank unit.

Table 3.5 describes the process variables for the dilute medium tank in terms of measured and

unmeasured variables, where subscript DM refers to the dilute medium tank.

Table 3.5. Dilute medium tank model variables.

Variable Unit Description

Measured at the plant
hievipm) m  Dilute medium tank level
nppm - Dilute medium pump speed
Ipm - Dilute medium tank water valve opening

Not measured at the plant

Obpm m?/s  Dilute medium pump flow rate
Ppy kPa  Dilute medium pump pressure
Ovater(DM) m®/s  Water addition via water valve to dilute medium tank
Qin(pm) m3/s  Flow of slurry into dilute medium tank

Ppom t/m? Density of slurry in dilute medium tank

The flow rate of water through the control valve (Q,uer(pm)) 1s modelled as:

AP,
Qwater(DM) = Cvf(lDM) ) 3.17)

N
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where C, [m3/s] is the valve size coefficient supplied by manufacturers, AP, [kPa] is the pressure drop
across the valve, g, is the liquid specific gravity of the fluid, and Ipy, is the fraction opening of the
valve bound between 0 (fully closed) and 1 (fully opened). The function f(Ipy) is dependent on the
control valve characteristic curve, that is, if it is fast opening, linear or equal percentage (Seborg et al.,
2016). For this work, it is assumed that the pressure drop across the valve, AP, is constant, while the
specific gravity g, is known to be constant (and equal to 1). Therefore, the % term is therefore
absorbed with the coefficient C,pyy) into coefficient k,. Furthermore, the valve is assumed to be linear.

Therefore (3.17) is simplified as:

Qwater(DM) = kvlpm, (3.18)

A state-space model of the dilute medium tank is:
Xpm = fom(t,Xpm, upm) (3.19)

ﬁ (Qin(DM) —Opm + kleM>

. (PDMg(H (M) — Rais(om) + Pieviomy) — kp Q%)M)

kj(pnr)

Yom = &om(t,Xpy, Uppm) (3.20)

= hlev(DM)a
T

T T
with xpy = |:hlev(DM) QDM:| » UDM = |:”DM lDM:| ,dpy = |:pDM Qin(DM):| > andyDM:hlev(DM)-

Note that H,(pyy) is obtained from (3.2) applied to the dilute medium pump.

As with the correct medium and secondary tanks, the total flow into the dilute medium tank, Q;,pum)»
is not measured in the plant, but is measured in the simulation (as it is the sum of outputs from other
units). Therefore, for the simulation model developed in this chapter, it is modelled as a measured

uncontrolled disturbance.

Table 3.6 shows the values of the parameters required for the model. Note that H,,q.(py) and Spu
are obtained from the manufacturer provided pump curve at the given maximum speed of the pump.
Parameter k jpyy) is a function of the density of the fluid ppy, as well as the length and cross-sectional

area of the dilute medium pump discharge pipe.
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Table 3.6. Dilute medium tank model parameters.

Variable Value Description
Hyax(pm) 5.14m Maximum head of dilute medium pump
Spm 0.36 s*/m>  Quadratic term of dilute medium pump curve

kjomy ~ 481t-m?  Hydraulic inertia of fluid for dilute medium pump

Apm 4.13m*  Cross-sectional area of dilute medium tank
k, 140 Resistance coefficient of pipe (steel)
hais(pm) 34m Height slurry is pumped to by dilute medium pump
ky unknown  Dilute medium water valve combined coefficient

3.7 MIXING BOX

The mixing box system depicted in Figure 1.1 is redrawn in Figure 3.6.

QCM’

Qore,in(MB)

hlev(MB)J
AmB, PuB
kMB
PMB
Qout(MB)

Figure 3.6. Mixing box unit.

The mixing box receives both ore from the feeder and medium from the correct medium pump. It
is elevated above the dense medium cyclone, which is either gravity-fed from the mixing box (as in
the case of this circuit), or pump-fed. The mixing box is modelled as a gravity-drained tank, and the

conservation of volume is used to model the level:

dhieymp) 1
dt App

where Qcyy is the medium flowing from the correct medium pump to the mixing box (delayed by the

<QCM + Qorejn(MB) - Qaut(MB)) ) (3.21)

relevant time delay), Q. in(mp) 1S the ore entering the mixing box, Q,,;(mp) is the mixture of ore and

medium draining out of the mixing box by gravity, /,,yp) is the height of slurry in the mixing box,
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and Ayp is the cross-sectional area of the mixing box. Note that the material in the mixing box is
assumed well-mixed, and therefore the ratio of medium to ore in the flow out of the mixing box is

considered equal to that of the flow in. The flow of the mixture gravity-draining out can be modelled

as follows (Jang, 2016):
Qout(MB) = kmp [ Miev(m)- (3.22)

Note that the outlet coefficient, kyz [m/2/s], is a function of the mixing box opening geometry, and is
therefore a constant. It can, however, be used to model disturbances, such as a blockage in the mixing

box which is not uncommon. Blockages cause overflows which lead to the loss of medium.

The level of the mixing box is measured; however the reading is notoriously unreliable at the plant in
question due to the geometry of the mixing box, as well as the nature of the environment: the medium
entering the mixing box causes significant splashes that interfere with the instrument. Therefore, for this
work, the mixing box level is considered unmeasured. The feed pressure to the dense medium cyclone
is measured, and this is a function of the difference in height between the dense medium cyclone and

the slurry level in the mixing box. This pressure, Py [kPa], can be calculated as follows:

Py = pug(Hup + hieyup)), (3.23)

where pyp [t/m3] is the density of the ore and medium mixture in the mixing box, and Hyp [m] is the

height differential between the mixing box outlet and the pressure gauge.

Table 3.7 describes the process variables for the mixing box in terms of measured and unmeasured

variables, where subscript MB refers to the mixing box.

Table 3.7. Mixing box tank model variables.

Variable Unit Description

Measured at the plant

Qore,in(MB) m3/s  Ore flow rate to mixing box
Pysp kPa  Mixing box discharge pressure

PmB t/m*>  Density of slurry in mixing box

Not measured at the plant

hiev(mB) m  Mixing box level

Qout(MB) m3/s  Flow rate out of mixing box
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Note that while the flow of medium into the mixing box from the correct medium tank is not directly
measured, it is an output of the correct medium tank system (see (3.14)), and is therefore available,
either directly in the simulation, or via state estimation of the correct medium tank system. Additionally,
Pums 1s not known, but can be calculated using the ratio of ore to medium in the feed, as well as the
known bulk density of the ore, p,., and the measured density of the correct medium being pumped

from the correct medium tank, pcyy, as follows:

Ocmpem + Qore in(mB)Pore

pmB = (3.24)
Ocm + Qore,in(MB)
A state-space model of the mixing box is:
XmB = fus(t,XmB, umB,dus) (3.25)
B Ocm + QoreJn(MB) — kma v hlev(MB)
Aup
Yup = &mB(t,Xmp, ump,dmB) (3.26)

PmBg(Hump + hyev(mp))

= PmB )
Ocm

where the model states, inputs, disturbances and outputs are given by Xyp = ey(mp)s UMB = Qore,in(MB)>

dys = [Pup, Ocm]” . and yyp = [Pus, pus, Qcm]” respectively.
Table 3.8 shows the values of the parameters required for the mixing box model.

Table 3.8. Mixing box model parameters.

Variable  Value  Description

Ayp  0429m?  Cross-sectional area of mixing box
Huysp 5.7m Height differential of mixing box outlet and pressure gauge
kms unknown  Mixing box outlet coefficient

3.8 DENSE MEDIUM CYCLONE AND DRAIN-AND-RINSE SCREENS

For the purposes of modelling the flow of medium through the DMS circuit, the dense medium cyclone

and drain-and-rinse screens, shown in Figure 1.1, is simplified as shown in Figure 3.7.
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Figure 3.7. Model simplification of the dense medium cyclone and drain-and-rinse screens. Only the
drained medium flow is shown. The flow of rinsed medium, which reports to the dilute medium tank,

is not depicted, and is considered negligible.

The flow of material from the dense medium cyclone and the product and waste drain-and-rinse screens

is therefore modelled as:

Qdrain = kpmc Qin(pmc) (t — dpmc), (3.27)

for t > dpyic, where Qg,4in s the flow of medium out of the unit to the correct medium tank, Qin( DMC)
is the flow of medium out of the mixing box (obtained from the flow of medium and ore out of the
mixing box, assuming the same ore-to-medium ratio in the mixing box discharge as that of the mixing
box feed) to the dense medium cyclone, and dpyc is the delay term. The inclusion of the parameter
kpyc 1s to accommodate any instances where the flow of medium out of the system might differ from
the flow into the system. This can be used to model instances of medium losses at the drain-and-rinse

screens (see Section 7.4).
3.9 DENSIFIERS
3.9.1 Primary densifier

The primary densifier is a battery of six hydrocyclones fed from the primary densifier pump. The
hydrocyclones separate feed based on density into the overflow (lower density) and underflow (higher

density). For this work, a steady-state model of the volumetric split is used, as the dynamics of
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this process is assumed to be fast relative to the rest of the circuit. The volumetric split of a single

hydrocyclone is given by (Bueno, 2021; Flintoff et al., 1987):

264 —4330+8.770°
Seve = 2UE oy 119 < Gaper > - (3.28)
cyc — — Reyelleye 5 .
Qor < dvortex P })ezfldggg

where dpex is the diameter of the cyclone apex, d, ey is the diameter of the cyclone vortex, dy. is
the diameter of the cyclone, A is the height of the cyclone, « is the solids fraction in the feed, per
volume unit, Py,.q is the feed pressure to the hydrocyclone, and Qyr and Qor is the cyclone under-
and overflow respectively. The parameter k., is a fitting parameter (Septlveda, 2004). Table 3.9 gives

the values of the parameters for (3.28).

Table 3.9. Primary densifier parameters.

Variable Value Description

dapex 45 mm  Hydrocyclone apex
dyortex 70 mm  Hydrocyclone vortex
deye 165 mm Hydrocyclone diameter

heye 350 mm Hydrocyclone height
keye 54.96  Hydrocyclone fitting coefficient

Because the primary densifier consists of a battery of six hydroclones, the overall volume split Spp is
assumed to be equal to the individual volumetric split S.. of a single hydrocyclone. The overflow and

underflow of the primary densifier can therefore be modelled as:

Qfeed(PD)

Spp+ 1 (3.29)

Qor(pp) =

Qur(pp) = Qfeca(pp) — QorF(pD):
where Qor(pp) and Qur(pp) are the volumetric flow rates of the primary densifier overflow (which
reports to the secondary tank) and underflow (which reports to the correct medium tank) respectively,

and Q ¢..q(pp) 18 the volumetric flow rate of the primary densifier feed.
3.9.2 Secondary densifier

The secondary densifier, in contrast to the primary densifier, is a pipe densifier. This type of densifier is
not well explored in the literature. Legault-Seguin et al. (2017) gives typical mass balance values for a
pipe densifier found in a DMS circuit, and so for this work these typical values will be used. Therefore,

the volumetric split of the secondary densifier is assumed to be Ssp = 2.3. The volumetric flow rates of
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the secondary densifier overflow and underflow are therefore given as:

Qfeed(SD)

Sep + 1 (3.30)

Qor(sp) =

Qur(sp) = Qfeed(sp) — Qor(sD)
where Qo (sp) and Qyp(sp) are the volumetric flow rates of the secondary densifier overflow (which re-
ports to the dilute medium tank) and underflow (which reports to the correct medium tank) respectively,

and Qy,cq(sp) 1s the volumetric flow rate of the secondary densifier feed.
3.10 MAGNETIC SEPARATOR

The magnetic separator is modelled in steady-state, as the dynamics of the volumetric split between
the concentrate and the effluent outputs of the magnetic separator are considered much faster than the
rest of the circuit. The magnetic separator is modelled according to Rayner and Napier-Munn (2003b),
in which a mathematical model of the concentrate solids content for a wet drum magnetic separator
was developed. The model includes an equation for the volumetric flow rate through the drainage area

which then becomes the concentrate flow to the correct medium tank:

D2w k2 X kg XD ky . p Qf k6
=kiQf | —— £ =) af | =2 3.31
where k1, ko, k3, k4, ks, k¢ are parameters to be fitted, D is the drum diameter, @ is the drum rotational

velocity, x, and xp are the pickup and discharge gaps respectively, o is the feed moisture, O and My

are the volumetric and mass feed rates per unit length respectively, and p; is the solids density.

The magnetic separator in operation at the DMS plant studied here is not well instrumented. The
feed density and flow are not measured, and neither are the drainage flow rate or density. Fitting the
parameters in (3.31) is therefore impractical, and not the focus of this work. For the purposes of this

work, (3.31) is simplified as follows:

Owms = Qfeed(ms)kms: (3.32)

where Qys is the flow rate of concentrate from the magnetic separator to the correct medium tank,
O feed(ms) 18 the feed flow rate from the dilute medium pump to the magnetic separator, and ks is given
a nominal value of 0.048 (obtained from mass balances of magnetic separators given in Legault-Seguin
et al. (2017)). The value of ky;s can be changed in order to simulate medium losses to the magnetic
separator effluent (see Section 7.5), which are generally significant contributors to medium losses

(Dardis, 1989).
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3.11 CHAPTER SUMMARY

In this chapter, the DMS circuit was divided into individual units: the circuit tanks (correct medium,
secondary and dilute medium tanks), the mixing box, the dense medium cyclone and drain-and-rinse
screens (simplified into a single unit), the primary and secondary densifiers, and the magnetic separator.
The individual unit models were developed and presented. The circuit tanks and mixing box were
modelled dynamically, while the densifiers, the DMC and drain-and-rinse screens, and the magnetic

separator were modelled in steady-state.
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4.1 CHAPTER OVERVIEW

In this chapter, the individual unit models of the DMS circuit, presented in Chapter 3, are implemented
on a simulation platform (Simulink) in Section 4.2. In Sections 4.2.1, 4.2.2, 4.2.3 and 4.2.4 the results
of the simulation are presented for the correct medium tank, the secondary tank, the dilute medium

tank, and the mixing box respectively.

In Section 4.3, the model is validated using plant data for the correct medium tank and the mixing
box in Sections 4.3.1 and 4.3.2 respectively. The steady-state models of units such as the magnetic
separator and the densifiers are not instrumented, and so model validation is not possible for these units.
The model performance is evaluated using the root-mean-square error between the model outputs and

the plant outputs.
4.2 DMS CIRCUIT SIMULATION

The full model of the flow of medium through the DMS circuit, described in Section 3, is constructed in
Simulink and simulated. Figure 4.1 shows this model. Note that in Figure 4.1 Qs refers to the flow
rate of rinsed medium passing from the drain-and-rinse screens to the dilute medium tank. The model
was simulated using representative initial pump speeds. A step change in the primary densifier pump
speed was then introduced at ¢ = 230 s. The following sections show the results of this simulation for

individual dynamic units.
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Figure 4.1. Model of DMS circuit in Simulink.

4.2.1 Correct medium tank simulation results

Figure 4.2 shows the inputs and uncontrolled disturbances to the correct medium tank simulation. The
pump speeds (at top in Figure 4.2), are inputs to the system. The density (pcy) is an uncontrolled
disturbance, while the flows into the correct medium tank model (Qy, F(sp)> Qdrains QUF (PD)> and Qs
in Figure 4.2) are state outputs of other unit models, and combined form Q;,cy) in (3.13), which is

also an uncontrolled disturbance to the correct medium tank system.
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Figure 4.2. Inputs and uncontrolled disturbances to correct medium tank system simulation.

Note that at r = 230 s the primary densifier pump speed (npp) is decreased from 0.79 to 0.74. Figure

4.3 shows the response of the correct medium tank system states and outputs.
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Figure 4.3. States and outputs of correct medium tank system simulation.

At t =230 s, when the primary densifier pump speed is decreased, the primary densifier pump flow
rate (Qpp in Figure 4.3) decreases as expected, and consequently the primary densifier underflow
(Qur(pp) in Figure 4.2) also decreases. This is consistent with the theory because the primary densifier
pump flow is the primary densifier feed flow, and a reduction in the feed flow is expected to result in a

reduction in both the overflow and the underflow of the densifier. The rate of change of the level of the
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correct medium tank (%, (cpr) in Figure 4.3) increases as expected, and the primary densifier pump

discharge pressure (Ppp in Figure 4.3) also decreases as expected.
4.2.2 Secondary tank simulation results

The inputs and uncontrolled disturbances to the secondary tank system simulation are shown in Figure
4.4. The secondary densifier pump speed (at top in Figure 4.4) is an input to the system. The density
(Psec) 1s an uncontrolled disturbance, while the flows into the secondary tank model (Qor(pp) and
Opleeq in Figure 4.4) are state outputs of other unit models, and combined form Qin(sec) in (3.15), which

is an uncontrolled disturbance to the secondary tank system.
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Figure 4.4. Inputs and uncontrolled disturbances to secondary tank system simulation.

After 1 = 230 s (after the transport delay in the model), the primary densifier overflow (Qpr (pp) in

Figure 4.4) decreases. This is expected as the primary densifier pump flow (Qpp - see Figure 4.3) is
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the primary densifier feed flow, and a reduction in the feed flow is expected to result in a reduction in
both the overflow and the underflow of the densifier. Figure 4.5 shows the response of the secondary

tank system states and outputs to the inputs and uncontrolled disturbances seen in Figure 4.4.
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Figure 4.5. States and outputs of secondary tank system simulation.

Following the decrease in primary densifier overflow (Qor pp), at middle in Figure 4.4), the rate of
change of the level of the secondary tank (/;,(sec), at top in Figure 4.5) decreases as expected. The
secondary densifier pump flow rate (Qsp, at middle in Figure 4.5) remains fairly constant due to the
constant nsp, while the discharge pressure (Psp, at bottom in Figure 4.5) at first increases slightly with

increasing Ay, (sec). and then stabilises as /1., (s.) becomes more stable.
4.2.3 Dilute medium tank simulation results

The inputs and uncontrolled disturbances to the dilute medium tank system simulation are shown in
Figure 4.6. The dilute medium pump speed is an input to the system, and since the dilute medium
pump is a fixed speed pump, npy = 1 throughout the simulation. The dilute medium tank water

valve opening, Ipyy, is also an input. The density of the dilute medium tank, ppyy, is an uncontrolled

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

© University of Pretoria

57



&
UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA

Qe YUNIBESITHI YA PRETORIA

CHAPTER 4 MODEL SIMULATION AND VALIDATION

disturbance, while the flows into the tank (Q,;,, and QOF(SD)) are outputs from other units, and

combined form Q;,pyy) in (3.19).
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Figure 4.6. Inputs and uncontrolled disturbances to dilute medium tank system simulation.

Figure 4.7 shows the response of the dilute medium tank system states and outputs to the inputs and

uncontrolled disturbances in Figure 4.6.
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Figure 4.7. States and outputs of dilute medium tank system simulation.

4.2.4 Mixing box simulation results

The inputs and uncontrolled disturbances to the mixing box system simulation are shown in Figure
4.8. The mixing box outlet coefficient (kyp in Figure 4.8), as well as the volumetric flow of ore into
the mixing box (Qye.in(mp) in Figure 4.8), are inputs to the system. The density pys, calculated as in
3.24, is an uncontrolled disturbance, as is the flow of medium into the mixing box (Qcys in Figure 4.8),

which is a state output of the correct medium tank model.
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Figure 4.8. Inputs and uncontrolled disturbances to mixing box system simulation.

The inputs and uncontrolled disturbances to the mixing box unit (seen in Figure 4.8) were constant
during the simulation. The response of the mixing box system states and outputs are seen in Figure 4.9.

Also shown are the volumetric flow rates of ore and medium out of the mixing box.
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Figure 4.9. States, outputs, and volumetric out-flows of mixing box system simulation.

As expected (due to the inputs and disturbances to the mixing box unit model simulation being constant
for the duration of the simulation), the simulated mixing box level and discharge pressure (/. (yp) and

Py in Figure 4.9, respectively) remain constant.
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4.3 MODEL VALIDATION

The process of model validation is not straight forward, because the correct medium model requires
knowledge of the flow into the correct medium tank (see (3.13)). While this is known in the simulation,
this is not known in the plant, as the true split of flow between the primary and secondary densifier
over- and underflows, as well as the magnetic separator concentrate flow, are unknown, and cannot be

confirmed given the current level of instrumentation in the plant.

Similarly, the value of the mixing box outlet coefficient (kysp) in the mixing box model (see (3.25)) is
unknown. Therefore, to validate the correct medium tank and mixing box systems, the plant data for
the model inputs was fed to the model, which yielded an approximation of the flow of material into the
correct medium tank. Additionally, the value of kj;p was tuned to fit the data for the mixing box model.

Note that Section 6 develops state estimation of these unknown quantities.

To indicate the accuracy of the model, the root-mean-square of the error (RMSE) between the model
outputs and the plant outputs is used, and the RMSE value is then normalised using the mean (3)
to enable comparison between different outputs. The RMSE and normalised RMSE (NRMSE) are

calculated as follows (Willmott, 1981):

1N
RMSE = | - Y (P — 0;)? 4.1
SE=\|n L(hi=0) (“.1)
RMSE
NRMSE = ——
y

where P is the model predicted output, O is the observed plant output, and N is the total number of

samples.
4.3.1 Correct medium tank model validation

Figure 4.10 shows the inputs to the plant and model used for the data validation. Note that the correct
medium and primary densifier pump speeds (ncy and npp respectively - see the top two trends in
Figure 4.10) are plant data, while the flow of slurry into the correct medium tank (Q;,(cp) in Figure

4.10) is obtained from the simulation, due to the fact that this quantity is not measured.
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Figure 4.10. Inputs and uncontrolled disturbances to correct medium tank simulation. The correct
medium pump speed ncy, primary densifier pump speed npp, and correct medium tank density pcys
are plant data, while the flow into the correct medium tank Q;,(cy) is an output from the simulation
model for the remaining units (calculated using the mixing box model outputs, primary and secondary
densifier model outputs, and magnetic separator model outputs). Blue indicates plant data, while red

indicates simulation data.

Att =175 s, the speed of the correct medium pump (ncy, at top in Figure 4.10) is decreased from 0.82
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to 0.72. The response of the flow rate of medium into the correct medium tank (Q;,car), at bottom

in Figure 4.10) follows as expected: it is constant until = 230 s (following a transport delay after

t = 175 s when n¢y, is decreased) at which point it decreases. This is expected as decreasing ncyy

results in an decrease of the flow of medium to the mixing box, and subsequently to the drain-and-rinse

screens, thus decreasing the drain flow rate to the correct medium tank (see Figure 2.2).

The response of the correct medium tank system states to the inputs in Figure 4.10 is seen in Figure

4.11.

0.62

0.62

hlev(CM) (m)

0.61

0.61

—— Model
—— Plant data

1072

0 50

Figure 4.11. States of correct medium tank simulation and plant data.

|
100

t[s]

150 200 250 300 350 400 45

The correct medium and primary densifier pump flow rates (Qcy and Qpp, at middle and bottom of

Figure 4.11 respectively) respond as expected: Qcys decreases with ncys (in Figure 4.10), and Qpp

remains constant with constant npp (in Figure 4.10). The correct medium tank level (/. cpr), at top

in Figure 4.11) model response (blue) and plant response (red) respond accordingly, with the model
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response tracking the plant response adequately. The rate of change of the level increases briefly
following the decrease in Qcy. The rate of change then returns to its previous rate as Q;,cy) decreases

to match the decrease in Qcy, after the transport delay.

Figure 4.12 shows the response in the primary densifier pump discharge pressure.

110 | i} :PlMcchlt
/:-::\ -r——— an ata
v,

Z 100 f- .
&

90 | .

| | | | | | | |

|
0 50 100 150 200 250 300 350 400 450 500
t[s]

Figure 4.12. Primary densifier pump discharge pressure simulation and plant data.

The primary densifier discharge pressure (Ppp) in Figure 4.12 remains constant as expected as npp

seen in Figure 4.10 remains constant. Note that the model output (in red) tracks the plant output (in

blue) adequately.

Table 4.2 gives the RMSE and NRSME for the outputs in the correct medium tank model valida-

tion.

Table 4.1. RMSE and NRMSE values for correct medium tank model validation.

Circuit unit Output RMSE NRMSE
hieviery  0.0022 m 0.0037
Ppp 0.3824 kPa  0.0037

Correct medium tank

4.3.2 Mixing box model validation

Figure 4.13 shows the inputs to the plant and model used for the data validation. The mixing box outlet
coefficient (kysp, see (3.25)) is tuned to fit the data as this is not measurable on site. Furthermore, the

flow of medium into the mixing box is obtained from the correct medium tank model (see Figure 4.11),
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using the correct medium pump volumetric flow rate (with a transport delay incorporated). The ore

feed is obtained from plant data.

1072
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Figure 4.13. Inputs and uncontrolled disturbances to mixing box Simulink model. Q. i,(mp) 1s plant
data, while Qcy, is an output from the correct medium tank model, and kyp is a tuned value. pyp is
calculated from plant data of pcyy, the known ore bulk density, and the volumetric flow rates of Q¢

and Q. in(mp)- Blue indicates plant data, while red indicates simulation data.
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At =200 s, the flow rate of medium into the mixing box (Qcy, at top in Figure 4.13) decreases. This
is as expected, as this follows Qcys seen in Figure 4.11, with a transport delay. The flow rate of ore
into the mixing box (Qye,in(mB)> at middle in Figure 4.13) is relatively constant, while kg (at bottom

in Figure 4.13) is kept constant in the simulation.

Figure 4.14 shows the response of the mixing box system states and outputs to the inputs in Figure

4.13.
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Figure 4.14. States and outputs of mixing box simulation and plant data.

The model response of the mixing box level (h,,(yp), at top in Figure 4.14) is as expected, with the
level decreasing when Qcys decreases (at top in Figure 4.13). The level then stabilises, as the flow out

of the mixing box decreases to balance the decrease in the flow into the mixing box (see (3.22)).
The model response and the plant response of the mixing box discharge pressure (Pyp, at bottom in
Figure 4.14) is also as expected, with the pressure decreasing with A,y p). Note the model response

tracks the plant response adequately, although the plant data for Pyp is quite noisy.

Table 4.2 gives the RMSE and NRSME for the outputs in the mixing box model validation.
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Table 4.2. RMSE and NRMSE values for mixing box model validation.

Circuit unit Output RMSE NRMSE

Mixing box Py 1.6079 kPa  0.0077

44 CHAPTER SUMMARY

In this chapter, the individual models of the units within the DMS circuit (described in Section 3) were
combined into a full circuit model, and implemented on a simulation platform, Simulink. The results
of the simulation were then presented for the correct medium tank, secondary tank, and mixing box.

The simulation results were consistent with the expected response.

The model was then validated using plant data for the correct medium tank and mixing box. The
correct medium model requires knowledge of the flow into the correct medium tank, and while this
is known in the simulation, this is not known in the plant, given the current level of instrumentation.
Similarly, the value of the mixing box outlet coefficient (kysp) in the mixing box model is unknown.
Therefore, plant data for the model inputs was fed to the model, which yielded an approximation of
the flow of material into the correct medium tank, and the value of kj;p was tuned to fit the data for the

mixing box model.

The root-mean-square error and normalised root-mean-square error were used to assess the performance

of the model, which was found to be adequate.
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5.1 CHAPTER OVERVIEW

The model of the DMS circuit, developed in Section 3, is now analysed for observability. This analysis
will be used to determine if the level of instrumentation and consequent observability of the circuit
is sufficient for identifying medium losses. The observability analysis is performed on the dynamic
models described in Section 3. Sections 5.3, 5.4, 5.5, and 5.6 analyse the observability of the correct
medium tank, secondary tank, dilute medium tank, and mixing box systems respectively. For all
these units, unmeasured inputs (which are necessarily modelled either as process disturbances or as
parameters for the purposes of simulation) are identified and included in augmented models of the
units as unmeasured states. The augmented models are then assessed for observability. If model states
and parameters are unknown but observable, these states and parameters can potentially be estimated

using for example an EKEF, as is shown in Chapter 6.

Note that the units modelled in steady-state (the drain-and-rinse screens, primary and secondary

densifiers, and magnetic separator) are not instrumented, and are not assessed for observability.
5.2 OBSERVABILITY THEORY

For the observability analysis, the unmeasured disturbances in the unit process models developed in
Chapter 3 can be included in an observer by including the unmeasured disturbances as constant states

in the state-vector in (3.1). The augmented system is:

. - %] f(t,z,u)
d 0 (5.1
y = g(tzu).

where z € R" and n = n, +ny.
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The model in (5.1) can be linearised around an equilibrium point using a small signal approach (Seborg
et al., 2016). For small deviations around an equilibrium point (z,,u,) where z = 0, the linearised

system can be written as:
0z = Adz+Bdu

0y = C8z+Déu,

(5.2)
where

p) d
A :jzf(t)z7u)|(2qyuq)’ B= ﬁf(t,27 u)|(2q7uq)’

9 d
C :jzg(taa u)|(Zq7“q)’ and D = ﬁg(t’z’ u)|(zq7uq)‘

The deviation variables are defined as 0z = z—2,, and 6u = u —u,.

The dynamical system (5.2) is state observable if and only if the observability matrix O has full column

rank n, where (Skogestad and Postlethwaite, 2005):

_ T
0= |cT ATcT, .. AT 'cT| . (5.3)

5.3 CORRECT MEDIUM TANK MODEL OBSERVABILITY

Note that in the model for the correct medium tank described in (3.13) and (3.14), the flow into the
tank Q;,(cp) 18 included as an uncontrolled disturbance. From Figure 1.1, it is clear that this comprises

of multiple streams:

* Drained medium from the drain-and-rinse screens
* Underflow from the primary densifier
* Underflow from the secondary densifier

* Concentrate flow from the magnetic separator

None of these streams flowing into the correct medium tank are directly measured. Furthermore,
as the drain-and-rinse screens, primary and secondary densifiers, and magnetic separator flows are
not measured, their model outputs cannot be verified online. Therefore, although the flow into the
correct medium tank, Q;,cum), is a process disturbance to the model described in Section 3.4, for the
purposes of analysing observability it is necessary to include Q;,(car) as a state. This additional state is
assumed constant. The density pcyy is similarly included. The correct medium tank nonlinear model

in (3.13) and (3.14) is augmented such that zcy = [ng,d(T;M]T. The augmented state-space model is
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therefore:
zem = fem(t,zems uem) (5.4
e (Qin(CM) —0Qcm — QPD)
kj(i‘M) (pCMg (Hp(cm) = haiscem) + Pieviemy) —kp Q%M>
= ﬁ (PCMg(H »(PD) — hais(pD) + Mieviemy) — kp Q%D>
0
0
Yem = gem(t,zem, ucwm) (5.5)
hlev(CM)
2
= [Pcm8 (Hmax(PD)n%D - % - hdis(PD) + hlev(CM)))
Pcm
T T
where  zcy = [hlev(CM)7 Ocwm, Opp; Pcms Qinemy| »  Ucm = [ncum, nppl”,  and yoy =

|:hlev(CM)a Ppp, pCM} T.

The model described in (5.4) and (5.5) is non-linear. For an observability study to be performed, the
model is therefore first linearised about an operating point using the Taylor series expansion (Skogestad
and Postlethwaite, 2005):

x+g

u+H.O.T. (5.6)
Su

X0,U0

f(x,u) = f(xo,u0) + (;ic

X0,U40

where f is the set of nonlinear first order differential equations that represent the correct medium tank,

shown in (3.13).
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The augmented linearized model matrices as per (5.2) is given below after substitution of the known

parameter values in Table 3.2:

0 —-0.125 —-0.125 0
0.0102pcm  azcm) 0 ax4(cm)
Acy = |0.0136pcy  asicmy —2800pp  azacumy
0 0 0 0
0 0 0 0
0 0
0.704ncppen O
Bew = [0.939cyper 0
0 0
0 0
1 0 0 0 0
Com = [9.81pcy 0 —31.850mpen caaieny O
0 0 0 1 0

where

az(cm) = —2800cy —4.08 x 107 Qcypem

araicay = —2.04 x 1077 Oy, +0.352n¢,;, +0.0102A,,cpr) — 0.213

azo(cm) = — 544 x 107 Qcupem

azaienmy =—2.72 x 1077 Qs +0.469n¢,;, +0.0136k,,cpr) — 0.283

Caaeny = — 15.9203 +122.612 1 +9.81 Ay can) — 111

5.7

(5.8)

The observability matrix O¢y, as determined from (5.3) is calculated for the linear system, and can be

seen in Appendix A (A.1).The observability matrix has a full rank of 5, i.e., all states and parameters

are observable. The determinant

det (Ocmsxs) = 6.9 x 10°QcmQppPin

will only be zero if Ocyr Opp, or pcy is zero. Therefore, the system is expected to be observable for

normal operating conditions. This result is significant as it means that the unmeasured flow of medium

into the correct medium tank (Q;,(cu)) is observable.
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5.4 SECONDARY TANK MODEL OBSERVABILITY

As with the correct medium tank, the flow into the secondary tank, Qj, (), is not measured, and

comprises of the following streams (neither of which is measured):

* Overflow from the primary densifier

¢ Medium from the bleed stream of the drain-and-rinse screens drain flow

For the observer model, Q;,(sc) is therefore included as a state. Similarly, the density pj.. is also
included as a state. The secondary tank model in (3.15) and (3.16) is thus augmented such that

Zsec = [xSTeC, d m]T. The augmented state-space model is therefore:
Zsec = f s/ec (t s Lsecs usec) (5.9)

fec (Qin(sec) - QSD)
% (psecg(Hp(SD) - hdis(SD) + hlev(sec)) - ka%p)

0
0

Vsec = sec(t, Xsec; Usec) (5.10)

hiey (sec)

2
= | Psec8 <Hmux(SD)n§‘D - % - hdis(SD) +hlev(sec))

p sec

T T
where Zgec = hlev(sec)a Osp; Psec; Qin(sec)} s Usec = nsp, and yy,. = [hlev(sec)a Psp, Psec} . The linear-

ized model matrices as per (5.2) is given below after substitution of the known parameter values in
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Table 3.4:
0 —0.366 0 0.366
0.0136 sec  A22(sec aA23(sec 0
A, — p 22(sec)  G23(sec) (5.11)
0 0 0 0
0 0 0 0
0
0.874nsp Pyec
B, — spP (5.12)
0
0
1 0 0 0
Csec = |9.81 Psec  —31.80sp Psec €23 (sec) 0],
0 0 1 0

where

a2 (sec) = — 280Qsp — 2.45¢ — 6 Osp Psec
423 (sec) = — 1.22 x 1076 Qsp® +0.437 ngp? + 0.0136 /10, (5 — 0.265

C23(sec) = — 15.9 QSDZ + 315?151)2 +9.81 hlev(sec) — 191

The observability matrix Oy, as determined from (5.3) has a full rank of 4, i.e., all states and parameters

are observable. The determinant

det (Osec4><4) =—11.7 Osp Psec

will only be zero if Qgp or p;.. is zero. Therefore, the system is expected to be observable for normal
operating conditions. This result is significant as it means that the unmeasured flow of medium into

the secondary tank, Qi sec). 1S observable.
5.5 DILUTE MEDIUM TANK MODEL OBSERVABILITY

Similarly, the model for the dilute medium tank was linearised and assessed for observability. For
this observability analysis, the value of k, in (3.19) is not unknown, and is therefore included as an
additional state in the observability analysis. Additionally, as with the correct medium and secondary
tanks, the flow into the dilute medium tank, Q;,pa), is not known, and so can be included as an
additional state. Similarly, the unmeasured density of the dilute medium tank is also modelled as

an additional state. The dilute medium tank model in (3.19) and (3.20) is thus augmented such that
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zpm = (x5, kv, d},,]". The augmented state-space model is therefore:

2pm = fpm(t,2om, Upy) (5.13)
T (Qin(DM) — Opum + kleM>
3 ,(Ll,,m (PDMg (Hp(pm) — hais(omr) + Meviom)) —kp Q%)M)
= 0
0
0
Ypum = 8pm(t,2Zom, Upyr) (5.14)
- hlev(DM)

T
where zpy = |Biy(omrys Qoms kvs Ports Qinomry| » upm = [npu, Iy, and Yy = hypppr)- The

linearized model matrices as per (5.2) is given below after substitution of the known parameter values

in Table 3.6:
0 —0.24 0.241py 0 0.24
0.02ppm  ax(pm) 0 axupmy 0
Apm = 0 0 0 0 0 (5.15)
0 0 0 0 0
0 0 0 0 0
0 0.242k,
0.21 npy Pom 0
Bpy = 0 0 (5.16)
0 0
0 0
CDM:[I 000 0},
where

az(pmy = —280.0 Qpy —4.08 x 107° Qpu ppu

aza(py) = — 2.04 x 107° Qpys® +0.105npys* +0.0204 by ppr) — 0.295

The observability matrix Opys as determined from (5.3) has a rank of 3, i.e., the dilute medium tank
system is not observable if the medium flow into the dilute medium tank (Q;,(pa)), the combined valve

coefficient (k,), and the dilute medium density (ppys) are all not definitively known. The model is,
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therefore, further simplified by combining the flow rate of water into the tank from the dilute valve

(Qwarer) With the flow of medium into the tank Q;,py) such that:
Xpm = fpm(t,Xpy,upm) (5.17)

" (Qin(DM) - QDM)
1
Kiwa)

(PDMg (Hp(pm) — hom) — ka%)M)
Yom = &om(t,Xpy, Upm ) (5.18)
= Niev(DM)5
with the model states, input, disturbances and outputs given by xpy = [h,ev(DM), QDM} T, Upy =

T
npym, dpy = [pDM,Q,-,,(DM)} , and ypy = hyey(pary- The unmeasured variables, Q;,py) and ppuy,
are modelled as process disturbances. Augmenting this model such that zpy = [xLT)M,d,gM]T, the

determinant of the resultant matrix
det (Opumaxa) = 1.2 x 1072 Qpa* Ay (i) (5.19)
— 1.8 x 1073501 ppas + 1.6 X 1076 Qs Ay pary Powr — 1.6 X 107200y * g
—1.9%x 10731 Qpp? — 1.2 x 10732 0pp*
—1.4x 107 Qppnpy® + 6.7 x 107 0pai® pous®
+4.9x 107 0py* ppur® — 4.9 x 1070 by (paay P01

+6.6 x 107 Qpp*npappm — 6.7 x 107°° Qpa*npw® pom®

is very near zero for all operating conditions, and, thus, the further simplified dilute medium system in

(5.17) is also unobservable.
5.6 MIXING BOX MODEL OBSERVABILITY

The mixing box model (seen in (3.25) and (3.26)) includes the parameter ky;p, which is unknown and
may change depending on conditions in the mixing box, such as blockages. To determine if kyp is

observable, it is included as a state in the model. The mixing box model in (3.25) and (3.26) is thus
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augmented such that zyz = 22, kma, d,{,IB]T. The augmented state-space model is therefore:

zup = fip(t,2uB, tmp) (5.20)
T <QCM + Qore,in(MB) — kMB\/hlev(MB)>
B 0
0
0
Yup = &ms(t,Zmp, ump) (5.21)

pmB&(Hms + hiev(mp))
= PmB

Ocm

T
where zyp = |Hje(mB)s kms, PmB; QCM} . upyt = Qore in(mp)> and Yyrp = [Pus, pus, Qcm) - The

linearized model matrices as per (5.2) is given below after substitution of the known parameter values

in Table 3.8:
L17k
Voo 23 Vhieup 0 233
0 0 0 0
A= (5.22)
0 0 0 0
0 0 0 0
2.33
e O (5.23)
0
98lpys 0 9'81hlev(MB) +14.7 0
0 0 0 !

The observability matrix Oyp as determined from (5.3) has a full rank of 3, i.e., all states and parameters

are observable. The determinant

det (Omp3x3) = —224 [ hye (i) PMB"

will only be zero if 7., yp) Or Pup is zero. Therefore, the system is expected to be observable for
normal operating conditions. This result is significant as it means that the unknown mixing box outlet

coefficient constant, kg, is observable, as is the unmeasured mixing box level ., yp)-
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5.7 CHAPTER SUMMARY

The individual unit models were assessed for observability. The models of the primary and secondary

densifiers, the drain-and-rinse screens, and the magnetic separator (modelled in steady-state) have

very limited instrumentation, and thus it is not possible to confirm the outputs of these models online.

Additionally, the dilute medium tank model is not observable. However, the observability analysis
indicates that the correct medium and secondary tank models are fully observable, including for the
augmented models where the flows into these tanks (Q;,(cy) and Qi (sec) respectively) are considered
as unmeasured states. The mixing box model is also fully observable, including for the augmented
model where the parameter ks (see (5.20)) is not known and included as an unmeasured state. This
dissertation aims to determine if medium losses in the circuit are observable, and so future chapters will
investigate if the level of observability in the circuit is adequate to detect losses, and what additional

instrumentation may be required to fully allow for this.
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6.1 CHAPTER OVERVIEW

Due to the presence of process and measurement noise present in real systems, as well as the fact
that not all states are directly measured (Schneider and Georgakis, 2013), it is necessary to design an
observer so that the state variables can be estimated at all times. This is to allow for the analysis of
medium flows within the circuit, and the detection of medium losses in the circuit (as described in
Chapter 7). Furthermore, most model-based control systems require full state feedback, and if all the
states are not measured, then the unmeasured states need to be estimated for a controller to function.
While development of a controller is not included in this dissertation, this could be the focus of future

work.

In this chapter, the extended Kalman filter (EKF) is used as the state estimator for the DMS tanks and
mixing box. Section 6.2 gives an overview of the EKF, and Sections 6.3, 6.4, 6.5, and 6.6 present
the estimation results of the implemented EKFs for the correct medium tank, secondary tank, dilute
medium tank, and mixing box, respectively. For all of these units, the EKF is applied first to simulation

data, and then to plant data.
6.2 EXTENDED KALMAN FILTER IMPLEMENTATION

The observability analysis conducted in Chapter 5 indicates that all states for the correct medium tank,
secondary tank, and mixing box are observable, and therefore state estimation is feasible for these
augmented models. The augmented models for these DMS circuit units (see Chapter 5) are non-linear,

and therefore the EKF is used as the observer for these models.

The EKF, as the name suggests, is a version of the Kalman filter adapted for non-linear systems,

and provides an estimate using a discretised, linearised version of the system at every time instance
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(Ribeiro, 2004). The linearised continuous time system and output equations for the correct medium
tank, secondary tank, and mixing box systems, given in Chapter 5, therefore need to be discretised for

use in the EKF. The discrete system and measurement equations are:

% = Jio1 (@1, W)
T 6.1)
Yo = &k (zuw, Vi),
where the process noise wy ~ (0, Qx) is white noise with covariance Qy > 0 and the measurement noise

vk ~ (0,Ry) is white noise with covariance Ry > 0.

The trapezoidal rule is used to discretize each nonlinear model in Chapter 3 as presented in continuous

time form by (5.1):

T,
=21+ Eq[f(tkazau) Lo, T Wt f(te—1,2,0) |5y T Wi-1], (6.2)

where T is the sampling time. The discretisation equation in (6.2) is solved using the Newton-Raphson

method (Ungarala, 2012).

At each iteration of the EKF, a time update followed by a measurement update of the general state
estimate Z; and estimation-error covariance matrix Py is performed. For these updates, the Jacobian of

the general system state equations is required:

0 fi_
Fiy= 5f L : 6.3)
zk*l 2;11 U ,0
Ofi_
L - 5fk I
Wk_l 22;1?“/(7170
As the system is discretised using the trapezoidal rule, the Jacobians in (6.3) are calculated as:
Ofi-1 T, 8f - T, 8f
F, = = |I-=23L —I— < 6.4
k—1 82]{,1 2 Zk 2,:;141( 2 52]( 2;71”"(71 ? ( )
0 fi—1 T, 6f -
L. = = |(I—-%9 _Lyl. 6.5
k 1 8Wk71 2 621( 2](_7uk 21 ( )

Using the Jacobian matrices, the state estimate Z; and estimation-error covariance matrix Py are

initialised, and the time update of these is performed:
2]{_ = fk—l(zz_flvuk—lao) (66)

P  =F \P__Fl | +Li1Q (L] |
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For the measurement update, the Jacobian of the output equations is required:

0
S, = 8k ©6.7)
62]{ 2]:*,“1\'70
0
M, = 28 .
5vk zl:vulﬁo
The measurement update for the EKF is therefore:
_ p—caT —oT Ty—1
Kk_Pk Sk (SkPk Sk +MkRkMk) (68)

g =2 + Ky — &(& i, 0))]
P} = (I-KC)P, (I - KiCi)" + KR K7, .
6.3 CORRECT MEDIUM TANK STATE ESTIMATION

To implement the EKF on the correct medium tank, the discretisation in (6.2) is applied to the correct
medium tank augmented model equations in (5.4). Using the sampling time of T, the discretised

correct medium tank system equations are therefore as follows:

ZCM k = ZCM j— 1+ [fCM(tkazCMauCM) | ecmptiens T WMkt feu (1, 2em, Uem) gy e T WM k1]

(6.9)
o (Qm M)k — Qem ik — Opp k)
k‘(i‘M) (PCM,kg(H (o) — haisicmnr) + Pieviemn) k) — kpOtn k)
T&‘ ! 1 Tg
Mk = ZeM k-1t Tem) (PCM,kg(H (D) & — ais(pp) + Pievican) k) — kpQpp k) TS wem k
0
0
o (Qm em) k-1 — Qe -1 — Oppj— 1)
kf<lM) (pCM’k 18(Hp(cay -1 — haisicnny + Mievicmnk—1) = kpQe k71)
T
TS Tem) (pCM,kflg(Hp(PD — hais(pp) + Mievicay k—1) — kpOpp i 1) +Wem k-1
0
0
hlev(CM),k
o H 2 _ Q%D,k —h . h
Yemx = | Pem k8 \ Hmax PDMpp = 247 o — Mdis(PD) T lev(CM) k)
PcM k
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Similarly, the Jacobians of the discrete system state equations for the correct medium tank system are

calculated as in (6.3), and are as follows:

~1
Feyp—1=- [ —SAcu yﬁcMWuCM:k] [ — SAcu | (6.10)

25M7k—1 SUCM k-1

—1
LCM,k—l :Ts |:I— TSACM |2CM,k’uCM>k:| |:—7§I:| 5 (611)
where Acy, is as defined in (5.7). The Jacobians of the discrete system output equations for the correct

medium tank system (calculated as in (6.7)) are as follows:

1)
Scmp = pocitk (6.12)
T dzemk |
' ZCM_k>uCM,k70
1 0 0 0 0

2 07
Scmk= |Pcmig& O —Pcmi i’%ﬁk g (Hmax,PD’/l]ZJD,k - ﬁ — hais(pp) +hlev(CM)> 0

0 0 0 1 0
5
My = S5CMk (6.13)
' 6VCM7k .

2o potem 0

1 00
Mcyr=10 1 0
0 0 1

Data was sampled at a rate of T, = 5 s. The filter was initialized at:

T
ZCM70:|:1 0.017 0.017 3.4 0.02]

PCM70:diag[1 0.1 0.1 10 0.1]

The measurement noise covariance matrix Ry, is based on the noise seen in the instrumentation. The
process noise covariance matrix Qs assumes equal uncertainty in 4,,cur), Qcm, and Qpp, while pey
and Q;,(cp) are both assumed to have uncertainty one order of magnitude greater. Q¢ is also scaled

according to the range of each process variable.

Rcy = diag [7.87 x 107% 0.0125 2.03 x 106}
Ocy = diag [0.1 0.01 0.01 100 1}

6.3.1 EKF implementation on correct medium tank simulation

The EKF algorithm was applied to the simulated correct medium tank system. Band-limited additive

Gaussian measurement and process noise were added to the simulation states and outputs (that is, to
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hlev(CM), Ocy and Qpp). The inputs to the simulation are given in Figure 6.1.

0.8 £ =
0.6
0.4
0.2 a

O - |

ncm
T
| |

0.8 T T T T T T T T T
0.78 | .
0.76 | .
0.74 |
0.72 |t |

0.7 | | | | | | | | |
0 50 100 150 200 250 300 350 400 45 500

t [s]

npp

Figure 6.1. Simulation data of inputs to correct medium tank system.

The results of the EKF implementation on the simulated correct medium tank system states and outputs
are shown in Figure 6.2. The EKF estimates of the correct medium tank level, the correct medium and
primary densifier pump flow rates, the correct medium tank density, and the primary densifier pump
discharge pressure (hy,,cum)> Qcms Opp, P, and Ppp respectively in Figure 6.2) track the simulation
data well. The EKF estimate of the flow rate of slurry into the correct medium tank (Q;,cy). in Figure
6.2) is less accurate, as there is noise (of greater magnitude than the additive Gaussian noise added
to the simulation) present in the estimate. This noise can be seen in Figure 6.2. It should be noted,

however, that the y-axis scale is small in magnitude.
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Figure 6.2. Simulation data and EKF estimates of correct medium tank system states and outputs.

Table 6.1 gives the RMSE and NRMSE for the EKF predictions of the outputs and states of the

simulation.
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Table 6.1. RMSE and NRMSE values for correct medium tank EKF on simulation.

Variable RMSE NRMSE
Riev(cm) 0.00035 m 7.6087 x 1073
Prp 0.3348 kPa 0.0025

Ocu 3154 x10~* m /s 0.0052
Opp 3.131 x10™* m3/s 0.0068
Qin(cm) 0.002 m 3/s 0.0189

6.3.2 EKF implementation on correct medium tank plant data

The EKF algorithm was then applied to the correct medium tank system, using plant data. The inputs

to the system are seen in Figure 6.3:

ncm

| | | | | |
0 100 200 300 400 500 600
t [s]

Figure 6.3. Plant data of inputs to correct medium tank system.

The EKF state estimation of the correct medium tank system states and outputs are seen in Figure

6.4.
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Figure 6.4. EKF state estimates of correct medium tank system.

The response in the flow rates to the system inputs (in Figure 6.3) is as expected: the correct medium
pump flow rate estimation (Qcy, in Figure 6.4) decreases with ncy (at top in Figure 6.3). The primary
densifier pump flow rate (Qpp in Figure 6.4) estimation remains constant with npp (at bottom in Figure
0.3). The estimate of Q;,cy) 1s also as expected: Q;,cy) decreases when Qcy decreases, as the

medium flow from the mixing box to the correct medium tank decreases.
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The EKF estimates (red) of the system outputs tracks the plant data (blue) effectively, for both the
correct medium tank level and the primary densifier pump discharge pressure (/. (cp) and Ppp in
Figure 6.4). Table 6.2 gives the RMSE and NRMSE for the EKF predictions of the plant data of the

correct medium tank system outputs.

Table 6.2. RMSE and NRMSE values for correct medium tank EKF on plant data.

Variable RMSE NRMSE

Biewewry  27x1077%  6.43x107°
Prp 2.5702kPa  0.0190

6.4 SECONDARY TANK STATE ESTIMATION

To implement the EKF on the secondary tank system, the discretisation in (6.2) is applied to the
augmented model equations in (5.9). Using the sampling time of 7§, the discretised secondary tank

system equations are therefore as follows:

T
Lseck = Zseakfl‘i‘zs [fs,ec (tk72sec; usec) |zsec.k-,usec,k +Wyee k + fs/ec (lkfl , Zsecs usec) ‘zsmkil U + Wseqkfl]
(6.14)
t (Qin(sec),k - QSD,k)
1 . o o)
Zseck = Zsec,kfl-l-% kj(sp) (psec.,kg(Hp(SD),k hdzs(SD) +hlev(sec),k) kaSD,k)
0
0
zt (Qin(sec),kfl - QSD7I<71>
! 2
R S L H = ) )= )
FWaeck +§ Kism) (psec,k 18(Hp(sp) k-1 — Pais(sp) + Miev(sec) k—1) — kpQsp s_1 i
2 0
0
hlev(sec),k
03
Yseck = | Pseck8 (HSDngD,k — T‘Sé;; — hdix(SD) + hlev(sec).,k) (6.15)
psec,k
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Similarly, the Jacobians of the discrete system state equations for the secondary tank system are

calculated as in (6.3), and are as follows:

-1
Fsec,kfl = — |:I— %Asec ‘2— :| |:I— %Asec ‘2— :| (616)

s(,c'wu.vec,k sec k—1 Mseck—1

-1
Lecc i1 =T; [1_ TiAsec lim,k,um-‘k] [_?1] ) (6.17)
where Ay, is as defined in (5.11). The Jacobians of the discrete system output equations for the

secondary tank system (calculated as in (6.7)) are as follows:

0gsec
Ssec,k - % .
Zsec,k o
zSE('.k7u5€C,k70
1 0 . 0
S = — 20spk H 2 % e A .
sec,k = | 8Psec,k Psec.k 242, 8 max,SDILSp i g 4is(SD) n oise
0 0 ) |
0
M= 5gsec7k .
vsec,k a
zseo,k?“sec,k@
1 00
Msec,k =10 1 O
0 01

Data was sampled at a rate of T, = 5 s. The filter was initialized at:

T
Zsec,0=[0.825 0.017 34 0.02]

Psego:diag[l 0.1 10 0.1}

The measurement noise covariance matrix R, i1s based on the noise seen in the instrumentation. The
process noise covariance matrix Q.. assumes equal uncertainty in /;,(s.c) and Qsp, while pg.. and
Qin(sec) are both assumed to have uncertainty one order of magnitude greater. Q. is also scaled

according to the range of each process variable.

R,.. = diag {5.7 x 1073 1.94 2.15x 105}

O, = diag [0.1 0.01 100 1}

6.4.1 EKF implementation on secondary tank simulation

The EKF algorithm described in Section 6.2 was applied to the simulated secondary tank system.

Band-limited additive Gaussian measurement and process noise were added to the simulation states
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and outputs (i.e. t0 My (sec)> Osp, and Psp). The input to the simulation is seen in Figure 6.5.
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T
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0.6
0.5

T

0

|
100

| |
300 400

t[s]

|
200

|
500

Figure 6.5. Simulation data of input to secondary tank system.

The EKF estimation of the secondary tank system states is seen in Figure 6.6.
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Figure 6.6. Simulation data and EKF estimates of secondary tank system states and outputs.
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The EKF estimate (red) of the secondary densifier pump flow rate (Qsp in Figure 6.6) adequately
tracks the simulation (blue), as does that of the secondary tank level, and the secondary tank density
(Biev(sec)> and Pyec in Figure 6.6 respectively). As with the correct medium tank system (see Figure 6.2),
the estimate of the flow rate of slurry into the secondary tank (Q;,(sec) in Figure 6.6) is quite noisy. The
noise present in the estimation is of greater magnitude than the additive Gaussian noise added to the
simulation. Table 6.3 gives the RMSE and NRMSE for the EKF estimations of the outputs and states

of the simulation.

Table 6.3. RMSE and NRMSE values for secondary tank EKF on simulation data.

Variable RMSE NRMSE
iev(sec) 0.00033 m 8.25 x1077
Psp 0.3264 kPa 0.0023

Osp 3.14 x10~* m3/s 0.0071
Qin(sec) 0.0013 m3/s 0.0295

6.4.2 EKF implementation on secondary tank plant data

The EKF algorithm was then applied to the secondary tank system, using plant data. The input to the

system (nsp, the speed of the SD pump) is seen in Figure 6.7.

0.74 T T T T T T
0.73 | |
Q
< /
0.72 |
0.71 | | | | | |
0 100 200 300 400 500 600

t[s]

Figure 6.7. Plant data of input to secondary tank system.

The results of the EKF implementation on the simulated secondary tank system states can be seen in

Figure 6.8.
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Figure 6.8. Plant data and EKF estimates of secondary tank system states and outputs.

The response in the estimated secondary densifier pump flow rate (Qsp, in Figure 6.8) is as expected:

the Qsp estimation decreases, remains constant, and then increases with the secondary densifier pump

speed (nsp in Figure 6.7). The estimate of Q) is, however, quite noisy. The EKF estimate (red)

of the plant outputs tracks the plant data (blue) effectively, for both the secondary tank level, the

secondary densifier pump discharge pressure, and the secondary tank density (/;¢,(sec)> Psp, and pyec in

Figure 6.8 respectively). As expected, Psp increases when ngp is increased at 1 = 510 s, while /., (sec)

decreases.

Table 6.4 gives the RMSE and NRMSE for the EKF predictions of the plant data of the system

outputs.
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Table 6.4. RMSE and NRMSE values for secondary tank EKF on plant data.

Variable RMSE NRMSE
Pievsecy  9-5x1077 m  4.1304 x10~°
Psp 1.0712 kPa 0.0069

6.5 DILUTE MEDIUM TANK STATE ESTIMATION

To implement the EKF on the dilute medium tank, the discretisation in (6.2) is applied to the dilute
medium tank augmented model equations in (5.17). Using the sampling time of 7§, the discretised

dilute medium tank system equations are therefore as follows:

T,
DM k = ZDM k—1 +ES [fpm (x> 2Dy, D) | eom st T WDMA Jom(t—1,2pm, Upm) |2omrx s pnr sy T WOMA—1]

(6.20)
fle (Qin(DM),k — QDM,k)
1 2
T, | (PDM,kg(H —hpy i) —kpQ )
ZoMk = ZDM A1 +Es Ko p(DM) k ) PDM k S Wonk
0
0
ﬁ <Qin(DM),k4 - QDM,IH])
_ Y
_,_B kjiom) (pDM,kflg(Hp(DM)kal how k1) kaDM,k—l) Wostit
2 0 ;
0
Yomk = |:hlev(DM),k:| : (6.21)

Similarly, the Jacobians of the discrete system state equations for the dilute medium tank system are

calculated as in (6.3), and are as follows:

—1
— I T
FDM,k*l - |:I— 7ADM |2DM.k*uDM.k:| |:I_ 7ADM |2;)M?k_|7uDM.k71 (622)
~1
— T,
Lpy -1 =T [1— T;Apym |2DM,k=“DM,k] [—21] ) (6.23)
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where Apyy is as defined in (5.15). The Jacobians of the discrete system output equations for the dilute

medium tank system (calculated as in (6.7)) are as follows:

o
Spmx = 5gDM"‘ (6.24)
oMk |,
2ppg oM 0
Spmi = [1 00 O]
0
Mpy = 520 (6.25)
VDM k|,
ZDM,ksuDM,kvo
Mpy i =1.

Data was sampled at a rate of T; = 5 s. The filter was initialized at:

T
ZDM7O:[1 0.017 2.62 0.02]

Ppy o = diag [1 0.1 10 0.1]
The measurement noise covariance matrix Rp,s is based on the noise seen in the instrumentation. The
process noise covariance matrix Qpy, assumes equal uncertainty in f,,(py) and QOpy, while ppy and

Qin(pm) are both assumed to have uncertainty one order of magnitude greater. Qpy, is also scaled

according to the range of each process variable.

Rpy = diag [8.57 X 10_5]
Opy = diag [0.1 0.01 100 1}

6.5.1 EKF implementation on dilute medium tank simulation

The EKF algorithm was applied to the simulated dilute medium tank system. Band-limited additive
Gaussian measurement and process noise was added to the simulation states and outputs (that is, to
hievipm) and Opy and ppyyr). The results of the EKF implementation on the system states and outputs

are shown in Figure 6.2. Note that the inputs to the simulation were the same as in Figure 4.6.
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Figure 6.9. Simulation data and EKF estimates of dilute medium tank system states and outputs.

The EKF estimates of the dilute medium tank level and pump flow rate (A,,(py) and Qpy in Figure
6.9 respectively) track the simulation data well. The EKF estimate of the flow rate of slurry into the
dilute medium tank (Q;,(py) in Figure 6.9) is more noisy, and there is noise (of greater magnitude
than the additive Gaussian noise added to the simulation) present in the estimate. It should be noted,

however, that the y-axis scale is small in magnitude.

While the EKF estimate of the dilute medium tank density (ppys in Figure 6.9) tracks the simulation
well, the EKF is initialised at 2.62 t/m> — very close to the simulated value of 2.63 t/m>. Due to the
fact that the dilute medium tank system is unobservable (see Section 5.5), only by initialising the
EKF estimate of ppyy close to the simulated value for ppys was the EKF able to produce an adequate

estimate (as in Figure 6.9).

Table 6.5 gives the RMSE and NRMSE for the EKF predictions of the outputs and states of the dilute

medium tank simulation.
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Table 6.5. RMSE and NRMSE values for dilute medium tank EKF on simulation data.

Variable RMSE NRMSE
0.00035 m 7.6087 x1073

hiev(Dar)
Opm 3.14 x10~% m3/s 0.0052

Oumpmy  0.0022m /s 0.0189

6.5.2 EKF implementation on dilute medium tank plant data
The EKF algorithm was then applied to the dilute medium tank system, using plant data. The inputs to

the system are seen in Figure 6.10.

12 T T T T T
11t
3 1
<
09|
| | | | | |
0 100 200 300 400 500 600
t[s]

Figure 6.10. Plant data of inputs to dilute medium tank system.

The EKF state estimation of the dilute medium tank system states are seen in Figure 6.11.
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Figure 6.11. EKF state estimates of dilute medium tank system.

The EKF estimate (red) tracks the plant data (blue) of the dilute medium tank level (%, (py) in Figure
6.11) effectively. The dilute medium pump flow rate estimation (Qpys in Figure 6.4) remains constant

with the dilute medium pump speed (npys in Figure 6.10) as expected.

Note that the EKF estimate of ppys does not deviate substantially from the initial value (see Figure
6.11). As shown in the EKF implementation on the dilute medium tank simulation data (see Figure
6.9), the EKF only produces adequate results for ppys when it is initialised near the true value of ppyy,
because the dilute medium tank system is not fully observable. With plant data, the true value of
Ppu 1s not known (as ppyy is not measured), and so the EKF results for the dilute medium tank plant
data (seen in Figure 6.11) are not reliable. This does not negatively affect the feasibility of detecting
medium losses within the DMS circuit, because, as shown in Chapter 7, the effects of medium loss
are not seen in the dilute medium tank system, and therefore accurate state estimation of the dilute

medium tank system is not required to detect medium losses.
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N

Table 6.6 gives the RMSE and NRMSE for the EKF predictions of the plant data of the dilute medium

tank system outputs.

Table 6.6. RMSE and NRMSE values for dilute medium tank EKF on plant data.

Variable RMSE NRMSE
Piewicry  2.7x1077m 6.43x107°
Prp 2.5702 kPa 0.0190

6.6 MIXING BOX STATE ESTIMATION

To implement the EKF on the mixing box system, the discretisation in (6.2) is applied to the augmented
mixing box system equations in (5.20) and (5.21). Using the sampling time of T, the discretised

mixing box system equations are therefore as follows:

! (QCM,k + Qore,in(MB) k — kmB k hlev(MB),k)

Aup
T, 0
ZMBk = ZMB,k—1+ES (6.26)
0
0
= (QCM,kfl + Qore,in(MB) k—1 — kKMBk—1 hlev(MB),kA)
T, 0
2
0
0
PmB x8(Hmb + iev(m) k)
YuBix = PmB Kk (6.27)

Ocm k
Similarly, the Jacobians of the discrete system state equations for the mixing box system are calculated
as in (6.3), and are as follows:

2B o UMBK

-1
FMB,k—] = — |:I— %AMB ’ :| |:I— %AMB ‘EA_/IB?k—lvuMBk*l (628)

-1
Lyp j—1 =T; [1— T\Ayp |2MB_k'ruMB,k:| [—?‘I} ) (6.29)
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where Ayp is as defined in (5.22). The Jacobians of the discrete system output equations for the mixing

box system (calculated as in (6.7)) are as follows:

(6.30)

OZMB K

2y 4 UMB 10
gPmBx O g(Hmp+ hievmp) k)

0
Sy = 0 0 1 0
0 0 0 1

(6.31)

ZMB.k Um0

1 00
Mygi=10 1 0
0 0 1

The filter was initialized at:

T
ZMB,0=[0.688 0.03 3 0.06]

PMB,OZdiag|:1 0.1 10 0.1]

The measurement noise covariance matrix Ryp is based on the noise seen in the instrumentation. The
process noise covariance matrix Q,,p assumes the uncertainty in ky;p, pyp and Qcyy is one order of

magnitude greater than that in /,,yp). Qug is also scaled according to the range of each process

variable.

Ryp = diag {0.027 1.122x 107> 1.204 x 10~*
Qyp = diag [1 10 100 1]

6.6.1 EKF implementation on mixing box simulation

The EKF algorithm was applied to the mixing box system simulation. Band-limited additive Gaussian
measurement and process noise were added to the simulation inputs and outputs (i.e. t0 Qpeq in(mB)>

Qore,in(mp) and Pyp). The inputs to the mixing box system are seen in Figure 6.12.
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Figure 6.12. Simulation of inputs to mixing box system.

The results of the EKF implementation on the mixing box system states and outputs are shown in
Figures 6.13. The EKF estimate (red) tracks the simulation (blue) effectively, for the mixing box level,
outlet coefficient, density, pressure, and medium flow into the mixing box (h,ev(MB), kms, PmB> Pub,

and Qi mea(mp) 10 Figure 6.13 respectively).
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Figure 6.13. Simulation data and EKF estimates of mixing box system states and outputs.

Table 6.7 gives the RMSE and NRMSE for the EKF predictions of the simulated outputs and

states.

Table 6.7. RMSE and NRMSE values for mixing box EKF on simulation data.

Variable RMSE NRMSE

iev(mB) 0.0132 m 0.0016
kup 0.00055 0.0157
Pysp 0.2573 kPa 0.0011
PmB 0.0012 t/m* 9.0704 x10~6
Ocm 1.69 x10~* m%/s 0.0031
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6.6.2 EKF implementation on mixing box plant data

The EKF algorithm was then applied to the mixing box system, using plant data. The inputs to the
system are shown in Figure 6.14. Note that the correct medium pump flow rate (at top in Figure 6.14)
is not a measured input, but is rather the EKF estimate of the correct medium pump flow rate from the

correct medium tank EKF implementation (see Section 6.2).

1072

Qore,in(MB)

| | | |
0 100 200 300 400 500 600
t[s]

Figure 6.14. Plant data of input to mixing box system.

The results of the EKF implementation on the mixing box system states and outputs are shown in
Figures 6.15. In Figure 6.15, as the flow rate of medium into the mixing box (Qcyy, in Figure 6.15)
increases, so does the mixing box level, until the flow out of the mixing box increases to match the
flow in (see (3.22)). The value of kyp stays relatively constant during this time, as expected. Note that
the mixing box discharge pressure (Pyp in Figure 6.15) EKF estimate (red) tracks the plant data (blue)

effectively. Table 6.8 gives the RMSE and NRMSE for the EKF predictions of the plant outputs.
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Figure 6.15. Plant data and EKF estimates of mixing box system states and outputs.

Table 6.8. RMSE and NRMSE values for mixing box EKF on plant data.

Variable RMSE NRMSE
Pys 0.5979 kPa 0.0028
PuB 0.0018 t/m3 5.0704 x 1073

Ocm 1.75 x10~* m3/s 0.0034

6.7 CHAPTER SUMMARY

In this chapter, the EKF was applied to the correct medium tank, the secondary tank, the dilute medium
tank, and the mixing box. The EKF was applied to both simulation data, as well as to plant data. The

EKF was able to adequately estimate the observable but unmeasured states of the observable units (the
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correct medium tank, secondary tank, and the mixing box), and also yielded adequate estimates of
these system outputs. It is noted, however, that the estimates of the flow into the correct medium tank
and secondary tank contain significant noise compared to estimates of other states and outputs. For
the dilute medium tank system, the EKF only produced accurate results if the filter was initialised
close to the system initial values. This was as expected, as the dilute medium tank system is not fully

observable.

Department of Electrical, Electronic and Computer Engineering 103
University of Pretoria

© University of Pretoria



UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

&
&

“ UNIVERSITEIT VAN PRETORIA

A 4

CHAPTER 7 STATE ESTIMATION OF MEDIUM
LOSSES

7.1 CHAPTER OVERVIEW

In this chapter, the points in the circuit where medium losses can occur are identified: at the mixing
box due to overflows caused by blockages, at the product and waste drain-and-rinse screens, and at the
magnetic separator effluent. First, the sources of medium losses are discussed in Section 7.2. Each
source of loss is then simulated in Sections 7.3, 7.4, and 7.5 respectively, by altering a key parameter
in the simulation, and the state estimation developed in Chapter 6 is then applied to the simulation
data. For the mixing box blockage scenario, plant data is available, and so state estimation is applied

to this plant data as well.
7.2 SOURCES OF MEDIUM LOSS

There are several sources of medium loss in the DMS circuit. Medium can be lost through adhesion
to the ore at the drain-and-rinse screens, in the effluent of the magnetic separators (Dardis, 1989;
Napier-Munn et al., 1995) as well as through mixing box overflows, or through screen blinding of the
drain-and-rinse screens, which results in medium running over the screens to the floor, rather than
draining through the screens. These losses can be grouped into three categories (as shown in Figure
7.1): mixing box losses (overflows of the mixing box - in green in the figure), screen losses (adhesion
losses and screen blinding losses - in blue in the figure), and magnetic separator losses (losses to the

magnetic separator effluent - in yellow in the figure).
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Figure 7.1. Diagram of DMS circuit. Green highlight indicates mixing box overflow medium losses,

blue indicates screen losses, and yellow indicates magnetic separator losses.

The model of the DMS circuit developed in this work can be used to simulate these losses to illustrate
the impact on the overall circuit. In this chapter, each of these sources of loss is simulated, and a state
estimation of these scenarios is performed. Later analysis in Chapter 8, will discuss the effectiveness

of this state estimation in detecting the three sources of loss.
7.3 MIXING BOX BLOCKAGES

Mixing box level overflows are experienced fairly frequently by production teams. Due to the difficulty
of getting accurate level measurement of the mixing box (the environment is very abrasive due to the
presence of the medium), mixing box overflows are often only detected visually. This can mean that

the mixing box can be overflowing for a period of time before it is seen by plant personnel.
7.3.1 Mixing box blockage simulation

Mixing box overflows can be caused by either the flow of material into the mixing box being too high

(that is, the feed of ore or the correct medium pump flow rate is too high), or due to a blockage in the
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mixing box.

Blockages are akin to the geometry of the outlet of the mixing box changing (and reducing in size).
Thus a blockage can be simulated by reducing the value of the mixing box outlet coefficient, kyp,
in (3.25). This was simulated in the Simulink model, with the kyp value changing from 0.105 to
0.04 at time ¢t = 230 s. The results of the simulation are shown below for the mixing box and the
correct medium tank. Because the effect on the secondary tank is minimal, for brevity it has not been

included.

Figure 7.2 shows the disturbance to kjzp introduced to the simulation.

1072

—  Ocm
4 n _Qore,in(MB)

Mixing box flow in (m>/s)
W
[
|

8-1072 | :

kyrg (m/2/s)

3.2 T T T T T T T T
3.18 |- o
3.16 |- o
3.14 - n
3.12 o

3.1 | | | | | | | |
0 50 100 150 200 250 300 350 400

t[s]

pup (Um?)

Figure 7.2. Inputs and uncontrolled disturbances to mixing box system for mixing box blockage

simulation.
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The effect of the decrease in kyp on the mixing box can be seen in Figure 7.3: there is an imme-
diate reduction in the flow of medium and ore out of the mixing box (Q,neq our(MB) 30 Qore our(MB)

respectively), which has the effect of increasing the mixing box level (7., (yp))-

1.5 47 hlev(MB)
e — Max hyey(u)
< 05} |
\
2 1077
o) T
g/ - Qmedput(MB)
g 4r - Qor&out(MB)
B
o
=
5 2f 1
¥
en
2 L
Ka \ |
=
240 T T T T T T T T
gf\ 220 | |
X
Q
< 200 |
180 .

| | | | | | |
0 50 100 150 200 250 300 350 400
t[s]

Figure 7.3. States, outputs, and flow rates out of mixing box system for mixing box blockage

simulation.

Note that at # = 230 s, when kyp is decreased, ,,(yp) increases rapidly until it reaches the maximum
height of 1.72 m (indicated in red in Figure 7.3), where it remains. The simulation is set up such
that the level is not able to exceed the maximum mixing box height, as at this point the mixing box
is overflowing. This means that the flow of slurry out of the mixing box (Q,eq ou(mB)- at middle in
Figure 7.3) is not able to recover to the same outflow before the disturbance in ky;p. The same applies

to the discharge pressure. The level, therefore, does not stabilise, and continues to overflow.
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The reduction in Qeq,0ue(mp) S€en in Figure 7.3 (at middle, in blue) results in a decrease in the flow of

slurry to the correct medium tank. This effect is seen in Figure 7.4.
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Figure 7.4. Inputs and uncontrolled disturbances to correct medium tank system for mixing box

blockage simulation.

At t =290 s, after the transport delay following the disturbance to the mixing box outlet coefficient
(kyB), the flow into the correct medium tank from the drain-and-rinse screens (Q,4i, in Figure 7.4)

reduces. This is as expected because reducing kysp has the effect of decreasing the flow out of the
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mixing box (see Figure 7.3 at middle), and therefore reducing the flow into the correct medium tank
from the drain-and-rinse screens. This reduced flow into the tank has the effect of reducing the correct
medium tank level Ay,,(cy), which can be seen in Figure 7.5. The decrease in the correct medium tank
level Ay, (cpr) results in a small decrease in the correct medium and primary densifier pump flow rates
(Qcum and Qpp in Figure 7.5 respectively). This is due to the decrease in static head (as a result of the

decreased tank level).

1.1 L 1

p—

hiev(cm) (M)
o
O
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Q \
‘5 46 . — Ocu
= —Opp
2 44 .
g
= 42 |
A
g 4 |
=
Q

| | | | | | |
0 50 100 150 200 250 300 350 400
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Figure 7.5. States and outputs of correct medium tank system for mixing box blockage simulation.

7.3.2 Mixing box blockage simulation state estimation

The mixing box overflows can be seen in the level of the mixing box exceeding the maximum. While
the level of the mixing box is not instrumented, the observability analysis in Section 5 shows that the
level and the outlet coefficient ky;p are both observable. Therefore, the EKF developed in Section 6.6.1
for state estimation of the observable but unmeasured states in the mixing box is applied to the mixing

box blockage scenario simulated in Section 7.3.1. Before applying the EKF to the mixing box system,
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however, state estimation of the correct medium tank (including of the correct medium pump flow rate,
which flows into the mixing box - see Figure 1.1) is first required, because the flow of medium into the
mixing box is not measured. The EKF estimation results for the correct medium tank system during

the simulated mixing box blockage are shown in Figure 7.6.
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Figure 7.6. Simulation data and EKF estimates of correct medium tank system and states during

simulated mixing box blockage.

Following the EKF estimation of the correct medium tank system, the EKF is then applied to the

mixing box system. The input to this system is shown in Figure 7.11.
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Figure 7.7. Simulation data of input to mixing box system during simulated mixing box blockage.

The results of the EKF implementation on the mixing box system states and outputs are shown in

Figure 6.13.
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Figure 7.8. Simulation data and EKF estimates of mixing box system states and outputs during

simulated mixing box blockage.
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The EKF estimate (red) tracks the simulation (blue) effectively, for the mixing box level, discharge
pressure, density, and flow into the mixing box (hy.,(mp), Pus, Pms, and Qpeq in(mp) in Figure 7.8
respectively). It should be noted that the EKF estimate of ky;p is fairly stable before the blockage is
simulated by decreasing ky,p at t = 230 s. However, after the step decrease in kyp, the EKF estimate of
kwmp is quite noisy. This is because, in the simulation and the EKF, £, yp) is limited to its maximum
level of 1.72m. This means that any noise present in the simulated Pyp once hy,,(yp) is at its maximum
is attributed to the estimate of kjsg, hence the increased noise in the kg EKF estimate after t = 230 s

in Figure 7.8.
7.3.3 Mixing box blockage in plant data

State estimation (as developed in Chapter 6) was then applied to plant data for a period when a blockage
in the mixing box was reported. Note that because the flow of medium into the mixing box is not
measured, state estimation of the correct medium tank (including of the correct medium pump flow
rate, which flows into the mixing box - see Figure 1.1) is first required. The inputs to the correct

medium tank system during the plant mixing box blockage are shown in Figure 7.9.

0 50 100 150 200 250 300 350 400
t [s]

Figure 7.9. Plant data of inputs to correct medium tank system during plant mixing box blockage.

The EKF state estimation of the correct medium tank system states during the plant mixing box

blockage are shown in Figure 7.10.

Department of Electrical, Electronic and Computer Engineering 112
University of Pretoria

© University of Pretoria



&
UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA

Qe YUNIBESITHI YA PRETORIA

CHAPTER 7 STATE ESTIMATION OF MEDIUM LOSSES
102
,;‘ 64* T T T T T T T i
o 621 .
S 5.8 8
Q5.6 | | | | | | | n
102
I e U
= 45) o —-—i- o]
= e & e i
Q 1
& 3.5+ |
(@) I
3 1
) 0.12
g 0.11} .
- 0.11| - SR
= " A R g ~_ - ~-
% 0.1* ,\\ ,/ ----- 1 |
Q 95.10°2 ——
— 0.85 T T T T T T T
g ----- —— Plant data
s 0.8 | |--- EKF estimate
% 0.75%:' .
= 074
T T T T T T T
T 2401 .
ﬁ —-—’-—‘—‘\“’———'—"_-/__———-_/
~ 220 — |
&< !
200
_ 38
‘g 375 i
= 370 .
S 365 | ]
Q 1
3.6 :

0 50 100 150 200 250 300 350 400
t [s]

Figure 7.10. Plant data and EKF estimates of correct medium tank system states and outputs during

mixing box blockage.

The EKF for the mixing box was then applied to the plant mixing box blockage data. Figure 7.11

shows the plant data of the input to the mixing box system during this period (Qy e, in(mB))-
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Figure 7.11. Plant data of input to mixing box system during mixing box blockage.

Figure 7.12 shows the EKF estimation results for the states and outputs of the mixing box augmented
system during the plant mixing box blockage: the mixing box level (%, yp)), outlet coefficient (kps),
the mixing box discharge pressure (Pyp), the mixing box density (pup), and the flow of medium into
the mixing box (Qcys). The plant data for Qcys (in Figure 7.12) is obtained from the EKF estimate
of the correct medium pump discharge flow rate (obtained as part of the EKF application to the

correct medium tank system - see Figure 7.10), while the plant data for py,p is calculated using Qcy,

Qore,in(MB)> Pcm»> and Pore according to (3.24).
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Figure 7.12. Plant data and EKF estimates of mixing box states and outputs during mixing box

blockage.

In Figure 7.12, from ¢t = 200 s, the outlet pressure, Pyp, slowly increases, despite there being no
increase in Qcu (see Figure 6.4) or O, in(m) (see Figure 7.11). This indicates a blockage, which is
reflected in the state estimation of the mixing box level, .,y (see Figure 7.12), and in the estimation
of the outlet coefficient, kyp (in Figure 7.12). The level increases steadily, while the outlet coefficient
kup decreases steadily, indicating a blockage. It is clear that no overflow occurred, as A, (p) remains
below the maximum level of 1.72m. It would be expected that, due to the blockage, the EKF state
estimate of Q;,cy) seen in Figure 6.4 would show a decrease, as the reason the mixing box level is
increasing is because less material is flowing out of the mixing box and consequently to the correct

medium tank. However, this decrease is not apparent. This is because the reduction in flow out of
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the mixing box (and therefore in Q;,cy)) 1s small in magnitude, and therefore not clear in the state

estimation of Q;,cy) Which contains some noise.

Despite not seeing the decrease in Q;,(cy), the EKF estimate results, which show a clear decrease
in kysp during the mixing box blockage (see Figure 7.12), are significant as they demonstrate that a
blockage in the mixing box, which could lead to an overflow and subsequent medium loss, can be

detected.
7.4 SCREEN LOSSES

Medium losses at the product and waste drain-and-rinse screens (see Figure 7.1, highlighted in blue)
can be due to adhesion of the medium to the porous ore (Dardis, 1989; Napier-Munn et al., 1995),
or due to screen blinding where the medium does not drain through the screen but rather runs over
the screen. In this work, these two causes of medium loss at the drain-and-rinse screens are grouped

together, as both have the same effect on the systems within the circuit.
7.4.1 Screen losses simulation

Screen losses can be simulated by assuming the value of kpyc in (3.27) to be less than 1. This will
result in the simulated flow of medium out of the dense medium cyclone and screens system to be less
than that flowing into the system, thus indicating medium has been lost. This scenario is simulated,
with kpyc being decreased from 1 to 0.95 atr = 230 s. As this would only have an effect on the correct
medium and secondary tank systems, and the effect on the dilute medium tank would be minimal, only
the correct medium and secondary tanks simulation results are shown. Figure 7.13 shows the inputs to

the correct medium tank system during the screen losses simulation.
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Figure 7.13. Inputs and uncontrolled disturbances to correct medium tank system during screen losses

simulation.

Note that at r = 240 s, after the transport delay when the disturbance to the screens is introduced, the
flow into the correct medium tank from the drain-and-rinse screens (Q 4, in Figure 7.13) reduces.
This is as expected because decreasing kpysc in (3.27) has the effect of decreasing the flow of medium
from the drain-and-rinse screens, and therefore reducing the flow into the correct medium tank. This

reduced flow into the tank has the effect of reducing the level, which can be seen in Figure 7.14.
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Figure 7.14. States and outputs of correct medium tank Simulink model during screen losses simula-

tion.

Although the bulk of the medium that drains from the drain-and-rinse screens reports to the correct
medium tank, there is a small bleed stream that reports to the secondary tank (Qpjeeq). Medium losses
at the drain-and-rinse screens therefore also have an effect on the secondary tank system, seen in

Figures 7.15 and 7.16.
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Figure 7.15. Inputs and uncontrolled disturbances to secondary tank system during screen losses

simulation.

Note that the bleed stream flow of medium from the drain-and-rinse screens to the secondary tank
(Qpieeq in Figure 7.15), while already small in comparison to the flow into the tank from the overflow
of the primary densifier (Qor(pp) in Figure 7.16), decreases at 1 = 240 s, following the decrease in

kpuc- The effect of this on the secondary tank level is seen in Figure 7.16.
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Figure 7.16. States and outputs of secondary tank Simulink model during screen losses simulation.

Note that it is very difficult to visually see a change in the rate of change of the secondary tank level
(Miey(sec)» at top in Figure 7.16), which is expected to be seen at r = 240 s. This concurs with the
theory, as the change in the flow rate of medium into the secondary tank (see Figure 7.15) is small in

magnitude compared to the total flow of medium into the tank.
7.4.2 Screen losses simulation state estimation

The dense medium cyclone and drain-and-rinse screens system is very poorly instrumented (with
only the feed pressure to the DMC measured online), and therefore it is not observable, and the value
of kpyc as well as the flow of medium out of the system cannot be estimated using state estimation
methods. The correct medium tank system, however, is fully observable (see Section 5), and the flow
of medium into the correct medium tank can be estimated using an EKF (see Section 6.2). This means

that if there are excessive losses at the screens (due to absorption or blinding), the reduced flow of
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medium to the correct medium tank will be visible in that the EKF estimation of the flow rate into the
correct medium tank will decrease. The EKF algorithm is therefore applied to the correct medium tank
system, for the simulation scenario described in Section 7.4.1. The EKF estimation results are shown

in Figure 7.17.
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Figure 7.17. Simulation data and EKF estimates of correct medium tank system states and outputs

during simulated screen medium loss event.

The estimation of the flow of medium into the correct medium tank, Q;,(cu). is seen in Figure 7.17.

The simulated Q;,(cp) (blue) steps down from 0.086 m?3/s to 0.085 m3/s. Note that even with the noise
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present in the estimate (red) of Q;,(ca), the decrease in the estimate of Q;,cy) 1s still clear.

As there is a small bleed stream from the product and gangue drain-and-rinse screens that reports to
the secondary tank, the EKF for the secondary tank system is applied to the screen losses simulation.

Figure 7.18 shows the EKF estimation results for the secondary tank system states and outputs.
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Figure 7.18. Simulation data and EKF estimates of secondary tank system states and outputs during

simulated screen loss event.

Note that the reduction in the simulated flow rate of medium into the secondary tank (Q;,(s.c) in Figure
7.18) is very small in magnitude (as expected, due to the small reduction in Qp..s seen in Figure 7.15).
In addition, the state estimation of Qs (in Figure 7.18) is quite noisy in comparison to the state

estimate of Qgp (in Figure 7.18).
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7.5 MAGNETIC SEPARATOR EFFLUENT LOSSES

A significant source of medium losses is to the magnetic separator effluent (Dardis, 1989; Napier-Munn
et al., 1995). Within a magnetic separator, concentrate medium adheres to the rotating drum, while non-
magnetic material passes to the effluent collection pan (Rayner and Napier-Munn, 2003a,b). Medium
losses occur when, instead of adhering to the rotating drum, medium is passed into the effluent. An
indicator of this is a change in the flow of concentrate from the magnetic separator, while the feed to

the magnetic separator remains constant.
7.5.1 Magnetic separator effluent losses simulation

Losses to the magnetic separator can be simulated by decreasing the value of ks in (3.32). This will
result in abnormally low medium flow returning from the magnetic separator to the correct medium
tank, thus simulating medium losses to the magnetic separator effluent. This was simulated, with ks
being reduced from 0.0476 to 0.0238 at r = 230 s, and the results are show Figures 7.19 and 7.20.
As this would only have an effect on the correct medium tank system, only the correct medium tank

simulation results are shown.
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Figure 7.19. Inputs and uncontrolled disturbances to correct medium tank during magnetic separator

effluent losses simulation.

Note that at r = 250 s, after the transport delay when the disturbance to kys is introduced, the
concentrate flow from the magnetic separators into the correct medium tank (Qyss in Figure 7.19)
reduces. Note that this reduction in flow is quite small in magnitude, given that the concentrate flow

from the magnetic separator is less than 5% of the flow of feed to the magnetic separator. This reduced
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flow into the tank has the effect of reducing the rate of change level, which can be seen in Figure

7.20.
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Figure 7.20. States and outputs of correct medium tank Simulink model during magnetic separator

effluent losses simulation.

Note that at t = 250 s, the rate of change of the level of the correct medium tank (A.,(cpm), at top
in Figure 7.20) begins to reduce, as a result of the decreased flow of concentrate from the magnetic

separator (seen in Figure 7.19).
7.5.2 Magnetic separator effluent losses state estimation

In this dissertation, the magnetic separator model has been heavily simplified (see (3.32)). It is also
very poorly instrumented, and therefore it is not observable. The correct medium tank system, however,
is fully observable (see Section 5), and the flow of medium into the correct medium tank is observable

using an EKF (see Section 6.2). This means that if there are increased losses to the magnetic separator
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effluent, the reduced flow of medium to the correct medium tank would be visible in that the EKF
estimation of the flow rate into the tank would decrease. This is illustrated in Figure 7.21 in which the
EKF algorithm is applied to the correct medium tank system, using the simulation scenario described

in Section 7.5.1.

Note that the reduction in the simulated flow rate of medium into the correct medium tank (Q;,(cp) in
Figure 7.21) is very small in magnitude, due to the very small change in magnitude of the flow rate
from the magnetic separator (Qus in Figure 7.19). Q;,cum) reduces from 0.0873 m3/s to 0.0869 m>/s.
In addition, the state estimation of the flow rate of medium into the secondary tank (Q;,cu) in Figure

7.21) is quite noisy.
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Figure 7.21. Simulation data and EKF estimates of correct medium tank states and outputs during

simulated magnetic separator medium loss event.

7.6 CHAPTER SUMMARY

In this chapter, the three main sources of medium losses in the circuit were identified and simulated.
State estimation was applied to the simulation, and, where available, to plant data as well. Losses at
the mixing box due to overflows caused by blockages were simulated by changing the value of the
outlet coefficient kysp in the mixing box model. The state estimation results on the simulation show

that the change in ky;p can be tracked. State estimation was also applied to plant data of a mixing box
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blockage, and, as expected, the results show a decrease in the estimated value of ky;p. Medium losses
at the screen were also simulated, and while this unit is modelled in steady-state and not observable,
the simulation showed that the effect of these losses could be seen in a decrease in flow into the correct
medium tank (Q;,cy))- The EKF estimate of 0;,cpr) adequately tracked this decrease, albeit with
significant noise. Finally, medium losses to the magnetic separator were simulated. Again, this unit
is modelled in steady-state and not observable, but the effect of losses here is seen in a decrease in
Qin(cm)- The simulation showed that the decrease in Q;,cy) as a result of these losses was very small

in magnitude, and too small to be seen in the EKF estimate, given the noise in the estimate.
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8.1 MEDIUM LOSSES IDENTIFICATION
8.1.1 Medium losses state estimation summary

The three main sources of medium losses in the DMS circuit have been investigated in Chapter 7:
mixing box blockages and consequent overflows, drain-and-rinse screen losses, and magnetic separator
effluent losses. It has been demonstrated that mixing box blockages can be seen in state estimation of
the mixing box level and outlet coefficient, as well as in the flow of medium to the correct medium
tank. This was demonstrated on simulated mixing box blockage data (Section 7.3.1) as well as on

plant data during a mixing box blockage (Section 7.3.3).

The state estimation of the effect of losses at the product and waste drain-and-rinse screens, in Section
7.4, show that these losses can be seen in the flow of medium to the correct medium tank (Q;,car), In
Figure 7.17). Despite the noise present in the EKF estimation of Q;,(car), the change in the simulated
value of Q;,cy) (Which changes from 0.086 m?3/s to 0.085 m?/s due to the simulated losses at the
screens) is large enough to be visible in the EKF estimation. This is expected as the RMSE value of
the Q;,(cum) of the simulation is 0.002 m?3/s, and so because the magnitude of change in the Qin(cm)
(0.006 m?/s) is greater than the RMSE value, it is expected to be visible in the EKF estimation. With
the context that the simulated screen losses are 5% of the simulated flow of medium to the screens,
this result suggests that losses smaller than 5% would not be possible to detect in the EKF estimation
of Qincm)- It is also clear in the simulation of screen losses results, that the effect on the level is

noticeable (see Figure 4.3).
The state estimation of the secondary tank system during the screen losses simulation demonstrates

that it is not possible to see these losses in the EKF estimation of the flow of medium to the secondary

tank (Qjy(sec)» in Figure 7.18). This is because the RMSE of this estimation is 0.002 m?/s, while the
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change in Q(sec) 1s much smaller, at 1.4 x 10~* m?/s, due to the bleed stream of drained medium from

the screens to the secondary tank being very small.

Similarly, the state estimation of the medium losses to the magnetic separator effluent in Section 7.5
demonstrates that it is not possible to see these losses in the EKF estimation of the flow of medium
into the correct medium tank (Q;,(cu), in Figure 7.21). This is because the change in Q;,(cp) (0.0013
m3/s) is larger than that of the RMSE of the estimate (0.002 m?>/s), due to the flow of medium from the
magnetic separator concentrate to the correct medium tank being very small (see Qs Figure 7.19). As
the simulated reduction in flow from the magnetic separator was 50%, it is therefore unlikely that any
changes in the concentrate flow from the magnetic separators will be detectable in the EKF estimation

of Qin(cm)» as changes in Qug greater than 50% are highly unlikely.
8.1.2 Identifying medium losses

The state estimation of the three major sources of medium losses has shown that losses due to mixing
box blockages can be seen in the state estimation of the outlet coefficient ky;p, while losses at the
drain-and-rinse screens can be seen in the state estimation of the flow into the correct medium tank,
Qin(cm)» as well as the correct medium tank level, 7, cy). Finally, the state estimation has shown that
losses to the magnetic separator effluent can only be seen in the correct medium tank level, if at all.
The implication of this is that only losses due to mixing box blockages can be definitively identified,
as when they occur the EKF estimate of outlet coefficient ksp will decrease, and, if the blockage is

enough to result in overflows, the estimate of Q;,cy) Will decrease.

On the other hand, medium losses at the screens are not definitively identifiable, as the effects of
these losses is only seen in the estimate of Q;,(car), which will show a decrease. When this decrease
is seen, it is not possible to attribute it to screen losses with certainty, as an unexpected decrease in
Qin(cm) (unexpected in that it is not due to changing pump speeds) could be due to other unmeasured
disturbances, such as a change in Spp (the split of the ratio of overflow to underflow in the secondary

densifier — see Section 3.9).

Table 8.1 shows the unmeasured disturbances that can occur (a change in the volumetric flow split of
the primary and secondary densifier, Spp and Ssp respectively, as well as medium losses), and the effect

they have on key observable variables in the circuit (which can be estimated using the EKF).
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Table 8.1. First order responses of key circuit variables as a result of medium losses.

Mixing box Magnetic separator Drain-and-rinse ) )
Change in Spp Change in Ssp

blockage losses screen losses
A N N N S
Oin(sec) - — B T B
kus . —_— — — —
hiev(mB) o — S - -

Table 8.1 shows that a change in Ssp (which is both unobservable and uncontrolled) can produce the
same effect on Q;,cy) and Qi (sec), as medium losses at the drain-and-rinse screens would cause. It is
therefore not possible to definitively identify losses occurring at the drain-and-rinse screens. Therefore,
to definitively detect screen losses, additional instrumentation is required to measure these as yet

unmeasured disturbances.

Finally, medium losses to the magnetic separator effluent are also not identifiable, as the effect on both

Qin(cm) and the correct medium tank level is very small.
8.1.3 Improving identification of medium losses

From Table 8.1, it is clear that if the flow rates of medium into the correct medium tank from the
secondary densifier underflow was known, then the medium losses at the drain-and-rinse screens would
be detectable, provided the losses were large enough. Therefore, simply through the addition of a flow

meter on the secondary densifier underflow, medium losses at the screens would be identifiable.

Losses to the magnetic separator effluent are harder to identify. As seen in the simulation of these
losses (see Section 7.5.1), the flow rate of concentrate medium returning from the magnetic separator
is small in magnitude, and so a change in this flow rate is difficult to detect using an EKF estimate.
Due to how small the flow is, installing a flow meter is not practical. To detect medium losses to the
magnetic separator effluent, a density-focused model should be investigated, rather than a flow-focused
model as developed in this work, as effluent losses are most likely to be most clearly seen in changes

in density.
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8.2 CONCLUDING REMARKS

A model for the flow of medium through a DMS circuit has been developed by modelling the individual
units of the circuit. The models developed for the circuit units were then combined on a simulation
platform (Simulink) and simulated. The circuit was simulated with a step change in the primary
densifier speed introduced. The simulation results were consistent with the theory. The model was
then validated using plant data for the correct medium tank and the mixing box. The model results

showed close adherence to the plant data.

The unit models were then adapted to include unmeasured process disturbances and parameters (known
in the simulation, but unknown in the plant) as unmeasured constant states, and these augmented
units were assessed for observability. This observability analysis showed that the mixing box, correct
medium tank and secondary tank are fully observable given the current level of instrumentation of the
circuit. The dilute medium tank is not, however, fully observable. Additionally, the drain-and-rinse
screens, primary and secondary densifiers, and magnetic separator are modelled in steady-state, and

given the current instrumentation, there is no method to validate these models online.

Following this, state estimation using an EKF, was then developed for the observable units within the
circuit: the correct medium and secondary tanks, and the mixing box. The state estimation was first
applied to simulated data. The estimation results indicated adequate tracking of the model states and
outputs. This included for the flow rates of slurry entering the correct medium and secondary tanks,
which are known in the simulation but not measured in the plant, and therefore require estimation.
Similarly, the state estimation for the mixing box included estimation of the mixing box outlet
coefficient kyp, which is unknown in the plant, and subject to change during blockages. State
estimation was then applied to plant data for the observable units, and the estimation results for the
outputs tracked the plant outputs adequately. For both the simulation estimates and the plant data
estimates of the flow of medium into the correct medium and secondary tanks, there was significant

noise in the estimates.

The three sources of loss of medium in the circuit were then analysed. It is valuable to be able to
detect medium losses in the DMS circuit as these can contribute up to 39% of DMS plant operating
costs (Dardis, 1989). If losses can be detected, and the source identified, they can be acted on and

reduced.
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Medium can be lost due to mixing box blockages causing medium overflows, at the drain-and-rinse
screens (due to adhesion to the ore, or screen blinding), and in the magnetic separator effluent.
These losses were simulated in the developed DMS circuit model, and state estimation applied to the
simulations. In the case of a mixing box blockage, plant data was available, and so state estimation
was applied to the mixing box blockage plant data. The state estimation results indicated that mixing
box blockages are identifiable through state estimation, while only medium losses of 5% or greater at
the product and waste drain-and-rinse screens can be seen in the state estimation. Furthermore, losses
at the drain-and-rinse screens produce the same effect on the flow of material into the circuit tanks as a
change in the volumetric split to overflow in the secondary densifier. These losses are therefore not
definitively identifiable; however, analysis shows that the installation of a flow meter on the overflow
of the secondary densifier could resolve this, and allow the screen losses to be identified. Finally, the
estimation results show that medium losses to the magnetic separator are not identifiable using the
developed model and state estimation, due to the flow rates of concentrate from the magnetic separator

being small in magnitude.
8.3 RECOMMENDED AVENUES FOR FUTURE WORK

This dissertation has shown that, out of the three main sources of medium losses, losses caused by
blockages in the mixing box resulting in overflows are the only losses definitively identifiable using the
model developed. Given this, a recommended avenue for future work is to install the suggested flow
meter on the secondary densifier overflow, and conduct a study on medium losses at the drain-and-rinse
screens. Episodes of high medium losses at the drain-and-rinse screens can be identified in plant data,
and state estimation can be applied to this data to determine if these losses can be definitively identified

with the addition of the new flow meter.

More focus can also be given to losses to the magnetic separator effluent. This dissertation has shown
that a flow-focused model (as developed here-in) is not capable of yielding a good enough indication
of changes in the magnetic separator concentrate flow rate. Future work can investigate the merits
of a model that includes density modelling, for application in the detection of medium losses to the

magnetic separator effluent.

Finally, this dissertation has applied state estimation retrospectively to plant data. Further work can be
done to implement this live on the plant, so that mixing box blockages can be detected in real-time,

thereby reducing medium overflows at the mixing box. A control system can also be developed, to
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reduce the flow of ore or medium to the mixing box when a blockage occurs, and therefore control the

state-estimated mixing box level, and avoid overflows.
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ADDENDUM A OBSERVABILITY MATRICES

Correct medium tank system:
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Secondary tank system:
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