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## Statistical Analysis

To estimate the impact of the exposure on the level and trend of the outcome variables the following regression model was used:
$Y_{t=} \beta_{0}+\beta_{1} T_{t}+\beta_{2}$ Exposure $1_{t}+\beta_{3}$ Time after Exposure $1_{t}+\beta_{4}$ Exposure $_{t}+$ $\beta_{5}$ Time after Exposure $2_{t}+\beta_{6}$ Exposure $3_{t}+\beta_{7}$ Time after Exposure $3_{t}+\beta_{8}$ Exposure $_{t}+$ $\beta_{9}$ Time after Exposure $4_{t}+\beta_{10}$ Exposure $5_{t}+\beta_{11}$ Time after Exposure $5_{t}+\varepsilon_{t}$
$Y_{t}$ represents the outcomes, either TB investigations or confirmation of TB cases measured per month $t$, respectively. Tt represents the time, in months, that has elapsed since the beginning of the series. Exposure ${ }_{t}$ is a dummy variable that is equal to 0 in the pre-exposure and 1 in the post-exposure period. Time after Exposure $_{t}$ is the interaction factor between a specified exposure and time. $\beta_{0}$ is the starting level of the outcomes at time zero, respectively. The coefficient $\beta_{l}$ measures the monthly change in the outcomes in the pre-pandemic period while $\beta_{2,4,6,8,10}$ denotes the changes in the outcome levels immediately after a respective exposure period. $B_{3,5,7,9,11}$ represents the changes in the slope of the outcomes pre- and post-exposure period of interest. P-value $\leq 0.05$ will be used as the measure of statistical significance. Thus, significant $p$-values in $\beta_{2,4,6,8,10}$ will show an immediate exposure effect whereas a significant $p$-value in $\beta_{3,5,7,9,11}$ represents a change over time. ${ }^{1} \varepsilon_{t}$ is the error term for any arising random variability that has not been accounted for by the model.
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