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A B S T R A C T   

Teaching data science programmes poses challenges for instructors due to the transdisciplinarity of the field and 
the diverse backgrounds and skill levels of students. Effective data science education requires a comprehensive 
approach that incorporates theoretical knowledge, practical skills, and industry relevance. However, it is difficult 
to find appropriate teaching strategies and tools that successfully integrate all these elements into the classroom. 
Consequently, there is a need to identify and develop effective pedagogical methods, instructional resources, and 
technological solutions that enable instructors to deliver well-rounded data science education that caters to the 
diverse needs of students and prepares them for real-world data-driven challenges. Knowing which technology is 
appropriate to use in conjunction with a particular teaching pedagogy to deliver a particular piece of learning 
material to diverse students is crucial. Therefore, this study aimed to explore how the TPACK (technological 
pedagogical content knowledge) influences data science teaching practices. To achieve this, the study surveyed 
26 data science instructors to assess their confidence in the seven TPACK constructs. The findings of the study 
showed a low representation of women in data science education. The findings also showed a balanced 
knowledge between pedagogy and technological content, indicating that instructors can contribute to a 
comprehensive and engaging learning environment that supports student success in data science education. 
Despite this positive finding being established, it was not clear which technological teaching and learning tools 
instructors are familiar with. To this end, future studies are recommended in this area. The results further showed 
that model evaluation is not taught at undergraduate level. Therefore, the study recommends continuous pro-
fessional development for data science instructors to effectively contribute towards training current and future 
data scientists. This is necessary since technologies, data, and data science tools and techniques evolve. 
Furthermore, the study recommends research be conducted on the type of data science framework required to 
guide instructors in terms of curriculum design, pedagogies, and technological tools. Research that informs 
policy is also necessary to support efforts directed at data literacy, especially to support personnel involved in 
human capacity development in data science. Lastly, within the scope of data science, interdisciplinary collab-
oration at national and international levels is recommended so that instructors can stay updated with ad-
vancements in subject matter, technology, and pedagogy.   

1. Introduction 

Data science education (DSE) is an emerging transdisciplinary aca-
demic field that is gaining interest from researchers and practitioners. It 
integrates knowledge from computer science, mathematics and statis-
tics, and other domains (Mike, 2020). Teaching data science requires 
transdisciplinary pedagogical approaches to deliver instructional pro-
grammes. Integration of technology is also important for how data 

science techniques are applied and resource sharing. Regarding data, 
literature shows that the use of technology advances data skills and 
improves knowledge relating to using real data sets as part of the DSE 
(Saddiqa et al., 2021). However, changes in organisational practices and 
new data science trends have out-paced DSE. This has created a 
knowledge gap, which may result in the misinterpretation of data, 
leading to misinformed policies and strategies (Schatsky et al., 2018). 

While the number of data science programmes is growing (Loy et al., 
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2019; Yu & Hu, 2019), recruiting trained and knowledgeable instructors 
in data science remains a challenge (Msweli, 2023; Paul & Aithal, 2018; 
Song & Zhu, 2016). Also, the foundational approaches applied in 
teaching data science are not flexible enough to adapt to changes and 
quickly fill the requisite skills gap (Donoghue et al., 2021). The other 
challenge is the limited information concerning how to teach students in 
this discipline. For instance, students usually struggle to understand 
real-time data, and advanced statistical models and algorithms (Liu & 
Wei, 2020). This poses constraints on democratising DSE because in-
structors cannot disseminate the knowledge at the expected level which 
cover various aspects of data science (Price & Ramaswamy, 2019), and 
produce data scientists who are experts in the field. The majority of these 
challenges can be addressed by adopting a TPACK (technological 
pedagogical content knowledge) to assess the level of competency 
among instructors (Koh & Chai, 2016). TPACK has been trending in the 
educational technology context (Tseng et al., 2020), however, it has not 
been studied within the field of data science (Mike, 2020). Improving 
the skills of academic staff will allow full data science participation, 
especially among higher institutions of learning, where students are 
looking forward to being part of the workforce or are already practicing 
in the field. Thus, it is the instructor’s role to guide students and 
demonstrate to them how to navigate the existing data science tech-
nologies, and introduce them to the learning strategies they can use for 
learning future technologies (Donoghue et al., 2021). 

Continued assessment of instructors’ TPACK will support and 
improve teaching practices, and the development and continued review 
of data science programmes in line with the changing DSE landscape. 
DSE is technical and highly technologically focused. While students 
learn about technology, they must also learn how to use technology to 
improve the learning process. Several technologies can be adopted when 
teaching data science (Anderson et al., 2015; Beckman et al., 2021; Kim 
& Henke, 2021); however, it is important to adopt strategies that will 
suit the course content and teaching methods (Beckman et al., 2021; 
Msweli, 2023). Data science instructors with limited skills and knowl-
edge concerning the subjects they teach may be unable to contribute to 
this academic field. For instance, without the requisite knowledge, these 
instructors are unable to teach data analytics (i.e. analysis of raw data 
with the aim of making specific predictions about or deriving conclu-
sions from the data) (Chang et al., 2018; Daniel, 2019; Hernán et al., 
2019). To teach algorithms adequately, instructors need specialized 
expertise, which is distinct from subject knowledge or generic pedagogy 
(Nijenhuis-Voogt et al., 2021). In addition, they need to be aware of 
technological tools that may afford students hands-on experience to gain 
a deeper understanding of skills requirements of the industry. Under-
standing the data science content and choosing the right pedagogy and 
technology to use in the classroom is a step toward closing the data skills 
gap. 

For DSE instructors and students to master fundamental skills and 
knowledge, exposure to data science methods is necessary. Knowledge 
of data science teaching methodologies, subject matter, and tools, as 
well as how to combine them for effective learning can contribute to-
wards such exposure. To encapsulate some of the crucial knowledge 
characteristics needed by facilitators for scholarly integration in their 
teaching methods and strategies, this study uses the TPACK paradigm. 
The purpose of this study is to investigate how the TPACK framework is 
currently integrated into data science curricula and instructional 
methods. With this objective in mind, the study examines TPACK inte-
gration in educational settings, identifying strategies, assessing effec-
tiveness, and exploring challenges and best practices in DSE 
implementation. It is in this context that the study formulated the 
following research questions: 

How does the TPACK framework influence teaching practices in data 
science? 

By conducting this investigation, the study seeks to contribute to the 
understanding of how TPACK can enhance the quality of DSE and inform 
future curriculum development and instructional strategies in this field. 

Such a contribution has the potential to advance the field and ensure 
that students are well prepared for careers in data science. The 
remainder of the paper is structured as follows: after the introduction, 
the study distils prior work concerning the area of interest; thereafter, 
the study gives an account of the methods adopted to collect study data. 
Before venturing into a discussion of the data, the study showcases the 
results obtained using the above-mentioned methods. The paper rounds 
off with a section on the conclusion, implications, limitations, and areas 
for further research. 

2. Literature review 

2.1. Data science instructional content 

Historically, DSE has focused attention on STEM (science, technol-
ogy, engineering, and mathematics) programmes, thus leaving non- 
science programmes lagging behind (Yadav & Debello, 2019; Twino-
murinzi et al., 2022). Despite previous research recommending that 
programmes should focus on cultivating skills that are less prone to 
automation such as business understanding and storytelling using data 
(Donoghue et al., 2021), content that focuses on these concepts is 
minimal (Dill-McFarland et al., 2021). This is especially true where 
there is specialisation or domain-specific training; it is still difficult to 
develop content that is customised for a particular industry (Garmire 
et al., 2017; Otero et al., 2014). The majority of the programmes lean 
towards computer science; others are, like (e.g. statistics), without 
specification of data (Wang et al., 2017). There is a need to understand 
how data science content from the various technology disciplines can be 
blended to create a pool of data science skills. Additionally, DSE students 
should be afforded opportunities to dissect data by understanding the 
problem, identifying patterns, and presenting evidence that proves the 
reliability and usefulness of the data patterns (Yu & Hu, 2019). In-
structors armed with knowledge of the subject matter are better 
equipped to understand what the students should be taught and how it 
should be taught. Additionally, it is anticipated that instructors will also 
be able to identify specific concepts that make data science simple or 
complex and how technology can be used to improve learning (Mishra & 
Koehler, 2008). In a fast-changing and data-driven era, instructors must 
be prepared to grow with change where they are enabled to reimagine, 
adjust, improve, and adapt the relevant concepts (Niess, 2011). 

2.2. CRoss Industry Standard Process for Data Mining 

CRoss Industry Standard Process for Data Mining (CRISP-DM) is a 
popular framework for data science projects (Wirth & Hipp, 2000). It is 
also used in DSE programmes as a standard process for executing data 
science projects. The framework is also beneficial for teaching data 
science and analytics in many educational programmes, including uni-
versities, bootcamps, and online courses (Jaggia et al., 2020). CRISP-DM 
provides a structured approach to data science curricula that can help 
students to develop a more systematic and efficient way of working. It 
further provides a structured and standardized approach to data mining 
that can be applied to a wide range of data science problems. 

2.3. Pedagogies in data science educational programmes 

The nature of data science imposes a new kind of pedagogy that not 
only focuses on theoretical and practical training but also incorporates 
practices for inquiry and interpretation (Mike, 2020). A combination of 
pedagogies may be necessary to deliver data science instructional pro-
grammes, considering the transdisciplinary nature of concepts (Asa-
moah et al., 2020; Twinomurinzi et al., 2022). For instance, Yadav and 
Debello (2019) recommend various practices to teach Python as part of a 
data science course. Metcalf et al., (2016) also propose a set of peda-
gogical strategies to teach ethics in data science. The call for trans-
disciplinary pedagogy is a topic of growing interest (Asamoah et al., 
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2020). Based on the level of difficulty, data science instructors need to 
be familiar with the details of the content they teach and be able to apply 
proper teaching practices. Dubey and Gunasekaran (2015) argue that, if 
education is not backed by appropriate training, the learning outcomes 
may not translate into desired skills. However, topics on the application 
or adoption of pedagogical approaches in DSE remain minimal (Saltz & 
Heckman, 2015). Extant literature only focuses on teaching the tech-
nical part of data science, where project-based learning is framed as a 
suitable pedagogy for DSE (Kim et al., 2021; Saltz & Heckman, 2015; 
Donoghue et al., 2021; Schwab-McCoy et al., 2021), despite its chal-
lenges in various domains (Mike, 2020). Instructors already in STEM 
faculties, are at an advantage because they have experience in teaching 
complex concepts and some of the modules may already be part of the 
data science curriculum. However, it may be difficult to teach a student 
how the product domain concepts fit into the whole picture. It may also 
be a challenge to teach data science concepts to non-science students 
(Garcia-Algarra, 2020; Gil, 2014; Price & Ramaswamy, 2019; Sulmont 
et al., 2019). 

2.4. Integration of technology into data science education 

Integration of technology into teaching is not about technology, but 
relates to the content and effective instructional methods (Thomas et al., 
2013). Game-based platforms (gamification or animation), cloud-based 
virtual labs, Github, and interactive learning platforms are some of the 
innovative tools that are used to teach data science (Beckman et al., 
2021; Graux et al., 2021; Saddiqa et al., 2021). Technology provides an 
innovative environment for disseminating material and putting princi-
ples into action in more effective ways, however, focus is still placed on 
the curriculum, teaching, and learning. Incorporating technology for 
effective teaching of data science programmes has been reported (Sad-
diqa et al., 2021). Digital technologies are particularly useful for 
teaching and learning purposes in a sense that students can have a 
simulated data science project that portrays real-world scenarios, while 
working with fellow students (Anderson et al., 2015; Graux et al., 2021; 
Kim & Henke, 2021). Resource sharing, such as datasets and other 
learning material, including instructional videos, is also possible (BHEF, 
2017; Saltz & Heckman, 2015; Van Dusen et al., 2019). Therefore, 
importance should be placed on how and why technology is used, rather 
than the type of technology. The challenge might be the adoption of 
technology among instructors or their beliefs and attitudes toward 
technology (Ertmer et al., 2012). For instance, instructors without the 
technological skills will find it challenging to adopt technology for 
teaching and learning purposes. Some strategies such as gamification 
have been proposed and adopted for a better understanding of data 
science (Garcia-Algarra, 2020; Hee et al., 2016). Interactive and inte-
grative platforms are useful when introducing students to complex 
concepts and improving their success rate (Anderson et al., 2015; Hee 
et al., 2016). 

2.5. Technological pedagogical content knowledge 

TPACK results from the work of Mishra and Koehler (2008) expands 
on pedagogical content knowledge framework by incorporating the 
element of technological knowledge into the paradigm (Graham, 2011). 
The framework examines practices that can simplify learning to suit 
student needs and those of the course being taught. The framework 
effectively presents three domains, namely TK (technological knowl-
edge), PK (pedagogical knowledge), and CK (content knowledge). Using 
the best pedagogy and technology available, this combination enables 
teachers to provide engaging course material to students (Mishra & 
Koehler, 2006). Table 1 summarises the knowledge components of 
TPACK. 

The use of a framework has been recommended for planning, 
developing, and delivering student-centered educational activities and 
for creating virtual or simulated learning platforms (Salas-Rueda, 2020), 

in line with the current trends in DSE. To the best of our knowledge, 
there is limited research on the application of TPACK in DSE, especially 
in institutions of higher learning (Kim et al., 2021). Few studies have 
applied TPACK in STEM modules, such as maths (Salas-Rueda, 2020), 
artificial intelligence (AI) (Kim et al., 2021), and science (Jang & Chen, 
2013). The use of TPACK can contribute to the establishment of in-
terventions for accomplishing the needed knowledge, skills, and capa-
bilities, and professional human capacity development (Scott & Nimon, 
2021). 

3. Methodology 

3.1. Research instrument 

This study adopted TPACK as a framework to understand the ability 
of instructors to teach data science with the aid of technology. The study 
adapted the research instrument developed by Elas et al. (2019). The 
instrument was updated to align the questionnaire with the CRISP-DM 
process model, a widely recognized and industry-standard framework 
for data science projects. By incorporating elements of CRISP-DM into 
the questionnaire, we aimed to capture relevant aspects and practices 
specific to DSE. The adaptation of the previously validated questionnaire 
was to enhance the validity and reliability of the study’s findings. To 
establish whether it meets the study objectives, the new questionnaire 
was reviewed by two educational specialists in the field of data science. 
The questionnaire contained 31 items for measuring instructors’ confi-
dence in the seven TPACK constructs. After administering the ques-
tionnaire online, the collected data was statistically analysed using IBM 
SPSS AMOS version 21. The analysis encompassed various aspects, 
including demographic results of the participants and other relevant 
descriptive statistics. In addition to the descriptive statistics, 
cross-tabulation analysis was conducted on the collected data. These 
analyses allowed for the examination of the relationships between two 
or more categorical variables. 

Table 1 
Summary of TPACK from Mishra and Koehler (2008).  

Knowledge 
Component 

Description 

TK Knowledge about technologies and digital tools such as 
blackboard. 

CK Instructors must possess a deep understanding of the core 
concepts and techniques in DS, including data manipulation, 
statistical modeling, and Machine Learning (ML). 

PK Instructors must have a strong understanding of effective 
teaching strategies and how to design and deliver engaging 
and interactive lessons that cater for different learning styles. 

PCK In pedagogical content knowledge (PCK), pedagogical and 
content knowledge converge. The main issue when examining 
the link between content and pedagogy is how disciplines 
differ from one another and if disciplines can or should be 
taught using the same teaching methods. 

TCK The main goal of technological content knowledge (TCK) relies 
on understanding how content and technology impact and 
constrict one another. Apart from the topic matter they teach, 
facilitators must have a thorough awareness of how the use of 
technology might alter the subject matter. 

TPK Technological pedagogical knowledge (TPK) refers to 
knowledge of pedagogical affordances and constraints of a 
range of technological tools, which relate to disciplinarily and 
developmentally appropriate pedagogical designs and 
strategies. 

TPACK To improve teaching and learning, instructors must be able to 
use technology effectively. This entails utilizing interactive 
platforms and tools, producing interesting multimedia 
material, and making use of internet resources.  
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3.2. Participants 

The study purposefully recruited 26 data science instructors as 
study’s participants, through business networks, colleagues, and re-
ferrals. The recruitment of participants in this study was guided by the 
need for expertise, diversity, and active involvement in data science 
instruction, ensuring a comprehensive exploration of the challenges and 
strategies associated with teaching data science programmes. The 
researcher successfully applied for ethical clearance from the university 
research committee to collect data. All participants gave consent to 
participate in the study. Data was collected over a 2-month period 
during the 2022 academic year. Descriptive statistical analysis and 
cross-tabulations were conducted to analyse data. 

3.3. Demography of participants 

A brief demographic analysis of the participants covering the gender, 
highest qualification, level of data science qualification being taught by 
the instructor, and years of experience category is presented in Table 2. 

Based on Table 2, the overwhelming majority (81%) of instructors 
are male, while 19% of the instructors are female (see Table 2). This 
indicates a gender disparity among instructors in the field of data sci-
ence, with a significantly higher proportion of male instructors 
compared to female instructors. This gender disparity raises concerns 
about diversity and highlights the need for efforts to address this 
imbalance. The results indicate that a significant proportion of data 
science instructors have a master’s degree (39%) as their highest qual-
ification. This suggests that they have attained an advanced level of 
education in their respective fields, which can contribute to their 
expertise and knowledge in data science. Additionally, 31% of in-
structors have honours degrees, indicating a substantial portion with a 
strong foundational education. The presence of instructors with diverse 
qualifications, including master’s degrees and honours degrees, can 
bring a variety of perspectives and expertise to the classroom. Different 
educational backgrounds can lead to varied approaches to teaching data 
science concepts, enriching the learning experience for students. The 
finding that about 4% of the instructors’ qualifications could not be 
established raises the importance of proper qualification verification 
processes. It is crucial for educational institutions to ensure that in-
structors possess the necessary qualifications and expertise to teach data 
science effectively. Proper verification processes help maintain the 
credibility and quality of DSE. Based on the result, the significant per-
centage of instructors with more than 10 years of teaching experience in 
data science indicates a wealth of pedagogical expertise, subject matter 
mastery, adaptability, and potential for mentorship. The instructor’s 
experience contributes to the quality of instruction, fosters innovation, 
and promotes continuity in the academic field of data science. According 
to the results, less than half (42%) of the instructors teach data science at 
an undergraduate level. It is worth noting that the distribution of in-
structors across different levels may vary based on factors such as 
institutional context, program offerings, and the specific goals of DSE 
initiatives. Understanding this distribution can help inform curriculum 
development, faculty hiring decisions, and the design of data science 
educational programmes. 

4. Analysis and results 

4.1. Results on central tendency 

To determine how centered the distribution of the study’s constructs 
is, central tendency measurements were used. A five-point Likert scale 
was used to measure the level of agreement of the participants with a 
particular statement. Numerical values ranging from 1 (denotes 
“Strongly disagree”) and 5 (denotes “Strongly agree”) were used to 
measure the attitude of the participants towards the constructs under 
investigation, namely: CK, PK, TK, PCK, TCK, TPK, and TPACK. The 
average mean for all constructs was 4.40. The instructors answered all 
the questions; the mean and standard deviation are reported for each 
subscale in Table 3. 

4.1.1. Summary of descriptive statistics 
CK (4.12) is high and very close to PK (4.13). This could mean that 

instructors of data science are familiar with the content that need to be 

Table 2 
Demographic information of selected participants.  

No Gender Highest 
qualification 

Years of experience DS programme 
taught 

1 Male Bachelor’s degree +10 years of 
experience 

Undergraduate 
level 

2 Male Other 1–5 years of 
experience 

SLP 

3 Female Vocational 
training 

Less than 1 year SLP 

4 Female Master’s degree 1–5 years of 
experience 

Postgraduate level 

5 Male Master’s degree 1–5 years of 
experience 

Undergraduate 
level 

6 Male Honours degree +10 years of 
experience 

Undergraduate 
level 

7 Male Honours degree +10 years of 
experience 

Postgraduate level 

8 Male Honours degree +10 years of 
experience 

Undergraduate 
level 

9 Male Master’s degree 1–5 years of 
experience 

Undergraduate 
level 

10 Male Bachelor’s degree Less than 1 year SLP 
11 Male Bachelor’s degree +10 years of 

experience 
SLP 

12 Male Other +10 years of 
experience 

SLP 

13 Male Honours degree +10 years of 
Experience 

Undergraduate 
level 

14 Male Honours degree +10 years of 
Experience 

Postgraduate level 

15 Male Honours degree +10 years of 
Experience 

Postgraduate level 

16 Male Master’s degree +10 years of 
Experience 

Undergraduate 
level 

17 Female Master’s degree +5 years of 
Experience 

Postgraduate level 

18 Male Bachelor’s degree +10 years of 
Experience 

Undergraduate 
level 

19 Male Master’s degree Less than 1 year Postgraduate level 
20 Male Honours degree +5 years of 

Experience 
Undergraduate 
level 

21 Female Honours degree +5 years of 
Experience 

SLP 

22 Male Bachelor’s degree Less than 1 year Undergraduate 
level 

23 Male Master’s degree +10 years of 
Experience 

SLP 

24 Female Master’s degree 1–5 years of 
Experience 

SLP 

25 Male Master’s degree +5 years of 
Experience 

Undergraduate 
level 

26 Male Master’s degree 1–5 years of 
Experience 

Postgraduate level  

Table 3 
Summary of descriptive statistics.  

Construct Number of 
items 

Number of 
responses 

Mean 
scores 

Standard 
deviation 

CK 6 26 4.12 .812 
PK 7 26 4.35 .508 
TK 4 26 4.49 .472 
PCK 3 26 4.13 .811 
TCK 2 26 4.35 .596 
TPK 3 26 4.46 .574 
TPACK 6 26 4.20 .769  
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featured in data science educational programmes, and by extension the 
teaching practices that are deemed appropriate to deliver lessons. 
However, these ratings slightly lower than those of other TPACK 
measured constructs (i.e., TK, TPK). The lower ratings suggest that in-
structors require additional support to effectively teach data science 
concepts to groups of students. It is important to note that data science is 
a complex and rapidly evolving field, and teaching it can be challenging 
due to its interdisciplinary nature and the need for a good understanding 
of various technical concepts being taught. 

Based on the results presented herein, it appears that instructors have 
an equal level of understanding of both PCK and TCK; a rating score of 
4.35 was achieved for both constructs. This score suggests that in-
structors have a solid grasp of data science concepts as well as a good 
understanding of how technological tools impact the subject matter. 
PCK refers to an understanding of how to effectively teach specific 
subject matter to students. In the context of data science, it involves 
knowing how to structure and deliver lessons, design learning activities, 
and assess student understanding in a way that promotes effective 
learning of data science concepts. TCK, on the other hand, refers to the 
understanding of the technological tools and resources relevant to the 
subject matter. In the case of data science, this involves knowledge of 
programming languages, statistical software, data visualization tools, 
and other technologies commonly used in the field. The equal rating 
scores achieved for both types of knowledge indicate that instructors 
possess a balanced understanding of the pedagogical aspects of teaching 
data science and the technological tools required to support the subject 
matter effectively. This is a positive finding as it suggests that, not only 
are instructors are equipped to teach the content, they also leverage on 
appropriate technologies to enhance the learning experience for their 
students. 

Interestingly, the rating scores of TPK (4.46) and TK (4.49) are 
almost similar. This suggests that instructors have a good understanding 
of both constructs. This is a positive finding because it indicates that, not 
only are instructors familiar with the technological tools used in data 
science, they also know how to incorporate them effectively into their 
teaching practices. This way, instructors become well prepared to create 
dynamic and engaging learning environments that leverage technology 
to support student learning and mastery of data science concepts. 

The overall TPACK mean score of 4.20 suggests that instructors, on 
average, have a solid understanding of how to integrate technology into 
their teaching practices while effectively conveying CK in the field of 
data science. This means that they are likely to be proficient in selecting 
and utilizing appropriate technological tools, designing engaging 
learning activities, and effectively integrating technology to support 
student learning and achievement. However, it is important to note that 
there might still be some variation among individual instructors. Some 
instructors may excel in specific aspects of TPACK while others may 
require further support or development in certain areas. Ongoing pro-
fessional development opportunities, collaboration with colleagues, and 

staying updated with advancements in both technology and pedagogy 
can enhance instructors’ TPACK further. 

4.2. Cross-tabulation results 

Cross-tabulation analysis was conducted to explore the relationship 
between the concepts of CRISP-DM and the level of qualification at 
which they are primarily taught. The objective was to gain insights into 
how the different phases or components of CRISP-DM are associated 
with specific levels of qualification in DSE. 

4.2.1. Cross-tabulation between business understanding and the level of 
data science qualification 

Table 4 reveals that 50% of instructors teach business understanding 
at the postgraduate level, as opposed to 80% of instructors teaching at 
undergraduate level. This indicates that the majority of instruction in 
business understanding is indeed taking place at undergraduate level. 

Teaching business understanding at undergraduate level aligns with 
the typical educational pathway for students starting their studies in 
business or related fields. Undergraduate programmes often provide 
foundational knowledge and skills in business concepts, principles, and 
practices. Therefore, it is common for a larger number of instructors to 
be engaged in teaching business understanding at this level. 

4.2.2. Cross-tabulation between data understanding and the level of DS 
qualification 

The data presented in Table 5 shows that a very large proportion of 
instructors (83%) involved in teaching data understanding teach it at 
undergraduate level. This suggests that the majority of instruction in 
data understanding is taking place at the undergraduate level where 
students are typically pursuing their bachelor’s degrees. In contrast, a 
very small percentage of instructors (39%) is engaged in teaching data 
understanding at the postgraduate level. 

Looking at the percentage (39%) of instructors engaged in, this could 
mean that there is still a number of instructors teaching data under-
standing at other qualification levels. This distribution of instructors 
may reflect the educational structure of the institution or the specific 
focus and requirements of the data understanding curriculum. It is 
noteworthy that these percentages represent the sample of instructors in 
the study and may not be generalized to the entire population of data 
understanding instructors. 

4.2.3. Cross-tabulation between data preparation and the level of data 
science qualification 

The results presented in Table 6 indicate that 64% of the instructors 
that teach at the undergraduate level always teach data preparation. 
This leads to the belief a fair majority of instructors consistently include 
data preparation as part of their curriculum at undergraduate level. 

Teaching data preparation at the undergraduate level equips 

Table 4 
Cross-tabulation of business understanding and data science qualification.   

Level of data science qualification Total 

SLP Undergraduate level Postgraduate level 

Business Understanding Often Count 1 3 4 8 
% within Business Understanding 12.5% 37.5% 50% 100% 
% within level of DS qualification 12.5% 27.3% 57.1% 30.8% 
% of Total 3.8% 11.5% 15.4% 30.8% 

Always Count 1 4 0 5 
% within Business Understanding 20% 80% 0% 100% 
% within level of DS qualification 12.5% 36.4% 0% 19.2% 
% of Total 3.8% 15.4% 0% 19.2% 

Total Count 8 11 7 26 
% within Business Understanding 30.8% 42.3% 26.9% 100% 
% within level of DS qualification 100% 100% 100% 100% 
% of Total 30.8% 42.3% 26.9% 100%  
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students with the foundational knowledge and practical skills needed to 
work with real-world datasets. Moreover, it helps students understand 
the significance of data quality, data cleaning techniques, and the 
importance of preparing data for analysis to derive meaningful insights 
from the data. By including data preparation in the curriculum, in-
structors prepare students for the data-driven nature of various in-
dustries and thus help them to become proficient and more effective in 
working with data. This knowledge is vital for data analysts, data sci-
entists, and professionals in related fields who need to navigate and 
manipulate data to extract valuable information and make informed 
decisions. 

4.2.4. Cross-tabulation between business understanding and the level of 
data science qualification 

Based on the results reported in Table 7, at least 46% of the in-
structors that teach at the undergraduate level also offer teach data 

modeling modules. It can therefore be deduced that a significant pro-
portion of instructors at undergraduate level incorporate data modeling 
in their curriculum. 

The percentage of instructors offering teaching data modeling in-
dicates the recognition of data modeling as an essential component of 
undergraduate data science education. By emphasizing data modeling, 
instructors prepare students to become proficient in structuring and 
modeling data, thus enabling them to extract and derive meaningful 
insights from diverse datasets in their future careers. 

4.2.5. Cross-tabulation between model evaluation and the level of data 
science qualification 

As shown in Table 8, a percentage (50%) of instructors who teach 
SLPs rarely focus on explicit instruction and instead, place emphasis on 
model evaluation. The risk here is that instructors are predisposed to 
prioritizing other aspects of the short courses, such as introducing 

Table 5 
Cross-tabulation between data understanding and data science qualification.   

Level of data science qualification Total 

SLP Undergraduate level Postgraduate level 

Data understanding Often Count 4 4 5 13 
% within Data Understanding 30.8% 30.8% 38.5% 100% 
% within level of DS qualification 50% 36.4% 71.4% 50% 
% of Total 15.4% 15.4% 19.2% 50%  

Always Count 1 5 0 6 
% within Data Understanding 16.7% 83.3% 0% 100% 
% within level of DS qualification 12.5% 45.5% 0% 23.1% 
% of Total 3.8% 19.2% 0% 23.1% 

Total Count 8 11 7 26 
% within Data Understanding 30.8% 42.3% 26.9% 100% 
% within level of DS qualification 100% 100% 100% 100% 
% of Total 30.8% 42.3% 26.9% 100%  

Table 6 
Cross-tabulation between data preparation and level of data science qualification.   

Level of data science qualification Total 

SLP Undergraduate level Postgraduate level 

Data Preparation Often Count 5 2 4 11 
% within Data Preparation 45.5% 18.2% 36.4% 100% 
% within level of DS qualification 62.5% 18.2% 57.1% 42.3% 
% of Total 19.2% 7.7% 15.4% 42.3% 

Always Count 2 7 2 11 
% within Data Preparation 18.2% 63.6% 18.2% 100% 
% within level of DS qualification 25% 63.6% 28.6% 42.3% 
% of Total 7.7% 26.9% 7.7% 42.3% 

Total Count 8 11 7 26 
% within Data Preparation 30.8% 42.3% 26.9% 100% 
% within level of DS qualification 100% 100% 100% 100% 
% of Total 30.8% 42.3% 26.9% 100%  

Table 7 
Cross-tabulation between business understanding and level of data science qualification.   

Level of data science qualification Total 

SLP Undergraduate level Postgraduate level 

Data Modeling Often Count 4 5 2 11 
% within Data Modeling 36.4% 45.5% 18.2% 100% 
% within level of data science qualification 50% 45.5% 28.6% 42.3% 
% of Total 15.4% 19.2% 7.7% 42.3% 

Always Count 4 4 4 12 
% within Data Modeling 33.3% 33.3% 33.3% 100% 
% within level of data science qualification 50% 36.4% 57.1% 46.2% 
% of Total 15.4% 15.4% 15.4% 46.2% 

Total Count 8 11 7 26 
% within Data Modeling 30.8% 42.3% 26.9% 100% 
% within level of data science qualification 100% 100% 100% 100% 
% of Total 30.8% 42.3% 26.9% 100%  
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fundamental concepts, providing hands-on experience with data anal-
ysis tools, or focus on specific skills or applications within a limited 
timeframe. On the other hand, the data suggests that the low percentage 
of instructors teaching at the undergraduate level (40%) often teach 
model evaluation. This implies that within undergraduate programmes, 
greater emphasis is placed on introducing and instructing students on 
the importance and techniques of evaluating predictive models. 

Model evaluation is a crucial aspect of statistical learning and ML. It 
helps data scientists to assess the performance and generalization ca-
pabilities of predictive models and aids in selecting the most suitable 
model for a given task. Understanding model evaluation is essential for 
students pursuing careers in data science or related fields because it 
equips them with the skills to critically assess the quality and reliability 
of their models. While results of this study indicate that model evalua-
tion may not be frequently taught in SLPs or at the undergraduate level, 
it is still important to consider the overall curriculum and ensure that 
students receive exposure to the principles and techniques of model 
evaluation. Instructors and curriculum designers can explore ways to 
incorporate model evaluation in the curriculum, even if it is in a 
condensed or simplified form for SLPs. This could involve introducing 
key evaluation metrics, discussing best practices, or providing practical 
examples so that students can understand the concept better. 

4.2.6. Cross-tabulation between deployment and the level of data science 
qualification they teach 

The results in Table 9 indicate that 80% of the instructors that teach 
at the undergraduate always teach deployment. The high hign number 
of instructors teaching both deployment at undergraduate level testify to 
a strong focus on preparing students for the real-world implementation 
and utilization of their data science knowledge. 

By emphasizing deployment, instructors aim to bridge the gap be-
tween theoretical understanding and practical application, equipping 
students with the skills needed to deploy their models effectively. 
Teaching deployment at the undergraduate level may help students 
understand the considerations, challenges, and best practices associated 
with deploying models in various settings. Curriculum on deployment 

topics may include model packaging, integration with software systems, 
scalability, performance optimization, and monitoring. By providing 
instruction on deployment, instructors enable students to understand 
the end-to-end process of taking a model from development to 
production. 

5. Discussion 

Assessing someone’s teaching knowledge involves considering their 
qualifications, experience, expertise, and teaching approach (Niess, 
2011). However, assessing an instructor’s knowledge requires consid-
ering these elements in conjunction with each other. For instance, a 
qualified and experienced instructor with expertise in the subject matter 
might be ineffective if their teaching approach does not align with the 
needs and learning styles of their students (Jafar et al., 2016). 
Conversely, a teacher with a well-aligned approach but lacking in 
qualifications or expertise might struggle to deliver accurate and 
comprehensive instruction. Essentially this demands a probe into data 
science instructors’ teaching knowledge. While the instructor TPACK 
aspects have been explored in other STEM areas (Başaran, 2020; Dou-
kakis et al., 2021), research on data science has not investigated this 
area. This suggests a research gap in the field of DSE that needs to be 
attended to as the demand for data science skills continues to grow. 

Instructors’ gender is also noted as a factor that needs to be 
considered (Saeli et al., 2011; Spieler et al., 2019). Prior research has 
found men to be more technical and accustomed to technology, while 
women struggle with technology (Taopan et al., 2020). Even though the 
teaching profession often attracts women over men (Ambusaidi & 
Al-Maqbali, 2022), it is different when it comes to teaching technical 
modules. The underrepresentation of women in data science and other 
technical field is a well-recognized challenge in the field (Blake, 2019). 
The challenges start when few female students enrol for STEM pro-
grammes like data science (Rao et al., 2019), this continues to be an 
issue where organisation wants to appoint women but the number of 
women candidates are remarkably low (Spieler et al., 2019). This was 
noted in this study, where few data science instructors could be reached. 

Table 8 
Cross-tabulation between model evaluation and level of data science qualification.   

Level of data science qualification Total 

SLP Undergraduate level Postgraduate level 

Model Evaluation Rarely Count 4 3 1 8 
% within Model Evaluation 50% 37.5% 12.5% 100% 
% within level of data science qualification 50% 27.3% 14.3% 30.8% 
% of Total 15.4% 11.5% 3.8% 30.8%  

Often Count 3 4 3 10 
% within Model Evaluation 30% 40% 30% 100% 
% within level of data science qualification 37.5% 36.4% 42.9% 38.5% 
% of Total 11.5% 15.4% 11.5% 38.5% 

Total Count 8 11 7 26 
% within Model Evaluation 30.8% 42.3% 26.9% 100% 
% within level of data science qualification 100% 100% 100% 100% 
% of Total 30.8% 42.3% 26.9% 100%  

Table 9 
Cross-tabulation between deployment and the level of data science education.   

Level of data science qualification Total 

SLP Undergraduate level Postgraduate level 

Deployment Always Count 1 4 0 5 
% within Deployment 20% 80% 0% 100% 
% within level of data science qualification 12.5% 36.4% 0% 19.2% 
% of Total 3.8% 15.4% 0% 19.2% 

Total Count 8 11 7 26 
% within Deployment 30.8% 42.3% 26.9% 100% 
% within level of data science qualification 100% 100% 100% 100% 
% of Total 30.8% 42.3% 26.9% 100%  
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Despite efforts to promote gender diversity and inclusion such as 
Women in ML (WILM, 2023), and Women in Data Science (WIDS, 2023), 
there is still a gender gap in data science-related roles. This gender 
disparity can be attributed to various factors, including societal stereo-
types, lack of representation and encouragement at early educational 
stages, and unconscious biases in hiring and promotion processes 
(Ambusaidi & Al-Maqbali, 2022; Taopan et al., 2020). Mbwilo et al. 
(2019) have also reported lack of STEM education in women, lack of 
mentorship programmes for women in data science, and policy that 
support gender balancing initiatives as potential contributors to the 
gender disparity. Efforts should be made to encourage and support 
women in pursuing careers in data science and related disciplines; this 
includes research and collaboration opportunities. 

In the recent years, a number of studies on data science programme 
which places emphasis on their curriculum have been published, how-
ever, there has been little attention paid to the pedagogy of those pro-
gramme (Mike, 2020). Data science is flagged as a challenging 
qualification to teach due to its interdisciplinary nature and its 
complexity (Sulmont et al., 2019). Given the challenges associated with 
teaching data science, it is essential for instructors to possess a strong 
foundation in the field, stay updated with the latest trends, and 
continually enhance their pedagogical skills to effectively teach this 
complex subject matter. Mikroyannidis et al. (2018) recommended 
agility in data science instructors to adjust learning material for suit-
ability of diverse group of students as when data science landscape 
changes. This is in addition to applying technological tools that simplify 
learning around concepts that are deemed difficult. The challenge is that 
technology changes, therefore, those involved in teaching may need to 
learn these new technologies and be aware of the influence they have 
over a planned lesson. However, Ertmer and Ottenbreit-Leftwich (2013) 
advised that rather than the technology itself, emphasis should be placed 
on how it affects learning. Kim and Henke (2021) further advised that 
instructors should consider technologies that are easy for everyone to 
use. 

Based on the assumption that many data science instructors have 
taken technology-related courses, it is expected that they will be 
knowledgeable and experienced in technological tools. This was noted 
in this study. However, academic departments have indicated that 
teaching a variety of technical concepts involved in data science is one of 
the biggest challenges they face, especially where there is diverse group 
of students from various disciplines (Schwab-McCoy et al., 2021). By 
experimenting with various teaching techniques and technological 
tools, instructors can adjust their teaching strategies to align with the 
diverse behaviours of their students. It has been suggested that inte-
grated learning platforms be used, particularly when teaching machine 
learning for the model-training process (Kim et al., 2021; Yan & He, 
2020). Despite integrated learning platforms being encouraged, litera-
ture is relatively silent on the direct impact of data science automation 
on data science skills. While this may be the case, it is important to 
recognize that automation is not a replacement for the skills and 
expertise of data scientists. Rather, automation can be seen as a com-
plementary tool that enhances productivity and efficiency in certain 
aspects of data science workflows (Uzunalioglu et al., 2019). It is crucial 
for DSE to achieve a balance between imparting theoretical knowledge 
and practical skills while also acknowledging the place of automation in 
the field. Essentially, data science instructors need to be well-versed in 
the implications of automation in data science workflows. This includes 
adapting their teaching methods and materials to incorporate automa-
tion and staying abreast of the latest developments to prepare students 
for their data science careers. 

The interdisciplinary nature of data science is one of the key factors 
contributing to its effectiveness in solving complex problems and 
extracting meaningful insights from data. However, it is difficult to 
design programmes that speak to these factors (Mike, 2020; Sulmont 
et al., 2019). Student interests together with their prior knowledge in-
fluence the way data science curriculum is built and taught (Hagen et al., 

2019). The area is new and points of reference are limited concerning 
how to teach students data science to diverse students (Sulmont et al., 
2019). For instance, non-science students may not see the relevance of 
certain concepts of programming and mathematics in data science 
(Garcia-Algarra, 2020). Addressing their specific challenges, making the 
subjects relatable, and providing support can help non-science students 
overcome the initial difficulties and develop a solid foundation for data 
science. Data science programmes such as CRISP-DM may provide a 
structured and standardized approach for data science programmes, and 
also determine the knowledge level that students should acquire at 
different levels. 

With regards to data science content, the structural benefit that 
CRISP-DM provides in data science curricula has the potential to solve 
many inconsistencies that are currently experienced in the academic 
field of data science. Even though prior research indicates that it might 
be difficult to teach some of the data science concepts such as model 
deployment (Davenport & Malone, 2021; Song & Zhu, 2016), the use of 
collaborative tools or integrated technologies may be a solution (Gar-
cia-Algarra, 2020). Only knowledgeable instructors will know how to 
adjust their teaching methods to incorporate concepts that are deemed 
difficult to teach especially in a natural setting. 

Data science instructors may have realised that teaching and learning 
within data science disciplines can be more meaningful when technol-
ogy is incorporated into the classroom. This realisation might include 
knowing how each technology improves the learning process and how it 
supports the content being taught, as well as the limitations it may have 
on specific pedagogical strategies. To support data science instructors on 
their journey, TPACK becomes a useful construct (Sulmont et al., 2019). 
However, there is a need to understand how it can be applied in trans-
disciplinary areas of learning (Mike, 2020). To illustrate this point, 
TPACK geared towards improving mathematical studies and ML (pro-
gramming and algorithms) have been investigated as separate subjects 
(Doukakis et al., 2021; Salas-Rueda, 2020). However, computer science 
education has been studied as a whole discipline even though the main 
focus was on programming (Doukakis & Papalaskari, 2019). Based on 
this, one can assume that a need exists to identify concepts that are hard 
to teach within data science so that developmental training programmes 
for instructors can be identified. Prior studies have already indicated 
that having sufficient knowledge independently is not enough for 
technology integration into DSE (Ertmer & Ottenbreit-Leftwich, 2013). 

Despite previous studies highlighting some challenges concerning 
teaching data science, for instance, access to and use of open data 
(Saddiqa et al., 2021), TPACK lacks the capability of determining which 
technologies are instructors competent in, that could support DSE. This 
study could not confirm which teaching technologies the instructors are 
familiar with. Literature has covered a few learning technologies that 
support data science programmes; however, their effectiveness remains 
unknown. The adoption and use of technology in teaching data science 
still need to be explored. Few of the instructors are aware of pedagogical 
techniques that use technology to teach data science content. This can be 
resolved by providing training on pedagogical approaches and how they 
can be used with technology. 

Instructors have a role to play in preparing future data scientists for 
new and emerging technologies. One of the challenges to achieving this 
is that these instructors are not fully conversant with the content of these 
technologies, and some have no experience in using modern technolo-
gies. TPACK provides institutions with a framework that can be used as a 
self-assessment tool for data science instructors. This information is 
essential when preparing strategies for continuous professional devel-
opment (Doukakis et al., 2021). However, discussions on what compe-
tencies instructors need for teaching data science are sparse (Kim et al., 
2021). 

The different elements of data science need to be fostered in DSE. 
Details of each element consist of concepts, techniques, competencies, 
and skills that are popular within the corporate world. Thus, the struc-
turing and development of data science programmes should be both 
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controlled and practical since these elements differ from one another. 
For instance, the study argued for a need to apply different or combi-
nations of teaching pedagogies for each data science element where 
necessary. For instance, modeling algorithms cannot be taught using the 
same teaching pedagogies that are used to teach business understanding. 
Due to the transdisciplinary nature of data science, a variety of teaching 
approaches are employed to effectively teach different aspects of the 
field. What counts the most is the audience being taught. For instance, 
ML is difficult to teach to non-science students, but it is not impossible, 
as far as Sulmont et al. (2019) are concerned. Instructors must just un-
derstand the best ways to use technology to convey meaning (Beckman 
et al., 2021). 

6. Conclusion, implications, limitations, and areas for further 
research 

This study aimed to gain insights into instructors’ skills and com-
petencies when teaching data science through integration of technology. 
For this purpose, the data was collected from 26 instructors teaching 
data science at different learning institutions. The immediate findings of 
this study show that there are fewer female instructors in the data sci-
ence educational field. By addressing the gender gap in DSE, we can 
work towards creating a more balanced and representative data science 
community. This will not only benefit individuals but also contribute to 
the advancement of the field as a whole, since diverse perspectives and 
experiences foster innovation and drive meaningful change. 

Educational institutions have responded to the increase in demand 
for data science skills by providing data science programmes to fulfil the 
demands of both students and industry. Due to the field’s infancy, 
research in DSE is necessary to address a number of issues and guarantee 
the efficient delivery of data science programmes. New instructors will 
therefore be better prepared when teaching data science, especially to 
non-science students, by defining what current instructors find easy and 
difficult to teach. This will allow new instructors to be more prepared for 
any support that may arise. Granting the fact that current instructors 
have an acceptable level of TPACK, it remains difficult to identify the 
technologies instructors are familiar given the ever evolving nature of 
technology. However, this denotes a good foundation for DSE where 
instructors can create meaningful learning experiences for students in 
data science. It further implies that learning institutions may effectively 
bridge the gap between theoretical concepts and practical applications, 
thus ensuring that students gain a comprehensive understanding of data 
science principles and develop the necessary skills to work with data. 

Notwithstanding the fact that data science programmes are there, 
there is still a need to find ways to improve several aspects of DSE 
including curriculum development, instructional methods, assessment 
strategies, and the integration of data science across different disci-
plines. In addition, learning institutions need to invest adequate re-
sources in initiatives that improve teaching complex data science 
concepts and those that are practical in nature such as model evaluation 
and deployment. 

Despite the best efforts towards conducting this research study, few 
limitations are noted. Firstly, the study was conducted in a developing 
region, where the exploration of data science has not been fully 
explored. As a result, there are few learning institutions that offer data 
science programmes albeit with limited teaching staff. This has resulted 
in a smaller study sample. To illustrate, Twinomurinzi et al. (2022) 
found that only twelve universities offer data science programmes in 
South Africa, with only five programme offerings at undergraduate 
level. Therefore, the outcomes of this study may not be sufficiently 
generalizable, thus necessitating further investigation into data science 
instructors. Secondly, there are no items in the TPACK framework that 
refer to any particular data science subject topic, expertise, or practice. 
Data science is transdisciplinary; thus, the content knowledge and how it 
is measured might vary from one discipline to the next. Essentially, there 
is a need to conceptualise the TPACK framework, specifically for data 

science educational programmes, and understand the influence it has in 
each construct. The last limitation relates to the fact that only quanti-
tative instruments were used in the current investigation. This emerging 
area of research can benefit from other research methods such as qual-
itative methods. 

It is recommended that future studies focus on determining the 
impact technology has on data science pedagogical approaches, and 
what this means for those teaching within this discipline. Studies on 
professional development for data science instructors are also recom-
mended. In doing so, it will be ensured that learning, developing, and 
experience-gaining will all be continual processes throughout the 
teaching of data science. It is further recommended that guidelines be 
formed to guide the initiating and development of DSE and thus increase 
support resources that are needed such as but not limited to teaching 
practice and technological tools. Professional bodies are therefore 
necessary to advance and govern knowledge and practices in teaching 
data science. It is also advisable to examine the policies that support 
such efforts to ensure that adequate resources are allocated. 
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