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I 

ABSTRACT 

In this ab initio study, density functional theory, including a Hubbard U correction term 

(DFT+U), calculations were performed to investigate the photoelectrochemical (PEC) 

water splitting possibility of SnS2 monolayer. Initially, the thermodynamic stability and 

photocatalytic (PC) properties of pristine SnS2 were studied and it was found that it suffers 

poor electrical conductivity and the bottom of conduction band minimum (CBM) is below 

the reduction potential of 𝐻+/𝐻2 level, limiting the PC performance. To improve

performance for PEC water splitting, various doping strategies were performed on a large 

5 × 5 SnS2 supercell. These doping strategies are: C adsorbed onto an interstitial position, 

C adsorbed on a S atom, C adsorbed on a Sn atom, C substituting a S atom and C 

substituting a Sn atom. 

Si is in the same group with C, and prefers sp3 bonding while C prefers sp2 bonding 

network. A second study involved Si doping on a 5 × 5 SnS2 supercell following similar 

configurations to those of carbon (Si adsorbed onto an interstitial position, Si adsorbed on 

a S atom, Si adsorbed on a Sn atom, Si substituting a S atom and Si substituting a Sn 

atom).  These structures were relaxed using geometric optimization (GO) options found in 

the Quantum esspresso packages. The following properties were calculated: formation 

energies, band gap (𝐸𝑔) values, total and partial densities of states (TDOS and PDOS), 

charge density differences and band edge alignment. 

The formation energies of all the doped configurations is positive, therefore they are 

endothermic and an external energy is necessary for synthesis of the configurations. C/Si 

adsorbed on a Sn atom is the most energetically favourable doping configuration. 

Furthermore, it was found that all the doped configurations have 𝐸𝑔 values less than that of 

pristine SnS2 monolayer, but still fall within the visible light activation energy region. It 

was further established that doping configurations: C/Si adsorbed on an interstitial 

position, C/Si adsorbed on a S atom and C/Si adsorbed on a Sn atom, are n-type materials 

which introduce intermediate bands (IBs). These IBs act as a stepping stone of photon 

energy between the VBM and the CBM. The configurations: C/Si substituting a S atom 
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and C/Si substituting a Sn atom, are p-type materials and have no IBs which reduces the 

possibility of quick recombination of the electron-hole pairs. 

 

From charge density difference diagram analysis of these doping configurations, C dopant 

is the positive centre which could act as oxidants and Si is the negative centre which could 

act as reductants. Lastly, band edge alignment for pristine and doped SnS2 configurations 

were all suitable for oxygen evolution, as VBMs of the materials are below the oxygen 

evolution potential 𝑂2 𝐻2⁄ 𝑂. However, an external bias as a means of donating electrons 

into the material to raise CBM to energy levels above the water reduction potential 𝐻+/𝐻2 

will be needed. The presented results will be beneficial to experimentalists concerned 

about the production of clean 𝐻2 fuel. 
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CHAPTER 1: INTRODUCTION 

1.1 Brief introduction 

In this chapter, we introduce the main idea of the research carried out. Firstly socio-

economic problems such as worldwide energy shortages and technological solutions 

considered nowadays are mentioned. The necessity of two-dimensional (2D) 

semiconductors for photocatalytic water splitting are discussed to illuminate the motivation 

of the research. Lastly, we briefly highlight the methodology and computational techniques 

capable of conducting this research. Thereafter the aims with several objectives are 

highlighted. 

 

1.2 Rationale 

 

The increasing need for energy supply coupled with the shortage of energy sources has 

urged an increase in the search for more clean renewable sources. Up to 80% of the world 

population relies on the depleting and polluting fossil fuels (FFs) [1]. FFs inject up to 

5.981 million metric tons of carbon dioxide (CO2), a harmful greenhouse gas, into the 

atmosphere [2]. The critical problem this research aims to investigate is how to use a 2D 

material to synthesize an environmentally friendly energy fuel from a renewable source. 

FFs are known to be primary energy sources purely from the nature [3]. Examples of 

primary energy sources are: sun (solar), radioisotopes used in nuclear power stations, wind, 

wave, biomass, geothermal, etc. [3, 4, 5]. In the future, the most promising, clean and 

inexhaustible source of energy will be the sun. About 3 × 1024𝐽 of solar energy is received 

by the earth annually, which is 10 000 times more than the annual global energy 

consumption from FFs [1, 6, 7]. 
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Primary energy sources are engineered into secondary energy sources which can be stored 

and transported [8]. Secondary energy sources are also classified as fuels, since they are 

also energy carriers and are: Electricity, chemicals used in batteries, petrol, diesel, 

hydrogen (H2), oxygen (O2), etc. [8-10]. Majority of primary energy sources are used to 

produce electricity [5, 9, 10], the only energy carrier that is able to effortlessly be 

converted into multiple forms of daily usable energy. Extensive research has been invested 

on electricity and storage techniques [5, 11-13]. The methods or sources of energy 

researched have to be efficient and low cost approaches. It has been widely identified that 

using the abundant solar energy to produce hydrogen fuel from water is one of the most 

efficient ways to store solar energy and produce electricity [6, 14, 15, 16, 17]. 

 

Hydrogen is the lightest gas and is the most abundant element in the whole universe [18]. 

It is a highly reactive, in fact an explosive gas and requires very minimal energy to start 

reacting [19]. Hydrogen combusts explosively with oxygen following equation (1.1) below 

[20], producing a heat intensity with a higher combustion index or ignitability to that of 

both natural gas and FFs [19], 

2𝐻2(𝑔) + 𝑂2(𝑔) 
∆
→ 2𝐻2𝑂(𝑙).     (1.1) 

The short arrow indicates the spontaneity of the reaction. Since water and heat are the only 

products, combustion of hydrogen is a clean energy production process. Hydrogen has 

been used as rocket fuel and high temperature industrial furnaces fuel for its enormous 

energy output [21]. However, the enormous energy generated from hydrogen has its 

advantages and disadvantages. Advantage is that a lesser amount of hydrogen is needed to 

get the same energy given by FFs [19] and the disadvantage is that storing and transporting 

large amounts of hydrogen fuel is very dangerous due to its highly explosive nature [19, 

22]. The production of energy using hydrogen may be a clean process, but the current 

existing methods of producing hydrogen are not clean processes. Some articles have 

reported that the production of hydrogen releases more greenhouse gases than the use of 

FFs [23]. Methods of hydrogen production follow these reaction mechanisms: 

Acid & Metals Reactions [24]:    2𝐻𝐶𝑙 (𝑙) + 2𝑍𝑛(𝑠) ⟶ 2𝑍𝑛𝐶𝑙(𝑠) + 𝐻2(𝑔)                (1.2) 

𝐹𝑒(𝑠) + 𝐻2𝑆𝑂4(𝑙) ⟶ 𝐹𝑒𝑆𝑂4(𝑠) + 𝐻2(𝑔)  (1.3) 
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Equation (1.2) is the decomposition of zinc in hydrochloric acid to produce zinc chloride 

salts and hydrogen gas. Similarly, equation (1.3) is the decomposition of iron in sulfuric 

acid to produce iron sulphate salts and hydrogen gas. 

Natural gas reforming [23, 25]:      𝐶𝐻4(𝑔) + 𝐻2𝑂(𝑔)
700−1000℃
→        𝐶𝑂(𝑔) + 3𝐻2(𝑔)     (1.4) 

    𝐶𝑂(𝑔) + 𝐻2𝑂(𝑔)
360℃
→   𝐶𝑂2(𝑔) + 𝐻2(𝑔)       (1.5) 

 

Steam reforming of natural gas is the majorly explored method of hydrogen production 

[23]. Steam reforming produces carbon monoxide (CO), a very toxic gas, and hydrogen. 

Subsequently, the CO is also steamed to produce CO2 and more hydrogen gas. 

Voltaic Production [26]:           2𝐻2𝑂(𝑙) + 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦
𝑁𝑎2𝑆𝑂4
→     2𝐻2(𝑔) + 𝑂2(𝑔)           (1.6) 

Biotechnology [15]:  Using algae and bacteria to produce hydrogen. 

 

Voltaic production (VP) and biotechnology are considered to be the cleanest of all 

mentioned hydrogen production methods. Biotechnological method uses micro-organisms 

which produce hydrogen naturally from sunlight [15]. VP method synthesizes hydrogen 

using electricity, from a voltage source, and water [27]. The electricity is the activation 

energy that separates water into its components, a process called electrolysis [23]. 

Electrolysis of clean water is non-spontaneous as water, on its own, is very stable. 

Therefore, 𝑁𝑎2𝑆𝑂4 is the catalyst in the electrolyte, which acts as the charge carrier to 

allow for rapid charge movement in the solution [26]. Since water covers up 70% of the 

planet’s surface [28], VP could have been a possibility for mass producing hydrogen, 

however the electricity, for electrolysis, is still produced from FFs. Thus, eliminating VP 

of hydrogen as an absolute clean method for energy storage. 

 

Hydrogen and electricity have a good sibling relationship. Until recently, there was no way 

to safely process hydrogen to another form of energy. It is until the 1990s [22] that 

hydrogen can be converted into electricity through the use of fuel cells [14]. There are 

different types of fuel cells, namely: Proton exchange membrane (PEM) fuel cell [29], 

Anion exchange membrane (AEM) fuel cell [30] and hydrogen fuel cell [14, 22]. These 

fuel cells use membrane technology [31, 32]. Membranes are semipermeable and porous 

polymers which selectively allow the exchange or passing through of only a specific 

particle. The particle could be a charge, element, ion or molecule. The name of the fuel cell 
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specifies what type of particle can migrate through. The PEM fuel cells only conduct 

protons and cations through the membrane, the AEM fuel cells only conduct electrons and 

anions through the membrane and for hydrogen fuel cells, only hydrogen can migrate 

through the membrane. The hydrogen fuel cell uses the same concept as PEM fuel cell, in 

that case the proton allowed to pass through the membrane is a hydrogen atom which has 

been stripped off its electron [33]. 

 

Hydrogen fuel cells are based on the idea that hydrogen (𝐻2) and oxygen (𝑂2) gas always 

want to come together to form water [19]. Since the hydrogen atom consists of only one 

proton and electron, it has a relatively low ionization energy, as all group 1 elements have 

very low ionization energies [34]. Thus, hydrogen’s proton and electron are easily 

separated. In the hydrogen fuel cell, as illustrated in figure 1.1, hydrogen is oxidized at the 

anode and reduced at the cathode [18]. The catalyst in the platinum (Pt) based anode 

coupled with the electrolyte in the PEM membrane split the hydrogen into an electron and 

proton [29]. The 𝐻+ ions migrate through the membrane to the cathode [29]. The electrons, 

which cleaved hydrogen, can feel the positive charge (potential difference) at the other side 

of the membrane, which is at the cathode. However, the membrane is chemically insulated 

from electrons [31, 32], therefore electrons flow through the external (conductor) to the 

other terminal causing current which generates electricity. At the cathode, electrons reduce 

hydrogen ions to hydrogen gas which bonds with atmospheric oxygen to produce water. 

Therefore, the water used to produce hydrogen is returned back to the environment where 

it can be reused to again produce hydrogen. Thus, not only is this a process for clean 

electricity production, but is also a continuous cycle which would remove the strain of 

depending on the depleting and environmentally unfriendly FFs. 

 

Through the use of hydrogen fuel cells, hydrogen has become the fuel used to drive 

vehicles [18]. In the vehicle, the electric current derived from the hydrogen drives the 

motor propelling the vehicle and empowers all other electronic devices. In a hydrogen 

driven car, the fuel cells are stacked together, like slices of bread, in order to increase the 

vehicle’s power and performance [14, 22, 25]. This same concept can be applied for 

emission free power generation for homes, cities and industries [14, 35, 36], which would 

be the realization of a hydrogen driven economy. With more years of research and 
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technological improvements, fuel cell technology may be used to produce hydrogen fuel 

directly from water. 

 

 

Figure 1.1: Schematic diagram of a hydrogen fuel cell used to produce electricity. A 

hydrogen fuel cell uses the proton exchange membrane as the exchange electrolyte [14, 

37]. 

 

We have discussed the magnificence of electricity production using hydrogen gas and its 

potential as a champion fuel to drive the economy of the world. Developing affordable and 

renewable technologies of producing hydrogen with less damage to the environment would 

complete the puzzle of a hydrogen economy. Therefore, we propose using a photocatalyst 

to produce the electric current to drive decomposition of water into hydrogen and oxygen, 

a process called photoelectrochemical (PEC) water splitting (WS). A photocatalyst is a 

material which converts solar energy into electric current [38]. 

 

It is worth mentioning that other techniques of WS using solar energy are: 

photoelctrochemical (PEC), photovoltaic (PV), solar thermal (ST), photothermal catalysis 

(PTC) and photobiological technologies (PBT) [16]. For PEC WS, the photocatalyst 

material is submerged into the water wherein the sunlight activates the electrons in the 

material to produce the current which catalyses WS, as shown in figure 1.2. The 

photocatalyst plays the role of an electrode. Since the activation energy of the electrode 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



 

6 

 

comes from solar energy, it is referred to as a stand-alone photoelectrode [17]. A stand-

alone photoelectrode can perform water splitting for both water oxidation and water 

reduction [14, 39], following equations (1.7) and (1.8) below: 

Water reduction reaction [40]:                              2𝐻+ + 2𝑒− → 𝐻2                               (1.7) 

Water oxidation reaction [40]:                          2𝐻2𝑂 + 4ℎ
+ → 𝑂2 + 4𝐻

+                     (1.8) 

 

 

Figure 1.2: Photoelectrochemical water splitting using the technique of a stand-alone 

photoelectrode [17]. 

 

The challenge now is finding the best photoelectrode material. Two-dimensional (2D) 

semiconductors have recently found a wide range of applications in the electronics industry 

[41-43]. 2D materials are characterized as materials with a large surface area-to-volume 

ratio [44], thus the surface area is significantly larger than the volume of the material. 2D 

materials include: monolayers, quantum dots, nanotubes, etc. [45, 46]. Majority of 2D 

semiconductors are synthesized using chemical vapour deposition (CVD), exfoliation, 

hydrothermal synthesis, thermal decomposition, pusher laser deposition (PLD), spray 

pyrolysis, etc. [47]. The large surface area of 2D materials expands the active region and 

the ultra-thin structure reduces distance of charge migration within the material. This 

results in a high charge carrier mobility [48]. 
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Each material has its characteristic valence band (VB) and conduction band (CB) energies. 

These characteristic bands define the type of material i.e. metals, semiconductors, 

insulators, etc. [49]. Semiconductors have poor conductivity and are band gap materials 

[49]. The band gap (𝐸𝑔) is the energy gap in between the VB and CB and, by definition, is 

the amount of energy needed to excite an electron from the VB to the CB [50]. Once in the 

conduction band, the electron can move freely in the material [51], and is referred to as the 

conduction electron. For metals 𝐸𝑔 = 0𝑒𝑉 [49], semiconductors 1.2𝑒𝑉 ≤ 𝐸𝑔 ≤ 4.0𝑒𝑉 [6, 

17, 50] and insulators have an 𝐸𝑔 value of more or less than 9 eV [49]. 

 

Doping is a means of engineering the chemical structure of a material through defect 

generation [52, 53]. Doping introduces a foreign atom(s), which is not part of the periodic 

arrangement of the material’s original atoms. This dopant will introduce defect states 

which hybridize with the material’s states, thus changing the chemical behaviour of the 

material [54]. The hybridized states, as a consequence of dopant introduction, can improve 

charge carrier mobility of the material by making the material n-type [53, 55], therefore a 

good electron donor, or p-type [52, 53], which is a good electron receiver. As a result of 

defects, some materials may have bands occurring in between the band gap, known as 

intermediate bands (IBs) [50, 56]. The IBs provide a pathway for the electron to the CB. 

Therefore, the electron is excited from VB to IB to CB. Thus, a photocurrent is achieved 

even with absorption of a photon with energy less than 𝐸𝑔, some literatures refer to as sub-

band gap energy [50]. Therefore, IBs are able to raise a material’s PV efficiencies. 

However, the IBs should not overlap with the VB or CB to avoid any spontaneous 

relaxations and recombination [40]. 

 

Chapter 4 gets deeper in the details of VBs, CBs and IBs through studying a simulation of 

density of states (DOS), which demonstrates the positions and energies of the electronic 

states with respect to the VB and CB [57]. A simulation of partial density of states (PDOS) 

is also used to study the effects of hybridization of defect states with the material’s states 

[58]. For both DOS and PDOS simulations, the Fermi level is the level of the highest 

occupied states [59]. 
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A 2D semiconductor which has met almost all the requirements as a stand-alone 

photoelectrode for WS is tin disulphide (SnS2). SnS2 is non-toxic, earth-abundant, thus 

low-cost, and importantly, it is chemically stable in both acidic and neutral aqueous 

solutions [55, 60, 61]. SnS2, as a photocatalyst, would ensure fast efficient electron transfer 

without actually participating in the reactions or dissolving in the aqueous solution. In 

nature, SnS2 is an odourless, gold-yellow powder, resulting from SnS2 monolayers stacked 

together and joined by weak van der Waals forces [62]. Experimental and first-principles 

studies have revealed that SnS2 improves photoabsorption and has potential for PEC WS 

[63-66, 67]. 2D SnS2 has applications in field effective transistors (FETs), photovoltaic 

solar cells, sensors, photocatalytic applications and widely reported for applications in 

lithium batteries [60, 62, 64, 66, 68]. SnS2 has a band gap of 2.1-2.35 eV [62, 64, 66], 

which is efficient for photoabsorption [40], and crystallizes with two standard hexagonal 

structures, namely: 2H-Polytype and 1T-Polytype [69, 70], shown in figure 1.3. 

 

The unit cell in both structures, illustrated by a rhombic shape, has 4 Sn atoms at the 

corners of the unit cell and 2 S atoms inside the unit cell. The Sn shares its atom with 4 

adjacent unit cells in the monolayer, thus, according to solid state physics [71], Sn 

contributes only ¼ of its atom to the unit cell. Since there are 4 Sn atoms, their contribution 

altogether give one Sn atom in the unit cell. The 2 S atoms in the unit cell contribute a 

whole atom each, hence the stoichiometry is SnS2. The 2H-Polytype structure, figure 1.3 

(a), has S atoms directly on top and below one another, while the 1T-Polytype structure, 

figure 1.3 (b), has S atoms also on top and below each other, but diagonally across each 

other in the unit cell. Each SnS2 monolayer consists of a sheet of Sn atoms sandwiched 

between two sheets of S atoms. The 1T-SnS2 is the more chemically stable of the two [67, 

70]. Therefore, a high concentration of 1T-SnS2 will be formed during synthesis [72]. 

 

As much as SnS2 meets the requirements of a 2D photoelectrode for WS, there are some 

challenges facing it, such as: insufficient performance at low sunlight intensities and 

improper band alignment [39, 64, 73]. 𝑂2/𝐻2𝑂 is the potential at which water is oxidized 

to synthesize oxygen and 𝐻+/𝐻2 is the potential at which water is reduced to synthesize 

hydrogen [39]. A band edge alignment diagram is a comparison of the valence band 

maximum (VBM) energy and conduction band minimum (CBM) energy of a material, 

relative to 𝑂2/𝐻2𝑂 and 𝐻+/𝐻2. For overall water splitting, the CBM should be above  
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Figure 1.3: Top and side view of (a) 2H-Polytype SnS2 and (b) 1T-Polytype SnS2. The 

rhombic structure on the top views indicates the unit cell for both structures. 

 

𝐻+/𝐻2, thus water is reduced to produce hydrogen, and VBM should be below 𝑂2/𝐻2𝑂, 

thus water is oxidized to produce oxygen [39, 40]. A photo-excited electron from the VB 

will reduce water (𝐻+/𝐻2) while jumping to the CB [66]. An electron from the anion 𝑂𝐻− 

will be received at the VBM which will be at a lower energy than (𝑂2/𝐻2𝑂) [66]. For an 

electron, a lower energy signifies higher stability [74]. These processes should occur 

simultaneously to avoid photo-induced corrosion or degradation of the photocatalyst [39]. 

For, if only the CBM is above 𝐻+/𝐻2, then the photocatalyst will be oxidized since it is 

losing its electrons in the process of hydrogen evolution. Likewise, if only the VBM is 

below 𝑂2/𝐻2𝑂, then the photocatalyst will be reduced as it would receive an excess of 

electrons in the process of oxygen evolution. 

 

Pristine SnS2 has a CBM below 𝐻+/𝐻2 and a VBM below 𝑂2/𝐻2𝑂 [60, 76], as illustrated 

in figure 1.4. This implies that pristine SnS2 is only suitable for oxygen evolution, which 

defeats the purpose of the research, as hydrogen is the focus as an electricity producing 

fuel. Sainbileg et al. [75] demonstrated that doping SnS2 engineers the CBM and VBM to 

be properly aligned with 𝐻+/𝐻2 and 𝑂2/𝐻2𝑂 for overall WS. From figure 1.4, it is 

observable that this technique further reduces the band gap from 2.34 eV for pristine SnS2, 

to 1.97 eV for Ni-SnS2 and 1.88 eV for Ni-SnS2-Vs. A reduced band gap increases 

photocurrent, thus enhancing the photocatalyst’s performance even at low sunlight 

(a) (b) 
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Figure 1.4: Band alignment for Pristine SnS2 (black bar), Nickel doped SnS2 (blue bar), 

and Nickel and Sulphur monovacancy doped SnS2 (red bar) with reference to band 

alignment for water redox potentials. Top of the bar represents the CBM and bottom of the 

bar represents the VBM. The top green line crossing the bar is the water reduction potential 

and lower green line is the water oxidation potential [75]. 

 

intensities [64, 75, 76]. Thus, we use doping as a means to computationally engineer SnS2 

to perform at its peak for PEC WS for mass-hydrogen production to be realized. 

 

1.3 Aims and objectives 

 

The influence of C and Si doping of SnS2 for enhanced PEC WS was investigated using 

first-principles simulations based on density functional theory (DFT) [77]. DFT 

calculations have received increasing attention, in the past years, for their accurate 

prediction at an atomistic level and good agreement with experimental results [78]. Its 

setback is that the exchange-correlation functionals: local density approximation (LDA) 

[79] and generalized gradient approximation (GGA) [80], fail to correctly predict the band 

gap [81]. To counteract this failure, a U constant from the Hubbard model [82] is 

incorporated within DFT, thus a DFT+U/GGA+U method, which is further discussed in 

Chapter 3. Various experimental and DFT studies have been extensively carried out on 

SnS2 monolayer, which are reported in Chapter 2. However, more research is still required 

for commercialization of SnS2 as a photoelectrode for WS. Doping of SnS2 semiconductor 
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can effectively improve its performance to enhance hydrogen production during 

photoelectrolysis. The main aims and objectives of our work are: 

 To determine the most suitable computational conditions for studying SnS2 

monolayer supercell (cut-off energy and k-points). 

 To examine properties such as: lattice constants (𝑎0), bond length (𝑑𝑆−𝑆𝑛), band 

gap (𝐸𝑔) and binding energy (Cohesive energy per atoms, 𝐸𝐶𝑜ℎ/𝑎𝑡𝑜𝑚). 

 To study the effects of C and Si atom doping on SnS2 monolayer supercell. 

 To examine the influence of supercell sizes on the stability of the different doping 

configurations by calculating binding energies. 

 To analyze the electronic structures of the different C and Si doped configurations 

from the total and partial densities of states (TDOS and PDOS, respectively). 

 To examine the influence of C and Si doping of SnS2 on the band gap size and 

intermediate states induced by the impurity states. 

 Perform charge density difference plots to investigate the influence of the C and Si 

dopant on the charge distribution among host atoms. 

 To examine C and Si doped SnS2 with regards to their CBM and VBM alignment 

with respect to redox potentials of water. 

 

1.4 Outline of dissertation 

 

In this dissertation, Chapter 2 focuses on the previous studies of pristine and doped SnS2 

monolayer. Doping studies have been done using experimental and DFT on improving the 

photocatalytic properties of SnS2. Chapter 2 reports on the different doping studies which 

are, to mention a few: n- and p-type doping, co-doping, vacancy doping, ion doping, etc. 

Chapter 3 presents DFT methods which our calculations are simulated with. Chapter 3 also 

goes deeper into the exchange-correlation functionals postulated by Hartree-Fock 

Approximation, Hohenberg-Kohn theorems, and Kohn-Sham equations. Chapter 4 focuses 

on the results of calculations performed with the intentions of enhancing our champion 

material (SnS2) as a photoelectrode for WS. Electronic structure, charge density 

differences and band alignment are simulated as argument points which lead to the 

conclusion on the approach of producing the best photoelectrode. Finally, Chapter 5 

(conclusion), summarizes the overview of the whole study. 
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CHAPTER 2: LITERATURE REVIEW 

2.1 Brief introduction 

Considerable studies have been performed on SnS2 monolayer as a valuable material in 

optoelectronic applications and more specifically for photo-induced water splitting [1, 2, 

3]. SnS2 is a 2D semiconductor that is made of abundant elements, has a band gap suitable 

for photocatalytic applications and is stable in aqueous solutions [2, 3]. Experimental and 

Ab initio studies have shown that SnS2 has band alignments which are not suitable for 

overall water splitting and hinders its ability for hydrogen production [4, 5]. Considerable 

studies have indicated that the doping method with different atoms tends to improve 

photocatalytic properties of SnS2 monolayer [1, 4, 5]. Below are reviews of doped SnS2 

monolayer summarizing the positive and negative effects of dopants. 

 

2.2 Experimental and theoretical studies on pristine single-layer SnS2 

Sun et al. [1] experimentally studied SnS2 single-layer photoelectrode and compared its 

properties to those of bulk SnS2 in order to determine its efficiency as a photocatalyst for 

water splitting. The photeloectrode was fabricated through spin-coating ethanol dispersions 

of SnS2 multi-layers onto an indium-tin-oxide (ITO) coated glass. To investigate the 

photoelectrochemical cell water splitting abilities, a 0.5 Molar Na2SO4 electrolyte was used 

in a three-electrode setup with a visible-light irradiation source from a 300W Xe lamp. 

Photocurrent density measurement for the SnS2 single-layer was 2.75 mA𝑐𝑚−2 and this 

was roughly 72 times greater than that for the bulk SnS2. Incident photon-to-current 

conversion efficiency (IPCE) [1] measurements showed a conversion of 38.7% at 420 nm 

for SnS2 single-layers, which was higher than the 2.33% for bulk SnS2. Moreover, the 
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IPCE of 38.7% for SnS2 single-layers was higher than most existing reports, according to 

Sun et al., the calculated electron density of SnS2 single-layer was 5.87 × 1019𝑐𝑚−3, 

roughly 40 times greater than 1.48 × 1018𝑐𝑚−3 for bulk material. Thus, SnS2 monolayer 

facilitated higher charge transport at the interfaces. Importantly as well, the photocurrent 

density of SnS2 monolayer had negligible variations even after 3600s of irradiation, 

contrastingly, bulk SnS2 displayed serious current vs time (I-t) fluctuations. These 

observations clearly highlight the remarkable photostability of SnS2 monolayer and point 

to SnS2 monolayer as one of the best currently known photocatalyst. 

Zhuang et al. [2] performed an Ab initio study on the photocatalytic properties of pristine 

single-layer SnS2. Sun et al. [1] have determined from experiments that single-layer 

materials have more photocatalytic advantages than bulk materials. Zhuang et al. 

performed a density functional theory (DFT) calculation with Projector-Augmented-Wave 

(PAW) method implemented in the Vienna Ab initio Simulation Package (VASP) code [6, 

7]. Perdew-Burke-Ernzerhof (PBE) functionals with the Generalized Gradient 

Approximation (GGA) were used for structural relaxation and Heyd-Scuseria-Ernzerhof 

(HSE06) hybrid functional were also used for band gap calculations. The band gap (𝐸𝑔) of 

monolayer SnS2 monolayer was calculated to be 2.75 eV, thus within the mandatory 

photocatalytic range of 1.7 – 3.0 eV [8]. To determine the conditions under which SnS2 

monolayer can perform photoelectrochemical water splitting, the band edge positions were 

calculated and compared to the vacuum levels for water redox potentials. The VBM was 

below 𝑂2/𝐻2𝑂, thus energetically favourable to drive oxygen evolution and CBM was 

below 𝐻+/𝐻2, thus inadequate to drive hydrogen evolution. Therefore to overcome this 

challenge, a number of band gap modification techniques can be adopted, such as: 

Applying an external bias potential, interface engineering, doping, etc. [9, 10, 11]. 

 

2.3 Experimental and theoretical studies on doping bulk and single-layer SnS2 for     

photocatalytic applications 

2.3.1 Singular atom, ion and nanoparticle doping 

Shown et al. [12] studied carbon doped SnS2 (denoted as SnS2-C) for photocatalytic CO2 

reduction to form acetaldehyde, using a Photoelectrochemical Cell (PEC). Carbon doped 
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SnS2 nanostructure was experimentally synthesized using L-cysteine-based hydrothermal 

process [13]. It was noted that the carbon doped SnS2 had a significantly smaller band gap 

compared to pristine SnS2 and also exhibited higher photon absorption ranging from visible 

light towards longer wavelengths. A DFT study, using VASP, was also performed for 

carbon doped SnS2. The following structures were considered: (a) Carbon substituting a 

sulphur atom (CS-S) and (b) Carbon placed at an interstitial position (Cint). The structure, 

Cint, has a lower formation energy than CS-S, thus Cint is more experimentally synthesizable 

than CS-S. Furthermore, it was found that CO2 adsorbed on the CS-S structure has a binding 

energy of 25.0 𝑘𝑐𝑎𝑙.𝑚𝑜𝑙−1, whereas CO2 adsorbed on the Cint structure has a binding 

energy of 10.2 𝑘𝑐𝑎𝑙.𝑚𝑜𝑙−1. The photoreaction results indicate that acetaldehyde formation 

on carbon doped SnS2 is almost 250 times higher than that formed on pristine SnS2. Further 

experiments showed that the absence of CO2 and light irradiation resulted in the absence of 

acetaldehyde detection. Therefore, it was concluded that carbon doped SnS2 demonstrated 

enhanced photocatalytic performance and successfully reduced CO2 to solar fuels or 

hydrocarbons. This could be an approach to combat global warming by reducing amount of 

CO2 in the atmosphere in a similar way that plants naturally perform photosynthesis. 

Wang et al. [14] investigated the effectiveness of Carbon-Quantum-Dots (CQDs) doped 

SnS2 for harvesting oxygen using photocatalytic processes. SnS2 nanosheets were grown 

experimentally, using solvothermal method [15], onto Fluorine doped Tin Oxide glass 

(FTO), with a 10nm layer of nickel (Ni). Thereafter, CQDs of size 10nm were integrated 

on the SnS2 nanosheet and the composite is known as FTO-Ni-SnS2-CQDs (FNSC) 

photoelectrode. It was observed that strong light absorption leading to enhanced 

photocurrent density resulted after Carbon Dots were integrated onto the SnS2 nanosheet. 

FNSC exhibited high efficiency and highest rate of oxygen evolution compared to the FTO 

electrode with pristine SnS2 monolayer alone. CQDs enhance light absorption thereby 

increasing photocurrent required for Oxygen evolution [14]. Long-term test cycles predict 

the potential of using this doping technique on a large scale. 

Conesa et al. [16] contributed towards improving photocurrent of SnS2 through doping 

with Vanadium (V) atom. In this work, the V-doped SnS2 was synthesized experimentally 

using solution method [16] and theoretically using DFT employing GGA. Lattice values of 

the pristine and V-doped SnS2 structures were obtained using X-Ray fluorescence [16]. 
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Theoretically, the doping was accomplished through replacing two Sn atoms with two V 

atoms in a monolayer supercell containing 8 Sn atoms and 16 S atoms, leading to a 

composite supercell of V2Sn6S16. These two techniques were in good agreement in 

predicting structural parameters, but differed slightly in predicting the band gap, with 𝐸𝑔 =

2.2𝑒𝑉 for experimental and 𝐸𝑔 = 1.37𝑒𝑉 for DFT GGA. The lattice constants and bond 

lengths are lower in V-doped SnS2 than in pristine SnS2. Conesa et al. attributed this to V 

atom having a larger atomic radius and therefore it approaches the S atom more than Sn 

atom did. Density of Sates (DOS) and Band Structure analysis of the V-doped material 

revealed an Intermediate Band (IB) which had no overlap with the CB or VB. The IB 

increased the overall photocurrent density of the material. The absorption coefficient 

spectrum comparing both SnS2 and V2Sn6S16 structure showed that the latter exhibited 

higher absorption features appearing at energy lower than 2.2 eV, in agreement with DFT. 

Thus, V-doped SnS2 indicated new channels for photons with energies much below band 

gap of SnS2. In conclusion, V doping of SnS2 enhanced photocatalytic performance of the 

pristine SnS2 through the introduction of the IB. 

Wu et al. [17] reported different types of band gap engineering through doping SnS2 with 

Iron (Fe). This study was based on DFT done in VASP using PAW pseudopotentials. 

Atoms were fully relaxed using GGA PBE functional and band gap calculations were 

acquired using the GGA+U method with a U value of 9.0 eV. For the van der Waals 

interactions, the Grimme’s DFT-D2 method was used. The electronic structure of Fe-

doped SnS2 was investigated for five different Fe doping concentrations of Sn1-xFexS2 (x = 

0%, 5.56%, 6.25%, 8.33% and 12.50%). To achieve these concentrations, one Sn atom was 

replaced by the Fe atom in five different SnS2 monolayer supercell sizes. Doping 

concentration of x = 0% is the un-doped pure SnS2. The lattice parameters were calculated 

for the different concentrations and it was observed that an increase in Fe doping 

concentration lead to a decrease in the lattice parameters. Wu et al. attributed this to the 

difference in bond lengths of the Sn-S (longer) and Fe-S (shorter) bonds. The band gaps for 

the different concentrations were also calculated and displayed a decreasing trend with an 

increasing Fe doping concentrations. For pure SnS2, the VBM is exactly at the Fermi level 

and when doped with Fe, the Fermi level shifts into the Valence Band. Thus, this could be 

a strategy for raising the VBM when modifying the band gap of the SnS2 photocatalyst. 
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Yu et al. [18] studied the effects of cation doping on the photocatalytic water splitting 

properties of SnS2 monolayer. All calculations were performed with DFT using a VASP 

code which employed GGA+U approach with an on-site coulomb interaction of U = 9 eV, 

for band gap calculations. Cation doping in single-layer SnS2 supercell was accomplished 

by substituting the Sn atom by one X atom, denoted as SnS2:X for X = Li, Mg or Al. To 

investigate the binding nature of SnS2:X, the charge density difference near the dopant X 

was simulated. A covalent bond exists between Sn and S atoms [19, 20] and therefore a 

normal charge distribution was observed for pure SnS2. Cation doping introduces holes in 

SnS2. Thus, electron density close to the dopant reduces, thereby inducing an ionic bond. 

Therefore, the covalent property of X-S bond gradually decreases and its iconicity 

gradually increases with increasing hole density of the X-dopant. Thermodynamic stability 

analysis showed that formation energies (𝐸𝑓) are lower under S-rich condition than Sn-rich 

condition for all doping cases. Also a decreasing trend in 𝐸𝑓 with decreasing hole density 

of the dopant impurity was observed in the order of 𝐸𝑓
𝐿𝑖 > 𝐸𝑓

𝑀𝑔
> 𝐸𝑓

𝐴𝑙. TDOS showed that 

for Li and Mg doping, the Fermi level (𝐸𝐹) penetrated into the VB, which indicated p-type 

doping. Al-doped SnS2 induced defect states in the band gap. It is seen from the band 

alignment diagram that the VBM for pristine SnS2 is below oxidation potential 𝐻2𝑂/𝑂2, 

while CBM lies below the reduction potential 𝐻+/𝐻2. This implies that pure singe-layer 

SnS2 is only feasible for oxygen evolution, but not hydrogen evolution. Similarly for 

SnS2:Mg(Al), the VBM lies below the water oxidation level (𝐻2𝑂/𝑂2) and CBM also lies 

below the reduction level (𝐻+/𝐻2). For Li-doped SnS2, the VBM lies below oxidation 

level of water and CBM is about 0.03 eV above the water reduction potential. This implies 

that Li-doped SnS2 is efficient in both photo-oxidation and photo-reduction of water. 

According to Yu et al., cation doping is easily realized than anion doping, a phenomenon 

also reported by Zhu et al. [4]. 

Xia et al. [21] proved that controlled n- and p-type doping of SnS2 is an essential 

constituent for electronic and optoelectronic applications. This study was performed using 

spin-polarized DFT implemented in VASP which employed the PAW pseudopotential to 

describe the electron-hole potential. The n- and p-type doping of SnS2 was simulated 

through substituting the S atom in the 4 × 4 × 1 SnS2 supercell with group VII (F, Cl, Br 

and I) and group V (N, P and As) atoms, respectively. The GGA+U was used for correct 

band gap predictions. TDOS and PDOS calculations were used to investigate the electronic 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



 

23 

 

structure of the n- and p-type doped SnS2. It was noted that for n-type (group VII) 

substitution, the spin-up and spin-down DOS are symmetric thus this system has a non-

magnetic ground state. TDOS of p-type (group V) substitution, are asymmetric thus this 

system has a magnetic ground state. The formation energies for all doped cases are lower 

under Sn-rich condition than under S-rich condition. In particular, n-type doping has 

negative formation energies meaning it is more thermodynamically favourable. 

Furthermore, the formation energy increases as the impurity atomic size also increases 

which makes the formation energy of Fluorine doped SnS2 the smallest. Numerical results 

pointed out that group V impurities can be considered deep acceptor doping [21], thus 

ineffective choices for p-type conductivity in SnS2. It was concluded that F-doped SnS2 

was the most certain n-type donor impurity for SnS2-based applications in electronic and 

optoelectronic devices. 

Liang et al. [9] conducted a theoretical study to investigation whether Zn-doped SnS2 

accomplishes higher visible-light driven photocatalysis than pristine SnS2. Liang et al. 

conducted this study by substituting Sn atom with Zn atom (𝑍𝑛𝑆𝑛) using the DFT 

approach. The influence of Zn concentration on doped SnS2 was investigated by 

considering three different SnS2 monolayer supercells (4 × 4 × 1, 3 × 4 × 1 and 3 × 3 ×

1) which correspond to doping concentrations (6.25%, 8.33% and 11.11%). The GGA+U 

approach was used for the band gap prediction with U = 9.0 eV for S-4d states and U = 4.6 

eV for Zn-3d states. 𝑍𝑛𝑆𝑛 is favourably formed under S-rich conditions. Band structure 

calculations showed that monolayer SnS2 has an indirect gap of approximately 2.23 eV. 

The TDOS analysis of 𝑍𝑛𝑆𝑛 shows that the VBM extends towards the CBM causing the 

Fermi level to penetrate into the VB. This resulted in a decreased band gap of 1.84 eV. 

Band edge positions for 𝑍𝑛𝑆𝑛 were studied and compared to those of pure SnS2. As is 

reported by other literatures, pristine SnS2 monolayer is only energetically favourable for 

oxygen evolution. For Zn-doped SnS2, the VBM is below the oxidation potential 𝑂2/𝐻2𝑂 

and CBM is about 0.22 eV above the reduction potential 𝐻+/𝐻2. Therefore, Zn-doped 

SnS2 is efficient for photocatalytic water splitting. 

Cho et al. [22] experimentally investigated Mg-doped SnS2 for water splitting. The 

hydrothermal method [23] was used to synthesize the 2D few-layered Mg-doped SnS2 

(𝑆𝑛1−𝑥𝑀𝑔𝑥𝑆2) nanosheets. The photoelectrodes of both the pristine SnS2 and 𝑆𝑛1−𝑥𝑀𝑔𝑥𝑆2 
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were composed by drop casting onto indium tin oxide (ITO) glass. Types of investigations 

and measurements done for 𝑆𝑛1−𝑥𝑀𝑔𝑥𝑆2 nanosheets were structural, optical and PEC 

properties. Quantitative analysis of a great number of nanosheets done by EDS [24] 

showed that Mg was present at a ratio of 1.87%≈2%, hence Mg-doped SnS2 in this article 

was represented as 𝑆𝑛0.98𝑀𝑔0.02𝑆2. Transmission Electron Microscopy (TEM) [24] images 

clearly revealed that 𝑆𝑛0.98𝑀𝑔0.02𝑆2 has an indistinguishable CDI2 type (1T-Polytype) [25] 

structural morphology. The band gap values for pristine SnS2 and 𝑆𝑛0.98𝑀𝑔0.02𝑆2 were 

measured to be 2.26 and 2.17 eV, respectively. Thus, doping SnS2 with Mg does reduce the 

band gap. PEC performance of the two photoelectrodes were investigated in 1 Molar 

NaOH electrolyte using the conventional three-electrode setup [22]. The photocurrent 

density of 𝑆𝑛0.98𝑀𝑔0.02𝑆2 at 1.5 V was 1.38 𝑚𝐴/𝑐𝑚2, which is approximately 1.7 fold 

higher than 0.79 𝑚𝐴/𝑐𝑚2, the photocurrent density of pristine SnS2. The I-t curve 

measurements, for both pristine SnS2 and 𝑆𝑛0.98𝑀𝑔0.02𝑆2, exhibited good photostability 

even after 100 min of irradiation. These results conclude that both pristine SnS2 and 

𝑆𝑛0.98𝑀𝑔0.02𝑆2 are suitable for photoelectrochemical water splitting. 𝑆𝑛0.98𝑀𝑔0.02𝑆2 is a 

better of the two photocatalysts because of its high photoelectric conversion efficiency and 

low band gap. Photoluminescence results reveal a red shift in 𝑆𝑛0.98𝑀𝑔0.02𝑆2, thus a wider 

visible-light response range compared to pure SnS2. 

Liu et al. [26] performed both an experimental and theoretical research on Copper (Cu) 

doping which introduces S vacancies to SnS2 nanosheets (𝐶𝑢/𝑆𝑛𝑆2−𝑥). SnS2 was formed 

using the hydrothermal method [23], using 𝐶𝐻4𝑁2𝑆 and 𝑆𝑛𝐶𝑙4 as reagents. Cu-doped SnS2 

was formed by initially forming CuS through the solvothermal method [15] then using the 

hydrothermal method to form 𝐶𝑢/𝑆𝑛𝑆2−𝑥. Electron paramagnetic resonance (EPR) 

spectroscopy [27] confirm a typical signal at g = 2.003 for sulphur vacancies and no signal 

appearing for pure SnS2. Consequent to abundant S vacancies, 𝐶𝑢/𝑆𝑛𝑆2−𝑥 showed a red-

shift. Although SnS2 has a hexagonal structure [20], SEM images showed that morphology 

of 𝐶𝑢/𝑆𝑛𝑆2−𝑥 was a flower-like structure with a uniform particle size of ~1.5𝜇𝑚. A 

standard three-electrode electrochemical cell, for both SnS2 and 𝐶𝑢/𝑆𝑛𝑆2−𝑥, was setup by 

submerging 0.05g of the as-prepared photocatalysts in 100 mL water containing 𝑁𝑎2𝑆 and 

𝑁𝑎2𝑆𝑂3. A 300W Xe lamp was irradiated at 278K and gas chromatography [28] together 

with thermal conductivity detector (TCD) [29, 30] were used for measuring the amount of 

𝐻2 evolved. Photocatalytic 𝐻2 production, for pure SnS2 and different doping amounts of 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



 

25 

 

Cu, was measured. Results revealed that 5% Cu-doped SnS2 had the highest yield of 𝐻2 

production of 1.37𝑚𝑚𝑜𝑙 ℎ−1𝑔−1, more than 6 times higher than 0.21𝑚𝑚𝑜𝑙 ℎ−1𝑔−1 for 

pure SnS2. Cycling tests highlighted the impressive water splitting capacity of 5% 𝐶𝑢/

𝑆𝑛𝑆2−𝑥 for constant 𝐻2 evolution even after 12 hours of reaction. The S vacancies trap 

electrons which enhances charge carrier separation and ensures charges react with the 

water molecules rather than rapid recombination. The presence of S vacancies multiplies 

the number of active sites and a stable presence of S vacancies before and after 

photocatalytic reactions was reported. A theoretical study was also done to boost 

experimental findings using DFT implemented in VASP. PBE GGA was applied with a 

PAW potential which considered a 4 × 4 × 1 supercell. The effect of Cu doping and S 

vacancies was examined using band structure and DOS. 5% 𝐶𝑢/𝑆𝑛𝑆2−𝑥 induced a higher 

VBM and an indirect band gap of 1.87 eV. The indirect smaller band gap is in agreement 

with experimental results that 5% 𝐶𝑢/𝑆𝑛𝑆2−𝑥 maximizes photon absorption and also 

increases lifetime of photoinduced carriers. Band alignment diagram shows that the CBM 

is above the hydrogen evolution potential 𝐻+/𝐻2 and VBM is below the oxygen evolution 

potential 𝑂2/𝐻2𝑂. Thus, indicating that 5% 𝐶𝑢/𝑆𝑛𝑆2−𝑥 is very efficient for overall water 

splitting. 

 

2.3.2 Atoms, ions, nanoparticles and vacancy co-doped studies 

Zhu et al. [4] proved that doping SnS2 with two different types of impurity atoms can 

improve its quality for effective photocatalytic performance. This study was performed 

with DFT employing GGA using PBE functional for structural optimisation and HSE06 for 

band gap estimation. A 3 × 3 × 1 supercell was constructed and co-doped through Sulphur 

(S) atoms substitution with Nitrogen (N) and Phosphorus (P). Zhu et al. studied the 

following configurations: firstly, the two dopants substituted S atoms within the same unit 

cell, denoted as N-N(i), N-P(i) and P-P(i). Secondly, the dopants substituted S atoms in the 

same layer but in adjacent unit cells, denoted as N-N(ii), N-P(ii) and P-P(ii). The bond 

length N-Sn (2.203Å) is much shorter than bond length of pristine SnS2 (2.582Å) because 

of stronger Coloumb interaction between N and Sn [4]. The bond length of P-Sn (2.617Å) 

is closer to that of pristine, but much larger than that of N-Sn and this is attributed to the 

larger atomic radius of the P atom compared to those of N and S atoms [4]. DOS of N-N(i), 
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N-N(ii), N-P(i), N-P(ii) systems showed unfilled impurity states which appear in the band 

gap. These configurations are therefore bad candidates for visible light photocatalysis, as 

these states may accelerate charge carrier recombination [4]. P-P(i) and P-P(ii) co-doped 

systems both have reduced band gaps of 1.62 eV and 1.29 eV respectively, and no impurity 

states in the band gap. Defect formation energies showed that the P-P co-doped systems 

had the least formation energies and the highest defect pair binding energies. Thus the P-P 

co-doped systems are the most experimentally feasible and the most thermodynamically 

stable. Moreover, P-P(ii) co-doped system is most suitable for oxygen evolution and P-P(i) 

is the best candidate for hydrogen evolution. 

Murdachaem et al. [31] aimed to improve Oxygen Evolution Reaction (OER) of Single 

Walled Carbon Nanotube (SWCNT) through Nitrogen-doping, and Oxygen and Nitrogen 

co-doping. SWCNT are constructed by rolling a graphene monolayer forming a single-

walled cylindrical tube structure. The SWCNTs were externally doped (i.e. doped impurity 

is positioned on the outer surface of the cylindrical structure) with Nitrogen (N), and 

Nitrogen and Oxygen (O) co-doping using DFT. Upon introduction of the Nitrogen atom, 

the following distortions were observed: formation of a pentagon and indentations in the 

system, flap opening, and radial upward puckering due to Stone-Wales defect [32, 33]. The 

charge analysis have shown that defects differed with different doping concentrations. The 

doped N pulled away electrons from the neighbouring C atom, because of its high 

electronegativity [34], thereby inducing a small positive charge in the adjacent C atom. 

This positive charge makes an excellent site for the adsorbate 𝑂𝐻−. The 𝑂𝐻− is oxidized 

at this site resulting in the synthesis of oxygen. Overpotentials for the Oxygen Evolution 

Reaction (𝜂𝑂𝐸𝑅) at various sites were also measured. The presence of 0.3 – 1% doped 

Nitrogen reduced the required OER overpotential considerably compared to pristine 

nanotubes [31, 35]. Therefore, O-doped and N,O co-doped nanotubes have good OER 

performance. This theoretical work supports the experimental work done by Davido et al. 

[15], which resulted with an excellent performance for both OER and HER of Ni-doped 

CNT. 

Sainbileng et al. [36] investigated the optoelectronic properties of dual-doped SnS2 as a 

method to enhance SnS2 as a photocatalyst for water splitting. According to Sainbileng et 

al., this was the first time a single atom dopant together with a vacancy defect are 
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investigated as a co-operative dual-defect. This investigation was done using DFT 

implemented in VASP. PBE exchange-correlation functional was used with Grimme’s 

correction (PBE-D3) for structures optimization, while the HSE06 hybrid functional was 

used for electronic structure calculations. All calculations were performed on a 4 × 4 × 1 

supercell. Initially a nickel (Ni) atom was doped onto the Sn site of SnS2 monolayer (Ni-

SnS2). Then the dual-defective SnS2 (Ni-SnS2-VS) was created by single-atom Ni doping 

and S monovacancy (i.e. a vacancy substitutes a S atom). The band structure and DOS 

calculations show that Ni-SnS2 and Ni-SnS2-VS have direct band gaps of 1.97 eV and 1.88 

eV, respectively, smaller compared to the band gap of pristine SnS2. Band edge alignment 

diagrams for both Ni-SnS2 and Ni-SnS2-VS showed that they are suitable for overall water 

splitting, as opposed to pristine SnS2 with a band edge alignment only favourable for 

oxygen evolution. The Ni-SnS2-VS displays effective optical absorption in the near-infrared 

and visible-light regions of the solar spectrum. Consequently, Ni-SnS2 and Ni-SnS2-VS are 

prominent photocatalysts for overall water splitting. 

 

2.4 Dissertation focus 

Research on photoelectrodes based on other elements all points to SnS2 as a champion 

material for its high efficiency and stability in aqueous solutions [19]. A wide range of 

doping research pertaining to the SnS2 monolayer were explored. The negative and 

positive effects of dopants on a SnS2 monolayer were reported for water splitting. This 

research seeks to tap into research space in which other dopants and doping configurations 

are not yet studied in detail. The few works on C dopants misses important configurations 

such as: doping at an interstitial site, adsorbing on a host atom and substituting a host atom, 

as well as some photocatalytic properties [12, 14, 37, 38]. Most of the dopants studied 

using DFT are metals with a high number of electrons, but few on the non-metal. 

According to our knowledge, the influence of Si doped SnS2 for water splitting is missing 

in the literature. Therefore, this research will focus on different configurations of C and Si 

atom doping of SnS2 monolayer for enhanced photocatalytic water splitting. 
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CHAPTER 3: METHODOLOGY 

3.1 Brief introduction 

In this chapter, a derivative of density functional theory (DFT) and its applications are 

discussed. DFT is still a relatively new concept in material science and quantum 

mechanical theory. Quantum mechanics methods together with computational simulations 

have become modern techniques for studying materials at the atomic level. The ability of 

computational physics to accurately predict the electronic structure has enabled complex 

studies of materials and doping techniques which provide results that can be supported 

both theoretically and experimentally. Density functional theory (DFT), using 

computational simulations, provides a detailed understanding of defects in materials and 

applications of such defects which can be used to improve material sciences. 

 

3.2 Many body problem 

The solution of the Schrödinger equation is a very effective approach for the description of 

the ideal properties of many body material systems. The time-independent non-relativistic 

Schrödinger equation in the general form is [1], 

𝐻𝜓 = 𝐸𝜓.      (3.1) 

H is the Hamiltonian operator, 𝜓 is the wavefunction and 𝐸 is the energy eigenvalue. The 

many body wavefunction and its dependant variables (electronic and ionic positions) along 

the 3D Cartesian system and other degrees of freedom is expressed as [2]: 

𝜓 =  𝜓(𝒓1,  𝒓2, … , 𝒓𝑛, 𝑹1, 𝑹2, … , 𝑹𝑚),    (3.2) 
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R is the position vector of the nuclei and r is the position vector of the electron. 𝜓 is 

carrying information about the quantum mechanical behaviour of the system. Schrödinger 

equation can therefore be written as:  

𝐻𝜓(𝒓1,  𝒓2, … , 𝒓𝑛, 𝑹1, 𝑹2, … , 𝑹𝑚) = 𝐸𝑡𝑜𝑡𝜓(𝒓1,  𝒓2, … , 𝒓𝑛, 𝑹1, 𝑹2, … , 𝑹𝑚),              (3.3) 

𝐸𝑡𝑜𝑡, is the total energy of the quantum mechanical system. 

The del (∇) or Laplacian in mathematics is an operator which is applied to a function to 

track its change along the x, y and z-directions [3]. It is expressed as:   

∇2=
𝜕2

𝜕𝑥2
+

𝜕2

𝜕𝑦2
+

𝜕2

𝜕𝑧2
.           (3.4) 

The Hamiltonian is such an operator, operating on the many body wavefunction. The 

Hamiltonian Operator is given by [4]: 

𝐻 = −ℏ2∑
𝛻𝑖
2

2𝑚𝑒
−𝑖 ℏ2∑

𝛻𝐼
2

2𝑀𝐼
𝐼 +

1

2
∑

𝑒2

|𝒓𝑖−𝒓𝑗|
− ∑

𝑍𝐼𝑒
2

|𝒓𝑖−𝑹𝐼|
+
1

2
∑

𝑍𝐼𝑍𝐽𝑒
2

|𝑹𝐼−𝑹𝐽|
𝐼,𝐽𝑖,𝐼𝑖,𝑗 ,   (3.5) 

𝒓𝑖 is the position vector of the 𝑖𝑡ℎ electron, 𝑚𝑒 is the mass of the electron, 𝑹𝐼 is the 

position vector of the 𝐼𝑡ℎ nucleus, 𝑀𝐼 is the mass of the 𝐼𝑡ℎ nucleus and 𝑍𝐼 is the atomic 

number of the 𝐼𝑡ℎ nucleus. The first term in the Hamiltonian equation (3.5) is the kinetic 

energies of the electrons (𝑇𝑒), the second term represents the kinetic energies of the nuclei 

(𝑇𝐼), the third term represents the Coulomb energies for electron-electron interactions 

(𝑈𝑒𝑒), the fourth term represents Coulomb energies for electron-nuclei interactions (𝑉𝐼𝑒) 

and the last term represents Coulomb energies for nuclei-nuclei interactions (𝑉𝐼𝐼). To 

shorten the Hamiltonian we can write the corresponding terms as: 

𝐻 = 𝑇𝑒 + 𝑇𝐼 + 𝑈𝑒𝑒 + 𝑉𝐼𝑒 + 𝑉𝐼𝐼.    (3.6) 

The many body Schrödinger equation becomes: 

[𝑇𝑒 + 𝑇𝐼 + 𝑈𝑒𝑒 + 𝑉𝐼𝑒 + 𝑉𝐼𝐼]𝜓 = 𝐸𝑡𝑜𝑡𝜓.           (3.7) 
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3.3 Born-Oppenheimer Approximation 

We simplify the Hamiltonian by applying the Born-Oppenheimer Approximation [5]. At a 

ground state, quantum systems’ nuclei have minimum movement due to their size which 

constrains them from movement throughout the crystal compared to the electronic 

movement. Ions vibrate in one position while electrons can move throughout the crystal 

which eliminates the kinetic energy term of the nuclei and fixes the Coulomb attraction 

between any two nuclei;  

𝑇𝐼 = −ℏ
2∑

𝛻𝐼
2

2𝑀𝐼
𝐼 → 0,      (3.8) 

𝑉𝐼𝐼 =
1

2
∑

𝑍𝐼𝑍𝐽𝑒
2

|𝑹𝐼−𝑹𝐽|
= 𝑐𝐼,𝐽 .     (3.9) 

Equations (3.8) and (3.9) simplify the Hamiltonian and the many body Schrödinger 

equation (3.7) then becomes:   

[𝑇𝑒 + 𝑈𝑒𝑒 + 𝑉𝑒𝑥𝑡]𝜓 = 𝐸𝜓.                                            (3.10) 

𝑉𝐼𝑒 is also known as the external potential energy (𝑉𝑒𝑥𝑡) [2, 4] because the effect of an ion 

on electrons is a result of a fixed external potential. 𝑉𝐼𝐼 is a constant in the electronic 

problem [2] and is subtracted from the total energy: 

𝐸 = 𝐸𝑡𝑜𝑡 − 𝑉𝐼𝐼 = 𝐸𝑡𝑜𝑡 − 𝑐.        (3.11) 

Subsequent to simplification using the Born-Oppernheimer approximation, the 

Schrödinger equation (3.10) is still difficult to solve because of infinite interacting 

electrons causing an exponential increase in computational requirements [6]. 

 

3.4 Hartree Approximation 

Hartree, in 1928, approached the complexity of this problem by reducing the many particle 

interacting system into a single-particle system [7]. With the Hartree approximation, the 

many body wavefunction with variables of position vectors becomes the product of many 
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single-particle wavefunctions, each consisting of a single variable of the particle’s position 

vector. Therefore, the many body wavefunction then becomes: 

𝜓(𝒓1,  𝒓2, … , 𝒓𝑛) = 𝑢1(𝒓1)𝑢2(𝒓2)…𝑢𝑛(𝒓𝑛).     (3.12) 

Hartreee approximation assumes the electrons are independent, distinguishable and non-

interacting. Hence, the electrons behave as fermions, as two identical electrons cannot be 

in the same place at the same time. Fermions have antisymmetric wavefunctions, meaning 

swopping any two variables changes the sign of the wavefunction. The wavefunction can 

be written as: 

𝜓(𝒓1,  𝒓2, … , 𝒓𝑛) = 𝑐𝜓(𝒓1,  𝒓2, … , 𝒓𝑛),                      (3.13) 

𝑐 = {
1 𝑓𝑜𝑟 𝑏𝑜𝑠𝑜𝑛𝑠

−1 𝑓𝑜𝑟 𝑓𝑒𝑟𝑚𝑖𝑜𝑛𝑠
}. 

For bosons you can have an unlimited number of electrons in the same place at the same 

time [8]. Thus, Schrödinger equation becomes [9, 10]: 

[𝑇𝑒 + 𝑈𝑒𝑒 + 𝑉𝑒𝑥𝑡] 𝑢𝑖(𝒓) =  ∈𝑖 (𝒓) 𝑢𝑖(𝒓),                                   (3.14) 

𝑢𝑖(𝒓) is the single-particle wavefunction, ∈𝑖 (𝒓) is the energy eigenvalue. In the Hartree 

approach, the Schrödinger equation (3.14) of a many body system has become an equation 

of a single-particle. 

The many body wavefunction and single-particle wavefunctions, 𝜓 𝑎𝑛𝑑 𝑢(𝒓), in QM 

theory, are also interpreted as probability amplitude of a particle occupying that certain 

space. The absolute value square of the wavefunction gives the probability amplitude [11], 

𝜓∗(𝒓𝑖)𝜓(𝒓𝑖) = |𝜓(𝒓𝑖)|
2.                                                   (3.15) 

Equation (3.15) represents the probability of finding one electron at 𝒓1, and another at 𝒓2, 

𝒓3 and so forth. Therefore, if we have the probability of finding electrons at positions 𝒓𝑖, 

then summing or integrating this function over all its variables gives the number of 

electrons which is simply the electron density [9, 11]; 

∫|𝜓(𝒓𝑖)|
2𝑑𝒓1𝑑𝒓2…𝑑𝒓𝑛 = 𝑛.                                                 (3.16) 
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The probability amplitude of the wavefunction (3.12) is the product or probabilities of 

single-particle wavefunctions, 

|𝜓(𝒓𝒊)|
2 = |𝑢1(𝒓1)|

2|𝑢2(𝒓2)|
2… |𝑢𝑛(𝒓𝒏)|

2.         (3.17) 

Integrating over all electrons except one, regardless which one, but in this case electron at 

position 𝒓1: 

∫|𝜓(𝒓𝑖)|
2𝑑𝒓2𝑑𝒓3…𝑑𝒓𝑛 = 𝑛 (𝒓1).                                              (3.18) 

Thus, according to equation (3.18), the electron density is a function of position 𝒓1. 

Therefore, if all unknowns are a continuous position variable r, which could be along a line 

or area or volume covering from one position in a material to another. Integrating this 

function over all its variables results with N, the number of electrons along that particular 

region of a material is, 

∫𝑛(𝒓)𝑑𝒓 = 𝑁.                                                               (3.19) 

Therefore, equating equation (3.8) with equation (3.10) produces: 

∫|𝜓(𝒓)|2𝑑𝒓 =∫𝑛(𝒓)𝑑𝒓 = 𝑁,     (3.20) 

∴ ∫𝑛(𝒓)𝑑𝒓 = ∫|𝜓(𝒓)|2𝑑𝒓.      (3.21) 

Removing the integrals: 

𝑛(𝒓) = ∑ |𝜓𝑗(𝒓)|
2

𝑗 ,                                                           (3.22) 

thus, summation of the probabilities of the wavefunction at a particular point, which 

according to equation (3.15) is the absolute value square, gives the electron density at that 

point. Therefore, the Hamiltonian also needs to be modified to be able to operate on the 

single-particle wavefunctions. There are two methods to do this, however the focus will 

only be on one of these methods [12]: 
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Variational Principle Method 

This method uses the Variational Principle [9, 12] which predicts wavefunction and 

electronic properties at the ground state point. If electronic properties at ground state can 

be accurately predicted, then electronic properties at different energy levels can then be 

computed. Therefore, to find the ground state energy at absolute minimum where the 

system is at absolute stability: 

𝐸0 =
⟨𝜓|𝐻|𝜓⟩
⟨𝜓|𝜓⟩

,                   (3.23) 

⟨𝜓𝑖|𝜓𝑗⟩ = ∫𝑑
3𝑟  𝜓𝑖

∗(𝒓) 𝜓𝑗(𝒓) = 𝛿𝑖𝑗 = {
1 ,  𝑖 = 𝑗

0 ,  𝑖 ≠ 𝑗
 .       (3.24) 

A denominator cannot be 0, hence the only mathematically correct solution is 1, 

∴ ⟨𝜓|𝜓⟩ = ∫  𝑢1
∗(𝒓1)𝑢2

∗(𝒓2)…𝑢𝑛
∗ (𝒓𝑛) 𝑢1(𝒓1)𝑢2(𝒓2)…𝑢𝑛(𝒓𝑛)𝑑𝝉 = 1,      (3.25) 

thus, it is normalized [9, 13]. Therefore, ground state energy becomes: 

𝐸0 = ⟨𝜓|𝐻|𝜓⟩ 

= ∫𝑑3𝒓1𝑑
3𝒓2…𝑑

3𝒓𝑛 𝑢1
∗(𝒓1)𝑢2

∗(𝒓2)…𝑢𝑛
∗ (𝒓𝑛) [𝑇𝑒 + 𝑈𝑒𝑒 + 𝑉𝑒𝑥𝑡] 

𝑢1(𝒓1)𝑢2(𝒓2)…𝑢𝑛(𝒓𝑛).         (3.26) 

Equation (3.26) is referred to as the expectation value of the ground state energy. 

Therefore, from equation (3.14), the energy for the entire system is the summation of the 

individual Hamiltonians and energy-eigenvalues of the particles; 

∴ ∑ 𝐻𝑢𝑖(𝒓𝑖)𝑖 = ∑ ∈ (𝒓)𝑢𝑖(𝒓𝑖)𝑖 ,        (3.27) 

We multiply (3.27) by ∫𝑢𝑖
∗(𝑟𝑖)𝑑𝝉, where 𝑑𝝉 = 𝑑3𝒓1𝑑

3𝒓2…𝑑
3𝒓𝑛: 

∑∫𝑢𝑖
∗(𝒓𝑖)𝐻𝑢𝑖(𝒓𝑖)

𝑖

=∑ ∈ (𝒓)

𝑖

∫𝑢𝑖
∗(𝒓𝑖)𝑢𝑖(𝒓𝑖)𝑑𝝉 

⇒    ∑ ⟨𝜓|𝐻|𝜓⟩𝑖 = ∑ ∈ (𝒓)𝑖 ∫𝑢𝑖
∗(𝒓𝑖)𝑢𝑖(𝒓𝑖)𝑑𝝉,           (3.28) 
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To find ground state energy, it is necessary to find the absolute minimum for ⟨𝜓|𝐻|𝜓⟩. A 

convenient way to achieve this is through the use of the Variational Principle [6, 14]: 

𝛿[∑ ⟨𝜓|𝐻|𝜓⟩𝑖 −∑ ∈ (𝒓) ∫𝑢𝑖
∗(𝒓𝑖)𝑢𝑖(𝒓𝑖)𝑑𝝉𝑖 ] = 0.          (3.29) 

From here onwards, the atomic unit system is adopted as ℏ = 𝑚𝑒 = 𝑒 = 4𝜋/𝜀0 = 1. This 

leads to the single-particle Hartree equation: 

[−
1

2
𝛻2 −∑

𝑍𝐼

|𝑹𝐼−𝒓|
𝐼 + ∑ ∫

|𝑢(𝒓′)|
2

|𝒓−𝒓,|
𝑑𝒓,𝑖≠𝑗 ] 𝑢𝑖(𝒓) =∈𝑖 (𝒓)𝑢𝑖(𝒓).   (3.30) 

To the right of the equation is the new energy eigenvalue. Using equation (3.22) and also 

generalising for a 3 dimensional system, the single-particle Hartree equation is obtained: 

[−
1

2
∇2 − ∑

𝑍𝐼

|𝑹𝐼−𝒓|
+ ∫

𝑛𝑗(𝒓
′)

|𝒓−𝒓′|
𝑑𝒓′𝐼 ] 𝑢𝑖(𝒓) =∈𝑖 (𝒓)𝑢𝑖(𝒓).                    (3.31) 

The term ∫
𝑛𝑗(𝒓

′)

|𝒓−𝒓,|
𝑑𝒓, is known as the Hartree potential [8, 15, 16]. Equation (3.14) can now 

be written as: 

   [𝑇𝑒 + 𝑉𝑒𝑥𝑡 + 𝑉𝐻]𝑢𝑖(𝒓) =∈𝑖 (𝒓)𝑢𝑖(𝒓),                                       (3.32) 

[𝑇𝑒 + 𝑉𝑒𝑓𝑓]𝑢𝑖(𝒓) =∈𝑖 (𝒓)𝑢𝑖(𝒓).                                               (3.33) 

The second term of equation (3.33) is known as the effective potential and is the sum of the 

external potential and the Hartree potential: 

𝑉𝑒𝑓𝑓 = 𝑉𝑒𝑥𝑡 + 𝑉𝐻.      (3.34) 

The effective potential 𝑉𝑒𝑓𝑓 in equation (3.34) describes the movement of electrons in the 

solid, as it contains the 𝑉𝑒𝑥𝑡 term, which is the Coulomb interaction of the electrons and 

nuclei, and the 𝑉𝐻 term, which is the Hartree electron-electron interactions. If the atoms are 

moved around, their energy will change and the electrons will automatically adjust. Thus, 

real electrons are replaced by effective electrons which have similar charge, mass, density 

distribution and are independent non-interacting electrons moving inside an effective 

potential or what in other literatures is referred to as an electron cloud. 
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Equation (3.33) contains the kinetic energy of an electron and the effective potential. 

Meaning that the movement of a single electron is tracked as a result of movement of other 

effective electrons. Therefore, this means that an electron at position 𝒓𝑖 sees all other 

electrons as an electron cloud and this would mean that electrons are distinguishable. This 

leads to the failures of the Hartree model. 

Equation (3.33) is incapable of representing real quantum mechanical systems [6, 15, 16] 

because in any real system: 

 Electrons are indistinguishable, therefore it is almost impossible to keep track of the 

movement of any single electron. 

 There is correlation interaction amongst electrons in a quantum system. The Hartree 

approach neglects all of these effects. 

 

3.5 Hartree-Fock Approximation 

Fock, in 1930, further developed the Hartree approximation and later called it the Hartree-

Fock approximation.  In the Hartree-Fock approximation, anti-symmetry is applied to the 

trial wavefunction through the expression of Slater determinants [17]. Anti-symmetry is 

also achieved through obeying the Pauli Exclusion Principle which states that no two 

electrons can occupy the same state [8, 18]. Electrons in the same state have the same 

energy, occupy the same position and have the same spin [18]. Therefore, the Hartree-Fock 

approximation considers the spin parameter in its wavefunction. Hartree-Fock 

approximation is the first theory to allow qualitative predictions of molecular systems in a 

way that was computationally manageable. 

 

Slater Determinants 

Given N electron wavefunctions, only one antisymmetric combination can be formed. 

Therefore, the wavefunction 𝜓(𝒓𝑖, 𝜎𝑖) is written in terms of position (𝒓𝑖) and spin (𝜎𝑖) of 
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the ith electron. The different electron wavefunctions containing electron position and spin 

can be represented by the following matrix [19, 20]: 

𝜓(𝒓𝑖, 𝜎𝑖) =
1

√𝑁!

[
 
 
 
 𝑢1
(𝒓1, 𝜎1) 𝑢2(𝒓1, 𝜎2) …   𝑢𝑁(𝒓𝑁, 𝜎𝑁)

𝑢1(𝒓2, 𝜎1) 𝑢2(𝒓2, 𝜎2) …   𝑢𝑁(𝒓2, 𝜎𝑁)
⋮

𝑢1(𝒓𝑁, 𝜎1) 𝑢2(𝒓𝑁, 𝜎2) … 𝑢𝑁(𝒓𝑁, 𝜎𝑁) ]
 
 
 
 

.                              (3.35) 

The electrons considered in the Hartree-Fock approximation are fermions. Fermions have 

antisymmetric wavefunctions as opposed to bosons which can have an unlimited number 

of particles in the same place at the same time. 

In equation (3.35), 
1

√𝑁!
 is the normalizing factor chosen such that ∫|𝜓|2𝑑𝝉 = 1 [21]. 

Therefore, Slater determinant is given by: 

𝜓(𝒓𝑖, 𝜎𝑖) =
1

√𝑁!
∑ (−)𝑃𝑃𝑢1(𝒓1, 𝜎1)𝑢2(𝒓2, 𝜎2)…𝑢𝑛(𝒓𝑁 , 𝜎𝑁)𝑃 ,                  (3.36) 

where P is the permutations operator. Antisymmetry can be achieved in the Slater 

determinant. If any two columns or rows are equal, the determinant is zero. Therefore, no 

two electrons can have the same position and spin [20]. The variable 𝒓𝑖 is chosen to 

represent both position and spin of the ith electron. Therefore, the ground state 

wavefunction is given by: 

𝜓(𝒓𝑖) =
1

√𝑁!
∑ (−)𝑃𝑃𝑢1(𝒓1)𝑢2(𝒓2)…𝑢𝑛(𝒓𝑛)𝑃 .                             (3.37) 

The Hartree-Fock wavefunction (3.37) is then substituted into the Schrödinger equation 

and the same procedure as was executed with the Hartree method is applied. This results in 

the following expectation value for the energy: 

𝐸 = ⟨𝜓|𝐻|𝜓⟩ = 〈𝐻〉 

∴ 𝐻 = −∑
1

2
𝛻𝑖
2𝑁

𝑖 − ∑
𝑍𝐼

|𝒓𝑖−𝑹𝐼|
+𝑁

𝐼,𝑖
1

2
∑

𝑛𝑖(𝒓𝑖)𝑛𝑗(𝒓𝑗)

|𝒓𝑖−𝒓𝑗|

𝑁
𝑖,𝑗 𝑑3𝒓𝑖𝑑

3𝒓𝑗  

−
1

2
∑ ∫

𝑢𝑖
∗(𝒓𝑖)𝑢𝑗

∗(𝒓𝑗)𝑢𝑖(𝒓𝑗)𝑢𝑗(𝒓𝑖)

|𝒓𝑖−𝒓𝑗|
𝑑3𝒓𝑖𝑑

3𝒓𝑗
𝑁
𝑖,𝑗 .   (3.38) 

Insert this Hamiltonian back into the Schrödinger Equation (3.31): 
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∈𝑖 (𝒓)𝑢𝑖(𝒓) = [
−∑

1

2
𝛻𝑖
2𝑁

𝑖 − ∑
𝑍𝐼

|𝒓𝑖−𝑹𝐼|
+𝑁

𝐼,𝑖
1

2
∑

𝑛𝑖(𝒓𝑖)𝑛𝑗(𝒓𝑗)

|𝒓𝑖−𝒓𝑗|

𝑁
𝑖,𝑗 𝑑3𝒓𝑖𝑑

3𝒓𝑗

−
1

2
∑ ∫

𝑢𝑖
∗(𝒓𝑖)𝑢𝑗

∗(𝒓𝑗)𝑢𝑖(𝒓𝑗)𝑢𝑗(𝒓𝑖)

|𝒓𝑖−𝒓𝑗|
𝑑3𝒓𝑖𝑑

3𝒓𝑗
𝑁
𝑖,𝑗

] 𝑢𝑖(𝒓).  (3.39) 

The above equation is known as the Hartree-Fock equation [22]. The third term on the 

right-hand side of the equation is the electron-electron interaction term and the fourth term 

is known as the exchange interaction. The exchange term originates purely from the 

antisymmetric nature of the wavefunction [22]. 

To further explain the last term, the nature of electrons is that they move in such a way that 

minimizes their energy thus increase their stability. Electrons with the same spin repel 

while oppositely spinning electrons attract and are able to share the same orbital state. 

Electrons are aware of their presence and go out of their ways to avoid being close to one 

another which may cause them to end up exchanging/swopping positions [23], thus the 

electron exchange interaction term. This is the term which links the non-interacting system 

to the interacting system, however Hartree-Fock equations are still not well-equipped to 

describe a QM system. 

Although Hartree-Fock was the first theory which allowed qualitative predictions for 

molecular systems it had its own limitations and inaccurate predictions for a real solid state 

model [20, 24]. 

• A true self-consistent Hartree-Fock Approximation is very complex and relies on multi-

variable wavefunction of 3N or more dimensions which in computational studies is 

referred to as the curse of dimensionality. Solving these multi-variable functions would 

take ages even with the use of high processing computers. 

• Correlation energy, which is a measure of how much the movement of one electron is 

influenced by the presence of all other electrons, has been neglected. 

• Electrons being distinguishable is represented mathematically by a changing sign of the 

function when the single-electron orbitals or wavefunctions change positions. Therefore 

Hartree-Fock treats electrons like fermions instead of boson and in any real system 

electrons are indistinguishable. 
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• Hartree-Fock equations are used to study small chemical systems like molecules 

successfully on the computer, but do not work well for bulk crystalline materials. 

Therefore, a complete Schrödinger equation with all information of an interacting system 

will have an exchange term and a correlation term. We, therefore, turn to DFT to combat 

short comings of the Hartree-Fock approximation. 

 

3.6 Density Functional Theory (DFT) 

Density functional theory (DFT) provides another starting point for treating the many body 

systems and provides a better way of approximating electron correlations for ground state 

properties [15, 24]. DFT mainly states that the electron density and electron energy 

contains all the needed information pertaining to the chemistry of the quantum mechanical 

system. DFT is a highly computationally efficient method and has met with considerable 

success for calculating the binding energies, lattice parameters and bulk moduli of metals 

[9]. The impact of DFT in the science community was recognised by the awarding of 

Nobel Prize in Chemistry in 1998 to Walter Kohn [25]. 

Just like the Hartree approach, DFT reduces the many body ground state problem into a 

one-particle Schrödinger equation. DFT is based on two basic concepts. The first is the 

Hohenberg-Kohn theorem (HK) and the second is the Kohn-Sham equations (KS) [26]. 

 

3.6.1 Hohenberg-Kohn Theorem 

Hohenberg-Kohn Theorem is composed of two parts [27]. The first part states that electron 

density uniquely determines the system’s external potential energy. As always, the starting 

point is the Schrödinger based quantum mechanics. Therefore, the Hamiltonian for the 

many body system in the Born-Oppenheimer approximation is: 

𝐻𝐵𝑂(𝒓𝑖 , 𝑹𝑖) = −∑
1

2
𝛻𝑖
2 + ∑

1

|𝒓𝑖−𝒓𝑗|

𝑁
𝑖<𝑗 −𝑁

𝑖 ∑ 𝑉𝑒𝑥𝑡(𝒓𝑖, 𝑹𝐼)
𝑁
𝑖 .         (3.40) 

Here the focus will be on the external potential: 
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𝑉𝑒𝑥𝑡(𝒓,𝑹𝐼) = −∑
𝑍𝐼

|𝒓−𝑹𝐼|
𝑁
𝐼 .           (3.41) 

In the quantum mechanical approach: 

𝑉𝑒𝑥𝑡(𝒓,𝑹𝑖)          →           𝜓(𝒓𝑖, 𝑹𝑖) 𝑎𝑛𝑑 𝐸(𝑹𝑖)         →           𝑃𝑟𝑜𝑝𝑒𝑟𝑡𝑖𝑒𝑠 

The external potential 𝑉𝑒𝑥𝑡(𝒓, 𝑹𝑖)  is used to build the Hamiltonian, the Hamiltonian is 

used to solve the Shrödinger equation from which the wavefunction 𝜓(𝒓𝑖, 𝑹𝑖) and the 

energy are obtained, thus the properties of the system are also obtained. According to the 

Hohenberg-Kohn theorem, the ground state electron density (𝑛0(𝒓)) uniquely determines 

the ground state wavefunction and energy [27].  

𝑛0(𝒓)          →           𝜓(𝒓𝑖, 𝑹𝑖) 𝑎𝑛𝑑 𝐸(𝑹𝑖)         →           𝑃𝑟𝑜𝑝𝑒𝑟𝑡𝑖𝑒𝑠 

This suggests that there is a one-to-one unique correspondence between 3N 𝑉𝑒𝑥𝑡 and 3D 

𝑛0. Therefore, instead of finding the 3N or more dimensional wavefunction, we start by 

finding the 3D electron density. Thus, curse of dimensionality is avoided and equations can 

now be reasonably solved with computation. 

Hamiltonian: 

𝐻 = ∑ 𝑇𝑒 +
𝑁
𝑖=1 ∑ 𝑉𝑒𝑒 +

𝑁
𝑖<𝑗 ∑ 𝑉𝑒𝑥𝑡(𝒓𝑖, 𝑹𝐼)

𝑁
𝑖=1 .      (3.42) 

Expectation value for the energy: 

⟨𝐻⟩ = ⟨𝜓|𝑇|𝜓⟩ + ⟨𝜓|𝑈|𝜓⟩ + ∑ ⟨𝜓|𝑉𝑒𝑥𝑡(𝒓𝑖)|𝜓⟩
𝑛
𝑖=1 ,           (3.43) 

∴ ⟨𝜓|𝑉𝑒𝑥𝑡(𝒓𝑘)|𝜓⟩ = ∫𝑑𝒓1𝑑𝒓2…𝑑𝒓𝑁𝜓
∗(𝒓𝑖)𝑉𝑒𝑥𝑡(𝒓𝑘)𝜓(𝒓𝑖),                  (3.44) 

𝜓 is the 3N dimensional wavefunction and 𝑉𝑒𝑥𝑡(𝒓𝑘) is the external potential for electron 

(k). Therefore, electron k has position vector 𝒓𝑘 and integration variable 𝑑𝒓𝑘. Since the 

electrons are continuously distributed, 𝑑𝒓𝑘 is separated from all other variables while the 

remaining variables are just grouped together as 𝑑𝒙′ and equation (3.44) becomes: 

⟨𝜓|𝑉𝑒𝑥𝑡(𝒓𝑘)|𝜓⟩ = ∫𝑉𝑒𝑥𝑡(𝒓𝑘)𝑑𝒓𝑘 ∫𝑑𝒙
′|𝜓(𝒓𝑖)|

2.                            (3.45) 

According to equation (3.18) this will reduce to: 
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⟨𝜓|𝑉𝑒𝑥𝑡(𝒓𝑘)|𝜓⟩ = ∫𝑉𝑒𝑥𝑡(𝒓𝑘)𝑛(𝒓𝑘)𝑑𝒓𝑘.    (3.46) 

Generally, 

 ⟨𝜓|𝑉𝑒𝑥𝑡(𝒓)|𝜓⟩ = ∫𝑉𝑒𝑥𝑡(𝒓) 𝑛(𝒓) 𝑑𝒓.                                       (3.47) 

This yields an expectation value of the external potential which is a functional consisting 

of a manageable 3 dimensional electron density. 

Proof: 

We seek to prove the first Hohenberg Kohn Theorem and this will be done by 

contradiction. That is, initially, the opposite is assumed correct for which this is expected 

to arrive at an absurd solution. The contradiction is to show that the ground state density 

does not uniquely determine the external potential. Therefore, suppose that two different 

potentials, differing by more than a constant, have the same ground state density: 

Potential 1 with wavefunction 1 (WF1): 𝑉𝑒𝑥𝑡
(1)
→ 𝜓0

(1)
→ 𝑛0

(1)(𝒓) 

Potential 2 with wavefunction 2 (WF2): 𝑉𝑒𝑥𝑡
(2)
→ 𝜓0

(2)
→ 𝑛0

(2)(𝒓) 

Where: 𝑛0
(2)(𝒓) = 𝑛0

(1)(𝒓) 

Expectation value of WF1 in Hamiltonian 1 is the absolute minimum and therefore gives 

ground state energy lower than that produced by expectation value of WF2 in Hamiltonian 

1: 

⟨𝜓0
(1)
|𝐻(1)|𝜓0

(1)
⟩ < ⟨𝜓0

(2)
|𝐻(1)|𝜓0

(2)
⟩,                                              (3.48) 

⟨𝜓0
(1)
|𝐻(1)|𝜓0

(1)
⟩ = ⟨𝜓0

(1)
|𝑇|𝜓0

(1)
⟩ + ⟨𝜓0

(1)
|𝑈|𝜓0

(1)
⟩ + ∫𝑉𝑒𝑥𝑡

(1)(𝒓)𝑛0
(1)(𝒓)𝑑𝒓,     (3.49) 

⟨𝜓0
(2)
|𝐻(1)|𝜓0

(2)
⟩ = ⟨𝜓0

(2)
|𝑇|𝜓0

(2)
⟩ + ⟨𝜓0

(2)
|𝑈|𝜓0

(2)
⟩ + ∫𝑉𝑒𝑥𝑡

(1)(𝒓)𝑛0
(2)(𝒓)𝑑𝒓,     (3.50) 

⟨𝜓0
(1)
|𝑇|𝜓0

(1)
⟩ + ⟨𝜓0

(1)
|𝑈|𝜓0

(1)
⟩ < ⟨𝜓0

(2)
|𝑇|𝜓0

(2)
⟩ + ⟨𝜓0

(2)
|𝑈|𝜓0

(2)
⟩.                   (3.51) 
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The last terms of equations (3.49) and (3.50) are removed from the inequality equation 

(3.51) since they are the same (i.e. the density of the system is a constant) and thus one 

cannot be greater or smaller than the other.  

Likewise if the expectation value of WF2 in Hamiltonian 2 gives absolute minimum and 

therefore its ground state energy is lower than the expectation value of WF1 in 

Hamiltonian 2. We follow the same procedure as above: 

⟨𝜓0
(2)
|𝐻(1)|𝜓0

(2)
⟩ > ⟨𝜓0

(2)
|𝐻(2)|𝜓0

(2)
⟩,                                                 (3.52) 

⟨𝜓0
(1)
|𝑇|𝜓0

(1)
⟩ + ⟨𝜓0

(1)
|𝑈|𝜓0

(1)
⟩ > ⟨𝜓0

(2)
|𝑇|𝜓0

(2)
⟩ + ⟨𝜓0

(2)
|𝑈|𝜓0

(2)
⟩,                (3.53) 

(3.51) and (3.53) cannot be true at the same time. Therefore Absurd! Two different 

potentials cannot have identical densities. Thus, Hohenberg-Kohn first theorem is true, the 

ground state density uniquely determines the external potential and consequently the 

wavefunction, energies, etc. 

The second part of the Hohenberg-Kohn theorem is known as the variational property [28]. 

It states that the electron density that absolutely minimizes the energy functional is the 

ground state electron density. 

In the first theorem we proved that electron density uniquely defines the energy functional. 

If the energy is a functional of electron density, then components of the energy (i.e. the 

kinetic energy, Coulomb interactions and external potential) are also functionals of the 

electron density. If the universal functional F[n(r)] is defined by: 

𝐹[𝑛(𝒓)] = ⟨𝜓(𝒓)|𝑇 + 𝑈|𝜓(𝒓)⟩,     (3.54) 

T is the kinetic energy of the electrons and U is the electron-electron interaction potential. 

F is said to be universal because treatment of kinetic energy and Coulomb forces is 

common for all systems [29, 30]. Therefore, mathematically the second H-K theorem can 

be written as: 

𝐸[𝑛(𝒓)] = 𝐹[𝑛(𝒓)] + ∫𝑉𝑒𝑥𝑡(𝒓)𝑛(𝒓)𝑑𝒓 ≥ 𝐸[𝑛0],            (3.55) 

∴ 𝐸[𝑛0] ≤ 𝐸[𝑛].         (3.56) 
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Proof: 

Consider an arbitrary wavefunction 𝜓′(𝒓) uniquely defined by electron density 𝑛′(𝒓), 

∴ 𝑁 = ∫𝑛0(𝒓)𝑑𝒓 =∫𝑛
′(𝒓)𝑑𝒓.     (3.57) 

This means that the total number of electrons in the system is the same regardless of 

integrating the ground state electron density 𝑛0(𝒓) or any other arbitrary electron density 

𝑛′(𝒓). Assume 𝜓′ Minimizes 𝐹[𝑛′(𝒓)] such that: 

𝐹[𝑛′(𝒓)] = ⟨𝜓𝑚𝑖𝑛
′ |𝑇 + 𝑈|𝜓𝑚𝑖𝑛

′ ⟩.     (3.58) 

Therefore, the arbitrary external potential 𝑉𝑒𝑥𝑡
′ (𝒓) and energy functional 𝐸[𝑛′(𝒓)] are 

expressed as:  

𝐸[𝑛′(𝒓)] = ⟨𝜓𝑚𝑖𝑛
′ |𝐻|𝜓𝑚𝑖𝑛

′ ⟩ 

𝐸[𝑛′(𝒓)] = 𝐹[𝑛′(𝒓)] + ∫𝑉𝑒𝑥𝑡
′ (𝒓)𝑛′(𝒓)𝑑𝒓.                                (3.59) 

From the first part of the H-K theorem it was proved that the electron density uniquely 

defines energy. Therefore, if we consider the ground state electron density 𝑛0(𝒓) that 

corresponds to the wavefunction 𝜓0(𝒓), it uniquely defines the ground state energy: 

𝐸[𝑛0(𝒓)] = ⟨𝜓0(𝒓)|𝐻|𝜓0(𝒓)⟩.          (3.60) 

Applying equation (3.60) into (3.59) then: 

𝐸[𝑛0(𝒓)] = 𝐹[𝑛0(𝒓)] + ∫𝑉𝑒𝑥𝑡(𝒓)𝑛0(𝒓)𝑑𝒓.                           (3.61) 

According to equation (3.48) and (3.52) above: 

⟨𝜓𝑚𝑖𝑛
′ |𝐻|𝜓𝑚𝑖𝑛

′ ⟩ > ⟨𝜓0(𝒓)|𝐻|𝜓0(𝒓)⟩, 

∴ 𝐹[𝑛′(𝒓)] + ∫𝑉𝑒𝑥𝑡
′ (𝒓)𝑛′(𝒓)𝑑𝒓 > 𝐹[𝑛0(𝒓)] + ∫𝑉𝑒𝑥𝑡(𝒓)𝑛0(𝒓)𝑑𝒓, 

∴ 𝐸[𝑛′(𝒓)] ≥ 𝐸[𝑛0(𝒓)], 

thus, equation (3.56) is correct. Therefore, this proves that the energy corresponding to any 

trial electron density should always be higher than or equal to the ground state energy 
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corresponding to the ground state electron density. This was the birth of DFT. The energy 

is a function of the electron density which is a function of the position vector r. The energy 

is a function of a function and this, in mathematical terms, is called a functional. 

However, at this point DFT is still not an applicable tool for material analysis. We know 

energy is a functional of electron density, but our challenge now is finding what this 

energy functional is exactly. Kohn-Sham equations were used to solve this problem. 

 

3.6.2 Kohn-Sham Equations 

Kohn and Sham were able to produce equations which are able to effect DFT from a 

theoretical phenomenon to a day-to-day applicable tool. Kohn-Sham equations are self-

consistent equations which map the interacting many body electronic system onto a system 

of non-interacting electrons moving in an effective potential [31]. Therefore, Kohn-Sham 

approach is to find a good approximation of the energy functional [26, 31], 

𝐸[𝑛(𝒓)] = ⟨𝜓(𝒓)|𝐻|𝜓(𝒓)⟩ = ⟨𝜓(𝒓)|𝑇 + 𝑈𝑒𝑒 + 𝑉𝑒𝑥𝑡|𝜓(𝒓)⟩,  (3.62) 

= 𝐹[𝑛(𝒓)] + 𝐸𝑒𝑥𝑡[𝑛] = ∫𝜓
∗(𝒓)[𝑇 + 𝑈𝑒𝑒]𝜓(𝒓)𝑑𝒓 + ∫𝑉𝑒𝑥𝑡(𝒓)𝑛(𝒓)𝑑𝒓,  (3.63) 

𝐸[𝑛] = 𝐹[𝑛] + 𝑉𝑒𝑥𝑡[𝑛] = F[n] + ∫𝑉𝑒𝑥𝑡(𝒓)𝑛(𝒓)𝑑𝒓.                        (3.64) 

Energy is a functional of electron density. Since it has been figured out how to express 

external potential as a functional of the electron density, the challenge is to express kinetic 

energy and electron-electron interaction as functionals of electron density. Kohn-Sham 

equations follow single-electron Hartree orbitals. 

Expectation value of the kinetic energy for single-particles is: 

𝑇[𝑛] = −
1

2
∑ ⟨𝑢𝑖

∗(𝒓)|𝛻𝑖
2|𝑢𝑖(𝒓)⟩

𝑁
𝑖 .     (3.65) 

Electron-electron interaction which is the Hartree Potential: 

𝑈𝑒𝑒[𝑛] = ∑ ∫
|𝑢𝑖(𝒓𝑖)|

2|𝑢𝑗(𝒓𝑗)|
2

|𝒓𝑖−𝒓𝑗|
𝑑𝒓𝑖𝑑𝒓𝑗

𝑁
𝑖<𝑗 .       (3.66) 
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Remembering:   𝑛𝑖(𝒓𝑖) = ∑ |𝑢𝑖(𝒓𝑖)|
2𝑁

𝑖  

∴ 𝑈𝑒𝑒[𝑛] = ∑ ∫
|𝑢𝑖(𝒓𝑖)|

2|𝑢𝑗(𝒓𝑗)|
2

|𝒓𝑖−𝒓𝑗|
𝑑𝒓𝑖𝑑𝒓𝑗

𝑁
𝑖<𝑗 = ∫

𝑛𝑖(𝒓𝑖)𝑛𝑗(𝒓𝑗)

|𝒓𝑖−𝒓𝑗|
𝑑𝒓𝑖𝑑𝒓𝑗.       (3.67) 

The kinetic energy and electron-electron interaction with the Kohn Sham approach 

becomes: 

𝑇[𝑛] = −
1

2
∑ ∫𝑢𝑖

∗(𝒓)𝛻𝑖
2𝑢𝑖(𝒓)𝑑𝒓

𝑁
𝑖 + 𝑇𝑐[𝑛(𝑟)] = 𝑇𝑠𝑝[𝑛(𝒓)] + 𝑇𝐶[𝑛(𝒓)],          (3.68) 

𝑈[𝑛] = ∑ ∫
|𝑢𝑖(𝒓𝑖)|

2|𝑢𝑗(𝒓𝑗)|
2

|𝒓𝑖−𝒓𝑗|
𝑑𝒓𝑖𝑑𝒓𝑗 + 𝑈𝑋[𝑛(𝒓)] = 𝑈𝐻[𝑛(𝒓)] + 𝑈𝑋[𝑛(𝒓)]

𝑛
𝑖<𝑗 .      (3.69) 

The first term in equation (3.68) is the kinetic energy of a single electron (hence sp for 

single-particle) and the second term is the correlation energy which is unknown from a 

fully interacting system. The first term in equation (3.69) is the Hartree potential and the 

second term is the exchange interaction of electrons which is also unknown from a fully 

interacting system. 

Therefore, there is an exact non-interacting part, and a separate exchange and correlation 

part to include information of the fully interacting system. The exchange and correlation 

cannot be exact and is therefore approximated. The success and effectiveness of DFT is 

due to this exact and approximation. Thus, the total energy functional will now have extra 

terms which are the correlation energy functional and the exchange interaction energy 

functional [32]:  

𝐸[𝑛] = 𝑇𝑠𝑝[𝑛] + 𝐸𝐻[𝑛] + 𝐸𝑒𝑥𝑡[𝑛] + 𝑇𝐶[𝑛(𝒓)] + 𝑈𝑋[𝑛(𝒓)].                  (3.70) 

The two terms are contained in one term called the exchange and correlation functional 

𝐸𝑋𝐶[𝑛]: 

𝐸[𝑛] = 𝑇𝑠𝑝[𝑛] + 𝐸𝐻[𝑛] + 𝐸𝑒𝑥𝑡[𝑛] + 𝐸𝑋𝐶[𝑛].                                 (3.71) 

Kohn Sham equations can thus be written as: 

[−
1

2
𝛻2 + 𝑉𝑒𝑥𝑡(𝒓) + 𝑉𝐻(𝒓) + 𝑉𝑋𝐶(𝒓)]𝜓𝑖(𝒓) = 𝜀𝑖𝜓𝑖(𝒓).   (3.72) 
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The potential terms are also known as effective potentials, 𝑉𝑒𝑓𝑓(𝒓) = 𝑉𝑒𝑥𝑡(𝒓) + 𝑉𝐻(𝒓) +

𝑉𝑋𝐶(𝒓), such that (3.72) becomes:  

  [−
1

2
𝛻2 + 𝑉𝑒𝑓𝑓(𝒓)]𝜓𝑖(𝒓) = 𝜀𝑖𝜓𝑖(𝒓),                       (3.73) 

where: 

𝑉𝑋𝐶(𝒓) =
𝛿𝐸𝑋𝐶[𝑛(𝒓)]

𝛿𝑛(𝒓)
   , 𝑉𝐻(𝒓) =

𝛿𝐸𝐻[𝑛(𝒓)]

𝛿𝑛(𝒓)
= ∫

𝑛(𝒓2)

|𝒓1−𝒓2|
𝑑𝒓2,   𝑉𝐸𝑥𝑡(𝒓) =

𝛿𝐸𝐸𝑥𝑡[𝑛(𝒓)]

𝛿𝑛(𝒓)
. 

Kohn and Sham made assumptions that transformed the problem from a system of N 

interacting electrons to an equivalent system with N non-interacting electrons with the 

same ground state electron density as the interacting system. These Kohn-Sham equations 

are self-consistently solved in the following manner [2, 33, 34]: 

(1) Start with initial guess of n(r) 

(2) Calculate 𝑉𝑒𝑓𝑓 

(3) Solve K-S equation for the K-Sham Wavefunction 

(4) Use Wavefunction to find energy eigen-functions and thus total energy 

(5) Total energy is a functional of density. Therefore use energy to find the density 

(6) Match the new density with the initially guessed density 

(7) If they are not equal then take a new guess of the density and repeat the process 

until new density is equal to initial density or converges to a certain interval of the 

initial density 

(8) Once convergence is reached then total energy is computed. 

 

3.7 Exchange Correlation Energy Functional 

Exchange and correlation term possesses all information of the fully interacting system and 

is approximated. The most popular of the exchange and correlation approximations are 

local density approximation (LDA) and generalized gradient approximation (GGA) [35]. 
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3.7.1 Local Density Approximation (LDA)/ Local Spin Density Approximation 

(LSDA) 

Here, the model of a non-interacting homogenous electron gas or uniform electron gas 

(UEG) is used. This model uniformly distributes the electrons in the molecules. As a result 

of this uniformity, it can be assumed that the integral of the local density at r represent the 

exchange and correlation interactions over all space of the crystal. 

Dirac in the 1930’s developed local density approximation (LDA) for exchange functional 

of a homogeneous electron gas [36]. These produced results as accurate as possible and 

accelerated the use of DFT for electronic structure calculations. 

For spin-polarized systems, the spin is included in the LDA and thus called local spin 

density approximation (LSDA) [26, 31]. The generalized expressions for LDA and LSDA 

approximations are: 

LDA       

𝐸𝑋𝐶
𝐿𝐷𝐴[𝑛(𝒓)] = ∫𝑑𝒓 𝑛(𝒓)𝜀𝑋𝐶[𝑛(𝒓)].                (3.74) 

LSDA 

𝐸𝑋𝐶
𝐿𝑆𝐷𝐴[𝑛↑(𝒓), 𝑛↓(𝒓)] = ∫ 𝑑𝒓 𝑛(𝒓)𝜀𝑋𝐶[𝑛

↑(𝒓), 𝑛↓(𝒓)].   (3.75) 

The factor 𝜀𝑋𝐶 is the exchange and correlation energy per density and, according to Dirac, 

their exact mathematical expressions are [2, 26]: 

𝐸𝑋𝐶
ℎ𝑜𝑚[𝑛(𝒓)] = −

3

4
(
3𝑛(𝒓)

𝜋
)
1
3⁄

,                                              (3.76) 

𝐸𝑋
𝐿𝐷𝐴[𝑛(𝒓)] = −

3

4
(
3

𝜋
)

1

3
∫ 𝑑𝒓 𝑛(𝒓)

4

3.                                          (3.77) 

Equation (3.76) can be evaluated exactly for a known local electron density, and equation 

(3.77) can be determined for a continuously distributed electron density. However, 

molecules do not conform to UEG model and in a crystal electrons are not uniformly 

distributed especially in the presence of defects where there are large variations in the 

density. 
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3.7.2 Generalized Gradient Approximation (GGA) 

This approximation states that for the majority of real QM systems, there is a gradient in 

the density along r. Therefore, GGA tends to improve LDA functionals by including the 

gradient of the density. The general expression for GGA functionals is given below as [37, 

38]: 

𝐸𝑋𝐶[𝑛(𝒓)] = ∫ 𝑑𝒓𝜀𝑋𝐶[𝑛(𝒓), ∇𝑛(𝒓)]𝑛(𝒓).                                  (3.78) 

Equation (3.78) expresses exchange and correlation functional as an integral of all space 

for a function of local density and the gradient of the density ∇𝑛(𝒓). Most GGA 

functionals are constructed with the correction being a term added to the LDA functional. 

In 1996 Perdew et al. [39] introduced a function, within the LDA expression, which is a 

gradient expansion function 𝐹𝑥(𝑠):  

𝐸𝑋𝐶
𝐺𝐺𝐴−𝑃𝐵𝐸[𝑛(𝒓)] = ∫𝑑𝒓 𝑛(𝒓)𝜀𝑋𝐶

ℎ𝑜𝑚[𝑛(𝒓)]𝐹𝑋(𝑠),                            (3.79) 

𝐹𝑋(𝑠) = 1 + 𝑘 −
𝑘

1+
𝜇𝑠2

𝑘

,                                                    (3.80) 

𝑠 = 𝑐𝑜𝑛𝑠𝑡.×
|∇𝑛|

𝑛
4
3⁄
.                                                          (3.81) 

The expression (3.79) is named PBE functional flavour. In equation (3.81) the gradient of 

the density is normalized (dimensionless). Therefore, for constant gradient: ∇𝑛 = 0, 𝑠 = 0. 

Using 𝑠 = 0 in equation (3.80) returns a 𝐹𝑋(𝑠) value of 1 thus returning equation (3.79) 

back to the exchange and correlation energy functional 𝐸𝑋𝐶
𝐿𝐷𝐴[𝑛(𝒓)] of the uniformly 

distributed electron gas (UEG). 

PBE functional and its parameters are the most commonly used, however through different 

calculations, different values of the parameters are obtained [40, 41]; Gradient Expansion: 

𝜇 = 0.1235, Becke-Lee-Yang-Parr (BLYP) (1998): 𝜇 = 0.2743 and PBE (1996): 𝜇 =

0.2195. GGA functionals may work better than the LDA functionals especially for 

systems with defects and large variations in electron densities [26, 38]. However, GGA 

always underestimates the band gap (𝐸𝑔) of a material [42]. The model of DFT+U or 

GGA+U was developed to address the shortcomings of LDA and GGA functionals [43]. 
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3.7.3 GGA+U 

GGA+U is based on descriptive functionals build from the Hubbard model and is one of 

the simplest techniques applied to ground state of correlated systems. The total energy of a 

system for GGA+U approach is defined as [44, 45]: 

𝐸𝐷𝐹𝑇+𝑈[𝑛(𝒓), 𝑛̂] = 𝐸𝐷𝐹𝑇[𝑛(𝒓)] + 𝐸𝑈[𝑛̂] − 𝐸𝑑𝑐[𝑛̂].           (3.82) 

𝐸𝐷𝐹𝑇[𝑛(𝒓)] is the DFT total energy functional, 𝐸𝑈[𝑛̂] =
1

2
𝑈∑ 𝑛𝑖𝑛𝑗𝑖≠𝑗  is the electron-

electron interaction and is the term that contains the Hubbard U used to model the 

localized states. Interestingly, a part of 𝐸𝑈[𝑛̂] is already present in 𝐸𝐷𝐹𝑇[𝑛(𝑟)] and to 

prevent double-counting, 𝐸𝑑𝑐[𝑛̂] = 𝑈𝑁(𝑁 − 1)/2 is deducted in (3.82), 𝑁 = ∑ 𝑛𝑖𝑖  [45, 

46]. Therefore,  

𝐸𝐷𝐹𝑇+𝑈[𝑛(𝒓), 𝑛̂] = 𝐸𝐷𝐹𝑇[𝑛(𝒓)] +
1

2
𝑈∑ 𝑛𝑖𝑛𝑗𝑖≠𝑗 − 𝑈𝑁(𝑁 − 1)/2.           (3.83) 

The orbital eigenvalues, which is the energy per density, is obtained by taking the 

derivative with respect to density of that orbital, 

𝜀𝑖 =
𝜕𝐸𝐷𝐹𝑇+𝑈[𝑛(𝒓),𝑛̂]

𝜕𝑛𝑖
.                                                       (3.84) 

Through mathematical manipulations [45, 46, 47]: 

𝜀𝑖 = 𝜀𝑖
𝐷𝐹𝑇 + 𝑈(

1

2
− 𝑛𝑖).                                                    (3.85) 

Therefore, for occupied orbitals (𝑛𝑖 = 1), equation (3.85) shifts DFT energy of the orbitals 

by −𝑈/2 and for unoccupied orbitals (𝑛𝑖 = 0), the DFT energy of orbitals is shifted by 

+𝑈/2. GGA+U potential is thus given by [45]: 

𝑉𝐷𝐹𝑇+𝑈[𝑟] = 𝑉𝐷𝐹𝑇 + 𝑈(
1

2
− 𝑛𝑖) 𝑃𝑖,     (3.86) 

where 𝑃𝑖 is the projection operator for localized orbitals. 

GGA+U exchange correlation is mainly used for strongly correlated first-principles 

calculations because of its simple expressions, low computational costs and easy 

implementation of energy derivatives such as atomic forces and stresses [46, 47]. In this 
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work, GGA+U functionals were used to accurately study structural and electronic 

properties of monolayer doped SnS2. 

 

3.8 Plane Wave and Pseudopotential Method 

In this section, computational implementation of DFT is demonstrated. The many body 

problem is mapped onto an effective single-particle problem. This still poses a problem of 

handling infinite non-interacting electrons moving in a static potential of infinite nuclei or 

ions. Thus, a wavefunction must be calculated for each electron and each wavefunction 

must extend over an entire solid. This will require an infinite basis set to expand each 

wavefunction. Bloch’s theorem provides a technique of handling the electronic 

wavefunctions for periodic solids. 

 

3.8.1 Bloch’s Theorem 

In a periodic solid, Bloch’s theorem states that the wavefunction can be expressed as a 

product of the cell periodic parts [14, 48]. Therefore, Bloch’s theorem states that: 

𝜓𝑖(𝒓) = 𝑒
𝑖𝒌.𝒓𝑢𝑖(𝒓).     (3.87) 

The term 𝑢𝑖(𝒓) contains periodicity of the lattice [24]: 

𝑢𝑖(𝒓) = ∑ 𝑐𝑖, 𝐺𝑒
𝑖𝑮.𝒓

𝑮 ,     (3.88) 

where G is the reciprocal lattice vector defined by 𝑮. 𝒍 = 2𝜋𝑚, l symbolises the lattice 

vector of a crystal, m is an integer and, from DFT, r is the position vector of the electron 

density. Thus, this electronic wavefunction can be expressed as a plane-wave expansion 

[24]: 

𝜓𝑖(𝒓) = ∑ 𝑐𝑖, 𝒌 + 𝑮𝑒
𝑖(𝒌+𝑮).𝒓

𝑮 .   (3.89) 
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The plane-wave coefficients, 𝑐𝑖, 𝒌 + 𝑮, are used to define the size of the array. The 

maximum length of the G vectors can be further limited through defining a kinetic energy 

cut-off [2, 9]: 

𝐸𝑐𝑢𝑡 =
1

2
|𝒌 + 𝑮𝑚𝑎𝑥|

2.    (3.90) 

Accurately solving these equations using iterative methods results in precision of the DFT 

code. 

 

3.8.2 k-point sampling 

For a periodic system, Bloch’s theorem transforms the integral of an infinite number of k-

points in real space to a finite number of k-points in reciprocal space. This reciprocal space 

is known as the Brillouin zone (BZ) [24, 49]. The integral over the BZ is expressed as: 

𝑓(𝒓) =
Ω

(2𝜋)3
∫
𝐵𝑍
 𝐹(𝒌)𝑑3𝑘,    (3.91) 

where Ω is the unit cell volume and F(k) is the Fourier transformation term. Integrating 

over the BZ generates electronic properties such as Band Energy, DOS, charge density and 

total energy. There is a number of techniques to sample k-points in the BZ [50, 51], 

however this work uses the Monkhorst and Pack method [52] which determines k-points 

according to the crystal studied. The Fourier transformation term can be defined as [50, 

51]: 

𝐹(𝒌) = 𝑓0 + ∑ 𝐴𝑚(𝒌)𝑚=1 ,    (3.92) 

where 𝐴𝑚(𝒌) is the transformation term expressed as: 

𝐴𝑚(𝒌) = ∑𝑒
𝑖𝒌.𝒓.     (3.93) 

The sum in equation (3.92) converges as the exponential term in equation (3.93) moves 

towards zero at large r vectors. According to Meyer [49], metals require a small k-points 

sample to obtain well-converged results, while insulators and semi-conductors require a 

large k-points sample because of discontinuity at the Fermi surface [9, 24, 49]. Methfessel 
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and Paxton solved this problem by developing smearing [53], which ensures that the 

integrated function becomes smeared and, thus is not discontinued. This allows 

exponential convergence with a small k-points sample. 

 

3.8.3 Pseudopotential Approximation 

This phenomenon addresses the different types of electron energies and consequently the 

contributions between the core electrons and valence electrons. As is well known, the core 

electrons are bound and highly localized near the nucleus. The wavefunctions of core 

electrons oscillate with a rapid frequency [54]. Thus, these bound core electrons are inert 

and do not contribute to the chemical bonding. Their distribution is highly unaffected by 

different chemical environments, referred to as Frozen-Core approximation [55]. On the 

other hand, valence electrons are loosely bound, more energetic, participate in chemical 

bonding and they determine a material’s physical and chemical properties. The difference 

between the core and valence electrons is what lead to the development of Pseudopotential 

(PP) Approximation method which has been a very effective approach [56]. 

The PP method replaces the wavefunctions of core electrons with smoothly varying pseudo 

wavefunctions, while valence electrons are replaced by weaker PP wavefunctions [57]. 

Therefore, there exists a relationship between all-electron (AE) and the PP wavefunctions 

which is demonstrated in figure 3.1. 

There are major constructive influences by PP method which enabled easier study of 

materials using computational techniques. The major requirement which PPs have met is 

that they are transferable, meaning the same PP could be used per element even in different 

chemical environments [58]. However, one major challenge is that the construction of PPs 

for each atom involves many empirical parameters [9, 49, 59]. A solution to this was 

introduced by Blöchl in 1994 [60], called the projector augmented wave (PAW) method. 
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Figure 3.1: Schematic diagram of wavefunctions of AE (solid-lines) and PP (dashed-lines) 

with respect to the radius. The AE and PP intercept at a radius of oscillation called the cut-

off oscillation or cut-off frequency [9, 24]. 

 

3.8.4 Projector Augmented Wave (PAW) Method 

Similar to PP method, the PAW method minimizes complex electron-ion interactions. The 

PAW method corrects the shape difference between AE and PP wavefunctions [61]. 

Application of the PAW method is advantageous. The inert core electrons have no impact 

on the PAW method, thus, this reduces computational costs [60]. Moreover, this method 

uses the potential that has been acquired from the full charge density [60, 61]. PAWs are 

computationally applied during the solving procedure of K-S equations. The PAW method 

works well, with improved computational accuracy, for first-row and transition elements 

[60, 61]. Kresse and Joubert [59] showed that well-constructed PPs and Vanderbilt’s 

ultrasoft PPs (USPPs) [62], in many cases, give results that are identical to the PAW 

method. 
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3.9 DFT Calculation 

A first-principles plane-wave pseudopotential [4] method was carried out using quatum-

espresso simulation package (QESP) [63, 64]. The exchange and correlation energy 

functional was described by the generalized gradient approximation (GGA), using the 

Perdew, Burke and Ernzerhof (PBE) [39] description for the electron-iron interaction. As 

mentioned, GGA tends to underestimate the band gap [42]. This is corrected by including 

the Hubbard U (DFT+U/GGA+U) correction [43] with U = 8 eV to obtain band gap values 

close to the theoretical value. A kinetic energy cut-off of 450 eV was used as a plane-wave 

basis set to expand Kohn-Sham equations. K-points were converged with a Monkhorst-

Pack grid [65, 66] of 8 × 8 × 1 for Brillouin zone sampling. Successful calculation of the 

cohesive energy were achieved through including smearing, which considers the 

distribution of electrons about the Fermi level, in the calculation using the Methfessel 

Paxton technique. The spin was excluded, which is a default setting in quantum espresso, 

or using 𝑛𝑠𝑝𝑖𝑛 = 0 parameter. Thus, excluding spin also excludes magnetization, which is 

also a default setting in the quantum espresso package, or using the 

𝑠𝑡𝑎𝑟𝑡𝑖𝑛𝑔_𝑚𝑎𝑔𝑛𝑒𝑡𝑖𝑧𝑎𝑡𝑖𝑜𝑛 = 0 parameter. A study was conducted on the effects of 

dopants C and Si on the stability, electronic structure, charge density difference and band 

edge alignment of a 5 × 5 × 1 supercell of SnS2. 
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CHAPTER 4: RESULTS AND DISCUSSIONS 

4.1 Brief introduction 

In this chapter, the effects of doping pristine SnS2 monolayer with a single Carbon and 

Silicon atom are studied with an effort to enhance its photocatalytic properties. Increased 

photoreception, thermodynamic stability and charge mobility would enable the material to 

act as a photoelectrode for water splitting. C/Si doping is proposed as the doping strategy 

to improve the photocatalytic properties of SnS2. Various C and Si doped configurations 

are identified and their effects on the electronic structure are investigated. 

Therefore, properties of SnS2 as a photocatalytic water splitter are investigated in this 

chapter through performing a detailed DFT study which incorporates the GGA+U method. 

The structures of pristine and doped SnS2 monolayer configurations were constructed 

using quantum espresso simulation package (QESP) [1] and viewed using XCrysDen [2]. 

Equilibrium properties, test of convergence, total and partial densities of states, charge 

density dynamics, and band edge alignment are examined. Carbon doped calculations are 

performed first then silicon doped calculations. 

 

4.2 Analysis of energetic stability, structural and electronic properties of pristine SnS2 

monolayer 

4.2.1 Structure of pristine SnS2 monolayer 

The structural aspects of pristine SnS2 monolayer have been discussed in detail in chapter 

one. The SnS2 monolayer has two phases namely; 1T phase and 2H phase. The 1T phase, 

which is the phase investigated in this study and is illustrated in figure 4.1, is more  
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Figure 4.1:  The 1T structure of SnS2 unit cell with the purple spheres representing tin 

(Sn) atoms and yellow spheres representing sulphur (S) atoms. (a) The side view of 1T 

structure of SnS2 and (b) the top view of 1T structure of SnS2. 

 

thermodynamically stable than the 2H phase [3]. The 1 × 1 hexagonal unit cell consists of 

four Sn atoms sandwiched between two S atoms, with one S atom at the top and the other 

S atom at the bottom in an alternating manner. The four Sn atoms each contribute only ¼ 

of their atom in the unit cell. The input file, used to construct the 1T structure of SnS2, 

consists of a total number of three atoms in the unit cell with coordinates (0.0000, 0.0000, 

0.0000) for Sn, (0.3333, 0.6667, 0.5830) for S and (0.6667, 0.3333, 0.4170) for the other S. 

This unit cell is repeated periodically to form the supercells. 

 

4.2.2 Test of convergence for the cut-off energy and k-points 

In DFT calculations, to obtain the accurate and reproducible calculated properties, it is 

necessary to perform the tests of convergence of the cut-off energy and k-points of the 

material structure. A suitable cut-off energy is required for the expansion of the plane 

waves in the Fourier transformation and an appropriate number of k-points will adequately 

sample the first Brillouin zone. For the expansion of the plane waves, a series of SCF 

calculations were performed for different cut-off  kinetic energies ranging from 200 to 800 

eV (increments of 50 eV were considered) at a fixed k-points value. Figure 4.2 presents the 

(a) (b) 
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obtained total energies of SnS2 monolayer structure with respect to change in cut-off 

energies. The total energy variations start to be insignificant at 400 eV, since the plot 

shows constant feature. The total energies are considered to have converged at the point 

which the energy differences are very minimal (less than 2meV) in comparison to the 

nearest point on the plot. Thus, 450 eV cut-off energy is considered to be sufficient and 

any value beyond this will not have any significant effect on the precision of the results. 

This value is very close to the converged value of 500eV considered in the works of 

Burton et al. [4].  

 

Figure 4.2: The calculated total energies versus cut-off energies for SnS2 unit cell. 

 

After obtaining the suitable cut-off energy, an appropriate number of k-points for 

integration over the Brillouin zone of SnS2 monolayer was evaluated. There are numerous 

methods of generating the k-points [5, 6]. In this work, the Monkhorst and Pack [7] k-mesh 

grid was used to generate the discrete k-points of SnS2 monolayer. Figure 4.3, presents the 
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total energy variation with respect to k-meshes change along the x, y, z directions. As can 

be observed, the total energy interval between the k-mesh grids of 8 × 8 × 1 to 9 × 9 × 1 

has reached convergence (total energy difference between two nearest points is within 

1meV), thus no significant changes will be noticed for any DFT calculations between these 

points. Therefore, for all calculations in this work, cut-off energy of 450 eV and k-point 

mesh of 8 × 8 × 1 were used which are in close agreements with the works of Burton et al. 

[4] and Eads et al. [8]. 

 

Figure 4.3: Total energy versus k-mesh grids, in which a k-mesh value of n along the x-

axis represents a Monkhorst Pack grid of 𝑛 × 𝑛 × 1. 

 

4.2.3 Equilibrium properties of SnS2 monolayer 

A full geometry optimization (FGO) calculation option (VC-relax criterion in PW-scf 

quantum espresso packages) was initially performed to obtain the equilibrium properties of 

SnS2 monolayer. FGO calculations relax the atomic positions, the cell shape and volume 
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change to absolute minimum energy positions, defined by Hellman Fynman theorem [9]. A 

sufficient cut-off energy of 450eV (as shown in Figure 4.2) and k-mesh grid of 8 × 8 × 1 

(as shown in Figure 4.3) were used to perform FGO calculations of SnS2 monolayer to 

obtain the equilibrium lattice constants (𝑎0) and bond lengths (𝑑𝑆𝑛−𝑆) as presented in table 

4.1. 

It is observable in table 4.1 that measured values are in close proximity to other DFT 

works and experimental values. The lattice constant (𝑎0 = 3.64Å) is exactly the same as 

the experimental, however differs by 1.62% from other DFT values (𝑎0 = 3.70Å), 

difference in values could be attributed to other DFT using a GGA functional. The bonding 

length (𝑑𝑆𝑛−𝑆 = 2.58Å), which is the closest distance between any two atoms and in this 

case being Sn and S bond, was also measured and found to be 0.39% different from both 

the other DFT (𝑑𝑆𝑛−𝑆 = 2.59Å) and experimental works (𝑑𝑆𝑛−𝑆 = 2.57Å). 

Cohesive energy (𝐸𝐶𝑜ℎ), as mentioned in Chapter 1, measures the structure’s overall 

relative chemical stability. In this work, cohesive energy is deduced from the total energy 

of SnS2 monolayer as the difference between a total electronic energy and the sum of the 

energies of its constituent atoms at infinite separation [10]. The 𝐸𝐶𝑜ℎ/𝑎𝑡𝑜𝑚 was measured, 

mathematically, using the below equation [11]: 

𝐸𝐶𝑜ℎ/𝑎𝑡𝑜𝑚 =
∑𝐸𝑎𝑡𝑜𝑚𝑠−𝐸𝑠𝑦𝑠𝑡𝑒𝑚

𝑁
.          (4.1) 

Since N represents the number of atoms in the unit cell, equation 4.1 is thus the cohesive 

energy per atom. The SnS2 unit cell consists of 3 atoms which has the form MX2. 

Therefore, cohesive energy per atom of SnS2 monolayer is calculated as follows: 

𝐸𝐶𝑜ℎ 𝑎𝑡𝑜𝑚⁄ =
𝐸𝑇[𝑆𝑛]+2𝐸𝑇[𝑆]−𝐸𝑇[𝑆𝑛𝑆2]

3
.                      (4.2) 

To measure the energy of the individual atoms (𝐸𝑇(𝑆𝑛) and 𝐸𝑇(𝑆)), a Sn and S atom were 

each placed at the central lattice site of a BCC lattice [12] then the energies of the 

individual Sn and S in the BCC structure were calculated using PW-scf in quantum 

espresso package. Using equation (4.2), the cohesive energy per atom for pristine SnS2 was 

calculated and compared with other DFT and experimental values, as can be observed in 
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table 4.1. The cohesive energy per atom of this work is less than that of other DFT works 

by a value of 13.18%, but very close to the experimental value by 2.64%. The bigger 

deviation from other DFT works could be due to SnS2 monolayer, in other DFT, being 

constructed using Vienna Ab initio Simulation Package (VASP) implemented using 

GGA+HSE06 exchange correlation functional. Since cohesive energy refers to binding, a 

positive cohesive energy value indicates a high stability of the SnS2 monolayer. 

 

4.2.4 Electronic properties of pristine SnS2 monolayer obtained using GGA+U 

In Chapter 3, it was mentioned that GGA functionals tend to underestimate the band gap, 

thus giving inaccurate and inconclusive results [13]. Including the Hubbard U correction 

term in the GGA functional is a way of mitigating this problem [14]. In this study, different 

band gaps (𝐸𝑔) of pristine SnS2 monolayer were measured from the density of states with 

varying U parameter, from 0 eV to 10 eV and presented in figure 4.4 below.  

Figure 4.4: Plot of electronic band gap for SnS2 against varying U values. The green and 

red lines depict the band gap interval of SnS2 from other works, with green line 

representing the theoretical value and red line representing the experimental value. It is 

observable that the U value of 8 eV is in between both the theoretical and experimental 

interval. 
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Figure 4.4 shows there is an increasing trend in band gap values with increasing U 

parameter value. A U value of 8 eV produced a band gap value of 2.34 eV, which was the 

only value that fell within the experimental range of 2.20 to 2.51 eV [1, 15] for pristine 

SnS2 monolayer. The total (TDOS) and partial density of states (PDOS) for standard GGA 

(𝑈 = 0 eV) and GGA+U (𝑈 = 8 eV) are shown in figure 4.5 (a) and (b), respectively. The 

0 eV and 8 eV U parameters give the different band gaps of 1.45 eV and 2.34 eV, 

respectively, for the SnS2 system. 

In figure 4.5, the Fermi level was translated to the 0th position on the energy-axis for an 

even comparison of the two band gaps for 𝑈 = 0 𝑒𝑉 and 𝑈 = 8 𝑒𝑉. The partial densities of 

states (PDOS) for both 𝑈 = 0 𝑒𝑉 and 𝑈 = 8 𝑒𝑉 reveal that the valence band maximum 

(VBM) is mainly contributed by 3p states of sulphur and the conduction band minimum 

(CBM) is contributed by a hybridization of 3p states of sulphur and 5s sates of tin. The 

PDOS in figure 4.5 accurately agree with the DFT work by Zhu et al. [16], thus indicating 

the suitability of our calculations. For accurate and conclusive results, all calculations will 

be based on a U parameter value of 8 eV hence forth unless stated otherwise. All measured 

properties and their theoretical equivalents are displayed in table 4.1. 

 

Figure 4.5: Electronic density of states of pristine SnS2 for different U parameters. (a) 

TDOS and PDOS for standard GGA (𝑈 = 0 𝑒𝑉) and (b) TDOS and PDOS for GGA+U 

(𝑈 = 8 𝑒𝑉) simulations. 
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Table 4.1: A summary of equilibrium properties of hexagonal pristine SnS2 monolayer. 𝑎0 
is the lattice constant, 𝑑𝑆𝑛−𝑆 is the bond length between nearest neighbour Sn and S atom, 

𝐸𝑔 is the band gap and  𝐸𝐶𝑜ℎ/𝑎𝑡𝑜𝑚 is the cohesive energy per atom. The interlayer distance 

is set to 𝑐 = 15Å because of the 2D nature of SnS2, an appreciable space should be in 

between the layers. 

 𝒂𝟎 

(Å) 

𝒅𝑺𝒏−𝑺 

(Å) 

𝑬𝑪𝒐𝒉/𝒂𝒕𝒐𝒎 

(eV/atom) 

𝑬𝒈 

(eV) 

This work 3.64 2.58 3.03 2.35 

Other DFT 3.70[1](1.62%) 2.59[1](0.39%) 3.49[17](13.18%) 2.20[1](6.38%) 

Experimental 3.64[15](0%) 2.57[15](0.39%) 2.95[18](2.64%) 2.51[15](6.3%) 

 

Therefore, supercells were periodically constructed from this unit cell with all the above 

parameters from which a detailed study can be achieved on the photocatalytic effects of 

carbon doped and silicon doped SnS2. 

 

4.3 Carbon doping on SnS2 monolayer 

Doping with C is the technique used in this section to improve photocatalytic properties of 

SnS2 monolayer. We identified five different C doped configurations to be examined. The 

final doped product suitable for photocatalytic application should be a thermodynamically 

stable and experimentally synthesizable material under favourable conditions. Figure 4.6 

shows the unrelaxed structures for the different C doped configurations considered for this 

study. Figure 4.6 (a) is a configuration of C adsorbed on an interstitial position (𝐶𝐼𝑛𝑡). To 

further explain the 𝐶𝐼𝑛𝑡 configuration, the C is placed at the centre of hexagon, directly 

above the bottom sulphur and at the same height as the top sulphurs. Figure 4.6 (b) is a 

configuration of C adsorbed on a S atom (𝐶𝐴𝑑𝑠−𝑆). Figure 4.6 (c) is a configuration of C 

adsorbed on a Sn atom (𝐶𝐴𝑑𝑠−𝑆𝑛), at the same height as the S atoms. Figure 4.6 (d) is a C 

substituting S configuration (𝐶𝑆𝑢𝑏−𝑆). Lastly, figure 4.6 (e) is a C substituting Sn 

configuration (𝐶𝑆𝑢𝑏−𝑆𝑛). 
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(a)  

 

 

 

 

 

(b)  

(c)  

 

 

 

 

 

(d)  

(e)  

 

 

 

 

 

 

Figure 4.6: The description of the unrelaxed different C doped configurations: (a) C 

adsorbed on an interstitial position [𝐶𝐼𝑛𝑡], (b) C adsorbed on S [𝐶𝐴𝑑𝑠−𝑆], (c) C adsorbed on 

Sn [𝐶𝐴𝑑𝑠−𝑆𝑛], (d) C substituting S [𝐶𝑆𝑢𝑏−𝑆] and (e) C substituting Sn [𝐶𝑆𝑢𝑏−𝑆𝑛]. The C 

atom is represented by the magenta sphere, S atoms by the yellow spheres and Sn atoms by 

the purple spheres. 
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4.3.1 Energetic stability and structural properties of carbon doped configurations 

In this study, formation energy 𝐸𝑓 is used to examine the thermodynamic stability of doped 

SnS2 systems [19]. The above structures were relaxed using FGO option and the obtained 

total energies were used in calculating their formation energies. The formation energies 

were obtained using the following equation (4.3) [19]: 

𝐸𝑓 = 𝐸(𝑑𝑜𝑝𝑒𝑑𝑆𝑛𝑆2) − (𝐸𝑆𝑛𝑆2 − 𝛿𝜇𝑋 − 𝜇𝐶) − 1,             (4.3) 

where 𝐸𝑆𝑛𝑆2 and 𝐸(𝑑𝑜𝑝𝑒𝑑𝑆𝑛𝑆2) denote the pristine and doped supercell total energies, 

respectively. 𝜇𝐶 and 𝛿𝜇𝑋  denote chemical potentials of C and the substituted atom, 

respectively, thus for the host lattice 𝑋 = 𝑆 𝑜𝑟 𝑆𝑛. The chemical potential for C (𝜇𝐶) was 

calculated from energy of graphene and 𝜇𝑋 was calculated from the energy of a diatomic 

molecule in a large box (10 × 10 × 10). Since this study involves different types of doping 

i.e. adsorption, substitutions, etc., equation (4.3) takes the form of equation (4.4) – (4.6) 

depending on the doping type. In the interstitial doping and adsorption cases, the term 𝜇𝑋 is 

omitted from the formation energy equation, thus 𝛿 = 0, and for substitutional doping 𝛿 =

1. Consequently, formation energy for Sn substitution is calculated using equation (4.4) 

below; 

𝐸𝑓 = 𝐸(𝑑𝑜𝑝𝑒𝑑𝑆𝑛𝑆2) − 𝐸𝑆𝑛𝑆2 − 𝜇𝐶 + 𝛿𝜇𝑆𝑛.                   (4.4) 

For S substitution, equation (4.3) is reduced to equation (4.5), 

𝐸𝑓 = 𝐸(𝑑𝑜𝑝𝑒𝑑𝑆𝑛𝑆2) − 𝐸𝑆𝑛𝑆2 − 𝜇𝐶 + 𝛿𝜇𝑆.                                         (4.5) 

For all adsorption and interstitial doping configurations, equation (4.3) is reduced to 

equation (4.6), 

𝐸𝑓 = 𝐸(𝑑𝑜𝑝𝑒𝑑𝑆𝑛𝑆2) − 𝐸𝑆𝑛𝑆2 − 𝜇𝐶.                 (4.6) 

The calculated formation energies of all identified configurations are presented in figure 

4.7 and their relaxed structures in figure 4.8. The formation energies are positive 

(endothermic), suggesting that an external energy should be supplied for formation to 

occur. Subsequently, the formation energies of these configurations differ in magnitude. 
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This is an indication that the formation of C doping in a SnS2 monolayer greatly depend on 

the configuration. 

The dopant-dopant interaction due to periodicity of the lattice can affect the formation 

energy. It is always advisable to consider supercell convergence tests before making 

conclusion of the results [20]. In this study, the supercell convergence tests were also 

considered. The formation energies of all identified doping configurations for different 

supercell sizes of 3 × 3, 4 × 4, 5 × 5 and 6 × 6 were calculated and presented in figure 

4.7. Except for 𝐶𝑆𝑢𝑏−𝑆𝑛, the formation energies of other identified doping configurations 

have converged showing maximum difference of almost 0.92 eV from 3 × 3 supercell 

onwards. This could be the reason other studies used 3x3 and 4x4 supercells in their 

investigations. These include the studies done on Na ion diffusion into a 3 × 3 SnS2 

monolayer by Samad et al. [21] and Fe-doped 4 × 3 SnS2 monolayer by Li et al. [22]. 

However, in a big supercell there is a doping region and a region with less average strain 

felt by the atomic bonds, at distances further away from the dopant [23, 24]. Freysoldt et 

al. [20] revealed that defects in bigger surface areas are more isolated and therefore, one 

will able to observe their real effects on the structure. Hence, the 5 × 5 supercell was 

chosen for its bigger surface area and its computational time efficiency. 

The formation energies of our identified doping configurations take the following order of 

stability, as shown in figure 4.7 for 5x5 supercell: 𝐶𝐴𝑑𝑠−𝑆𝑛 < 𝐶𝑆𝑢𝑏−𝑆 < 𝐶𝐼𝑛𝑡 < 𝐶𝐴𝑑𝑠−𝑆 <

𝐶𝑆𝑢𝑏−𝑆𝑛. 𝐶𝑆𝑢𝑏−𝑆𝑛 has the highest formation energy, thus the least experimentally feasible 

doping configuration. The relaxed structure of 𝐶𝑆𝑢𝑏−𝑆𝑛 is presented in figure 4.8 (e). In the 

𝐶𝑆𝑢𝑏−𝑆𝑛 configuration, the C dopant migrated to the lower S atoms layer and formed a 

planar bond with three adjacent S atoms. Thus, 𝐶𝑆𝑢𝑏−𝑆𝑛 is highly unstable. Configuration 

𝐶𝐴𝑑𝑠−𝑆 has the second highest formation energy, therefore, more stable than 𝐶𝑆𝑢𝑏−𝑆𝑛 but 

less stable than other configurations. The relaxed structure of 𝐶𝐴𝑑𝑠−𝑆 is presented in figure 

4.8 (b). The 𝐶𝐴𝑑𝑠−𝑆 configuration shows instability as the sulphur and carbon molecule 

broke off from the middle Sn atoms layer to ℎ𝐶𝑎𝑟𝑏𝑜𝑛 of 3.94 Å. 

For 𝐶𝐼𝑛𝑡 configuration, the C atom formed a planar bond with the three adjacent S atoms 

and also stayed in the same line as the S atoms as shown in figure 4.8 (a). This 

configuration has a formation energy of 6.46 eV and it was considered to be synthesizable 
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by Shown et al. [25]. Configuration 𝐶𝑆𝑢𝑏−𝑆 has a formation energy of 5.90 eV which is 

closer to that of 𝐶𝐼𝑛𝑡. The relaxed structure of 𝐶𝑆𝑢𝑏−𝑆 is presented in figure 4.8 (d). For the 

𝐶𝑆𝑢𝑏−𝑆 configuration, the C atom bonded to the adjacent Sn atoms. It further relaxes 

downwards to the Sn atoms layer leading to the height (ℎ𝐶𝑎𝑟𝑏𝑜𝑛) of 0.56 Å. 𝐶𝐴𝑑𝑠−𝑆𝑛 has the 

least formation energy of 5.07𝑒𝑉, as shown in figure 4.7. This shows that adsorbing on Sn 

is the most convenient doping location for C as it relaxes the structure. In the 𝐶𝐴𝑑𝑠−𝑆𝑛 

configuration, the C formed bonds with the three adjacent S atoms as well as the Sn atom 

which it was adsorbed on top of making a height (ℎ𝐶𝑎𝑟𝑏𝑜𝑛) of 0.83 Å. The C dopant pushed 

the Sn atom towards the lower S atoms layer. 

The bond lengths of these configurations were measured and shown in table 4.2. 𝐶𝑆𝑢𝑏−𝑆 is 

the closest to the Sn atoms, however C adsorbed on S had the shortest bonding length due 

to both their high electronegativity values which cause the individual atoms to have a 

strong pull on the electrons which they share. The orientation of these relaxed doping 

Figure 4.7: Graph of formation energy values for the different carbon atom doped 

configurations and different supercell sizes. 
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(b) 

(c) 
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Figure 4.8: The different relaxed C doped configurations: (a) 𝐶𝐼𝑛𝑡, (b) 𝐶𝐴𝑑𝑠−𝑆, (c) 𝐶𝐴𝑑𝑠−𝑆𝑛, 

(d) 𝐶𝑆𝑢𝑏−𝑆 and (e) 𝐶𝑆𝑢𝑏−𝑆𝑛 on a 5 × 5 SnS2 supercell. 

 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



 

75 

 

configurations could be explained further from the study of their charge density 

differences. All bond lengths are shorter than that of the pristine of 2.58 Å due to the 

smaller atomic radius of C, and the higher electronegativity of C causes a stronger 

Coulomb interaction between C and the supercell atoms. Understandably, the 𝐶𝑆𝑢𝑏−𝑆 

configuration has the bond length closest to that of the pristine since the dopant is placed in 

the S position, however, due to relaxation, the bond length reduces. 

 

Table 4.2: Bond lengths of the relaxed doped configurations. For the bond lengths 𝑑𝐶−𝑋, C 

is the dopant and X = Sn or S depending on the doped configuration. ℎ𝐶𝑎𝑟𝑏𝑜𝑛 is the height 

of the C dopant from the Sn atoms layer. Negative (-) indicates below and positive (+) 

indicates above the Sn layer according to the configurations presented in figure 4.8. 

Configurations 𝒅𝑪−𝑿 

(Å) 

𝒉𝑪𝒂𝒓𝒃𝒐𝒏 

(Å) 

𝐶𝐼𝑛𝑡 

X=S 

1.73 2.00 

𝐶𝐴𝑑𝑠−𝑆 

X=S 

1.56 3.94 

𝐶𝐴𝑑𝑠−𝑆𝑛 

X=S 

1.83 0.83 

𝐶𝑆𝑢𝑏−𝑆 

X=Sn 

2.23 0.56 

𝐶𝑆𝑢𝑏−𝑆𝑛 

X=S 

1.73 -1.56 

 

4.3.2 Total and partial density of states for carbon doped SnS2 monolayer 

DFT simulation for the DOS were performed for these different doping configurations and 

presented in figures 4.9 – 4.13. These simulations are beneficial for understanding the 

effects of C doping on the electronic structure of the SnS2 material. Fermi level shifts 

observed in the DOS are also reported. Conclusions on these Fermi level shifts are based 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



 

76 

 

on the work of Almadori et al. [26], who reported that hole doping (p-type) causes 

downshift for the Fermi level and electron doping (n-type) causes an upshift of the Fermi 

level. 

The reference TDOS and PDOS, which are the TDOS and PDOS for pristine SnS2, are 

presented in figure 4.5. In particular, figure 4.5 (b) with Hubbard U value of 8 eV, which 

all further calculation were based on. The Fermi level was moved to the 0 point on the x-

axis for all doped configurations. Figure 4.9 (a), (b) and (c) show the TDOS and PDOS for 

𝐶𝐼𝑛𝑡 configuration. The Fermi level moved upwards towards the CBM, thus, modifying the 

material to be strongly n-type [26, 27]. As a result of the upwards shift of the Fermi level, 

the VBM moved to lower energy levels of -1.17 eV, as compared to -0.57 eV  for pristine. 

The VBM is still dominated by the S 3p orbitals, however the doped C 2s orbitals induced 

relatively long peak states as shown in figure 4.9 (c). The valence states are constantly 

composed of a hybridization of the C 2p, S 3p and Sn 5p orbitals as shown in figure 4.9 

(b). As a result of upward shift of the Fermi level, the CBM moved to lower energy levels 

of 0.08 eV. The CBM is now mainly composed of a hybridization of the C 2p, S 3p and Sn 

5s orbitals as seen in figure 4.9 (b) and (c). The conduction states are mainly dominated by 

a hybridization of the Sn 5s, C 2p and S 3p orbitals as shown in figure 4.9 (b) and (c). 

There exists intermediates states mainly contributed by C 2p orbitals at the vicinity of the 

Fermi level as shown in figure 4.9 (a) and (b). 

Figure 4.10 (a), (b) and (c) show the TDOS and PDOS for 𝐶𝐴𝑑𝑠−𝑆 configuration. The Fermi 

level shifts towards the CBM making this structure an n-type material. The upwards shift 

of the Fermi level resulted in the downward shift of the VBM and CBM to energies of -

1.11 eV and 0.29 eV, respectively. The VBM is mainly contributed by S 3p, C 2p and C2s 

orbitals as shown in figure 4.10 (b) and (c). The valence states are composed of a 

hybridization of the C 2p, S 3p, Sn 5p and C 2s orbitals as shown in figure 4.10 (b) and (c). 

The C 2p orbitals caused an extension of the CBM with a long peak hybridized with 

minority S 3p and Sn 5s orbitals as shown in figure 4.10 (b) and (c). The conduction states 

are composed by hybridization of C 2p, S 3p and Sn 5s orbitals as shown in figure 4.10 (b) 

and (c). Two peaks appear in between the band gap which are mainly composed of C 2p 

orbitals hybridized with a minority S 3p and Sn 5s orbitals as shown in figure 4.10 (b) and 
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(a)  

 

 

 

 

 

 

(b)  

 

 

 

 

 

(c)  

 

Figure 4.9: 𝐶𝐼𝑛𝑡 (a) TDOS, (b) PDOS for p orbitals and (c) PDOS for s orbitals. 
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(b)  (c)  

Figure 4.10: 𝐶𝐴𝑑𝑠−𝑆 (a) TDOS, (b) PDOS for p orbitals and (c) PDOS for s orbitals. 
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(b)  (c)  

Figure 4.11: 𝐶𝐴𝑑𝑠−𝑆𝑛 (a) TDOS, (b) PDOS for p orbitals and (c) PDOS for s orbitals. 
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(a)  

 

 

 

 

 

(b)  (c)  

Figure 4.12: 𝐶𝑆𝑢𝑏−𝑆 (a) TDOS, (b) PDOS for p orbitals and (c) PDOS for s orbitals. 

 

 

(a)  

 

 

 

 

 

 

(b)  (c)  

Figure 4.13: 𝐶𝑆𝑢𝑏−𝑆𝑛 (a) TDOS, (b) PDOS for p orbitals and (c) PDOS for s orbitals. 

 

(c). Figure 4.11 (a), (b) and (c) show the TDOS and PDOS for 𝐶𝐴𝑑𝑠−𝑆𝑛 configuration. The 

Fermi level of the 𝐶𝐴𝑑𝑠−𝑆𝑛 configuration moved closer to the CBM making the material an 

n-type. The upward shift of Fermi level reduced VBM to -1.30 eV. Much like pristine, the 

VBM is mainly contributed by S 3p orbitals, as shown in figure 4.11 (b), and the valence 

states are due to the hybridization of S 3p, Sn 5p and C 2p orbitals as shown in figure 4.11 

(b). CBM is located at 0.05 eV as a result of Fermi level shifts and is contributed by a 

hybridization of Sn 5s, S 3p and C 2p orbitals as shown in figure 4.11 (b) and (c). This 

hybridization also forms the entire conduction band. Three intermediate band peaks appear 

at -1 eV, -0.4 eV and -0.3 eV. The peak at -1 eV mainly consists of C 2p orbitals and a 

minority C 2s orbitals. The peaks at -0.4 eV and -0.3 eV are mainly contributed by C 2s 

orbitals and a minority S 3p and C 2p orbitals, these are shown in figure 4.11 (b) and (c). 
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Figure 4.12 (a), (b) and (c) show the TDOS and PDOS for 𝐶𝑆𝑢𝑏−𝑆 configuration. Different 

scenario is noted with the DOS of 𝐶𝑆𝑢𝑏−𝑆 configuration. The Fermi level shifted 

downwards towards the VBM making a p-type material [26, 27]. In this case the VBM is 

contributed by a hybridization of S 3p and C 2p orbitals as shown in figure 4.12 (b). The 

valence states are constantly contributed by a hybridization of S 3p, Sn 5p and C 2p 

orbitals, shown in figure 4.12 (b). The CBM is at a higher energy value of 1.37 eV, as 

compared to the CBM of the adsorption configurations. The CBM is contributed by a 

hybridization of S 3p, C 2p and Sn 5s orbitals where the conduction states are composed of 

a hybridization of Sn 5s, S 3p, Sn 5p and C 2p orbitals as shown in figure 4.12 (b) and (c). 

There are no intermediate states within the band gap of the 𝐶𝑆𝑢𝑏−𝑆 configuration, shown in 

figure 4.12 (a). 

Figure 4.13 (a), (b) and (c) show the TDOS and PDOS for 𝐶𝑆𝑢𝑏−𝑆𝑛 configuration. A unique 

case appears in the 𝐶𝑆𝑢𝑏−𝑆𝑛 configuration whereby the Fermi level is submerged into the 

VBM, making the material strongly p-type. The VBM appears at 0.07 eV and is composed 

of a hybridization of S 3p and C 2s orbitals as shown in figure 4.13 (b) and (c). The 

valence states are composed of a hybridization of C 2p, Sn 5p and S 3p orbitals as shown 

in figure 4.13 (b). The CBM appears at 1.42 eV and is composed of S 3p, C 2p and Sn 5s 

orbitals as shown in figure 4.13 (b) and (c). The conduction states are composed of mainly 

S 3p, C 2p, S 5s and a minority Sn 5p orbitals. Even with the 𝐶𝑆𝑢𝑏−𝑆𝑛 configuration there 

are no intermediate states within the band gap as shown in figure 4.13 (a). 

The exact values of the band gaps for the doped configurations along with pristine SnS2 

band gap are shown in table 4.3. All the band gap values, including that of pristine, are 

within the range at which visible light excites electrons into the conduction band [28]. 

Compared to all the doped configurations, 𝐶𝐼𝑛𝑡 configuration has the least band gap of 1.25 

eV and 𝐶𝑆𝑢𝑏−𝑆 has the highest band gap value of 1.45 eV. All band gaps of the doped 

configurations are lower than that of the pristine monolayer, thus it can be concluded that 

C doping reduces the band gap of SnS2. 
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Table 4.3: The different band gap values of carbon doped configurations compared with 

that of the pristine SnS2 monolayer. 

Configurations 𝑬𝒈 (𝒆𝑽) 

𝑆𝑛𝑆2 2.34 

𝐶𝐼𝑛𝑡 1.25 

𝐶𝐴𝑑𝑠−𝑆 1.40 

𝐶𝐴𝑑𝑠−𝑆𝑛 1.35 

𝐶𝑆𝑢𝑏−𝑆 1.43 

𝐶𝑆𝑢𝑏−𝑆𝑛 1.35 

 

4.3.3 Charge density difference of carbon doped configurations 

To further understand the charge dynamics between the C dopant and SnS2 material’s 

atoms, the charge density differences for different configurations were plotted and shown 

in figure 4.14 (a)-(e). These charge differences were plotted using the following equation 

(4.7) [29, 30]: 

𝛥𝜌 = 𝜌𝑡𝑜𝑡𝑎𝑙 − ∑ 𝜌𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑠𝑖 ,    (4.7) 

where 𝜌𝑡𝑜𝑡𝑎𝑙  and 𝜌𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑠 represent total and individual charge density, respectively. 

This charge density difference could be an advantageous reaction centre for charge carriers 

such as the hydroxyl ion (𝑂𝐻−) and hydrogen ion (𝐻+) for water splitting application as 

reported for hematite surface doping by Chang et al. [31] and Simfukwe et al. [32]. 

For all doped systems, the magenta sphere denotes the C atom, the purple spheres denote 

Sn atoms and the yellow spheres denote the S atoms. The orange shows a depletion of 

charge (positive) region and the blue shows an accumulation of charge (negative) region 

for all configurations. These charge shifts are attributed to the difference in 

electronegativity values of the interest atoms following this order S > C > Sn (the exact 
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values being: 3.44 > 3.15 > 2.68, respectively) [33]. Electronegativity measures the 

tendency of an atom to attract or hold on to electrons. Electronegativity increases as you 

move up and to the right of the periodic table. 

The top and side views of these charge density differences of (a) 𝐶𝐼𝑛𝑡, (b) 𝐶𝐴𝑑𝑠−𝑆, (c) 

𝐶𝐴𝑑𝑠−𝑆𝑛, (d) 𝐶𝑆𝑢𝑏−𝑆 and (e) 𝐶𝑆𝑢𝑏−𝑆𝑛 are shown in figure 4.14 below. In figure 4.14 (a) 𝐶𝐼𝑛𝑡 

configuration, as expected, the S atoms are surrounded by the blue cloud (negative charge) 

and the C atom is surrounded by the orange cloud (positive charge). This indicates that due 

to the electronegativity difference, the C atom was unable to retain its electrons, thus 

becomes a positive centre which would be an oxidation point. 

Figure 4.14 (b), shows the charge density differences for 𝐶𝐴𝑑𝑠−𝑆 configuration. It is noticed 

from the side view that C atom has an orange cloud (positive charge) above it, and also 

surrounded by a blue sphere (negative charge). Another orange cloud is noted between the 

C and S atoms. This is due to C being more electronegative than Sn, but less 

electronegative than S. Therefore, both the C and S pulled electrons from their nearest 

neighbour Sn atoms. This accumulation of charge by C and S atoms and the electron 

deficiency at the adjacent Sn atoms lead to failure in C-S bond formation as is evident in 

figure 4.8 (b). 

Figure 4.14 (c), present the charge density difference for 𝐶𝐴𝑑𝑠−𝑆𝑛 configuration. The blue 

clouds (accumulated charge) at the S atoms adjacent to the C atom are noted and the 

orange cloud (electron deficiency region) above and below the C atom is also noted. This 

is an indication that the S atoms have pulled electrons away from the C dopant as expected. 

However, it is also noted from the top and side views that there are small blue clouds 

surrounding the C atom. This is due to the C atom pulling some electrons from the Sn 

atom, since C is more electronegative than Sn. Figure 4.14 (d) presents charge density 

difference for 𝐶𝑆𝑢𝑏−𝑆 configuration. The blue cloud accumulates above and below the C 

atom and the orange clouds are in between C atom and Sn atoms. The C atom was only 

bonded to the low electronegative adjacent Sn atoms, thus, was able to draw electrons from 

them. Figure 4.14 (e) presents the charge density differences for 𝐶𝑆𝑢𝑏−𝑆𝑛 configuration. C 

atom is surrounded by the orange clouds indicating that it has lost the charge. Also noticed 

in between the C and S bonds are blue clouds showing that the charge has been shifted  
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(a) 

 

 

 

 

 

(b) 

(c) 
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Figure 4.14: Charge density difference diagrams for: (a) 𝐶𝐼𝑛𝑡, (b) 𝐶𝐴𝑑𝑠−𝑆, (c) 𝐶𝐴𝑑𝑠−𝑆𝑛, (d) 

𝐶𝑆𝑢𝑏−𝑆 and (e) 𝐶𝑆𝑢𝑏−𝑆𝑛. 
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from C atom to S atoms due to the high electronegativity of S. 

Thus, adsorbed carbon doping (𝐶𝐼𝑛𝑡, 𝐶𝐴𝑑𝑠−𝑆 and 𝐶𝐴𝑑𝑠−𝑆𝑛) modify the material into an n-

type material which is good for electron donating. Substitutional carbon doping (𝐶𝑆𝑢𝑏−𝑆 

and 𝐶𝑆𝑢𝑏−𝑆𝑛) modify the material into a p-type material, thus good for electron receiving. 

As photo-excitons (electrons + holes) move about the material, the carbon doped region in 

the material will become the concentration centre of the holes which would make a good 

oxidation reaction zone for 𝑂𝐻−. The sulphurs adjacent to the dopant will be the 

concentration centres of negative charges, thus good reduction reaction zones for 𝐻+. It is 

only 𝐶𝑆𝑢𝑏−𝑆𝑛 configuration which seems to have a net neutral charge at the doping region. 

 

4.3.4 Band edge alignment of pristine and carbon doped configurations 

As mentioned in chapter 1, band edge alignment compares the VBM and CBM to the water 

redox potentials. The CBM should be above the water reduction potential (𝐻+/𝐻2), the 

VBM should be below the water oxidation potential (𝑂2/𝐻2𝑂) and a non-zero 𝐸𝑔 should 

be measurable for photoactivation (𝐸𝑔 < 3.1 𝑒𝑉) [28] for PEC WS to advance. Figure 4.15 

shows the band alignment of pristine SnS2 compared to the carbon doped configurations. 

Labels specified above the bars are the pristine and doped configurations, and the values 

below the bars are their corresponding band gaps. The values inside the bar charts are the 

differences of the band edges (CBMs and VBMs) of the doped configurations and the 

pristine SnS2. The negative values show a downward shift while the positive values show 

an upward shift from the band edges of pristine SnS2. The orange bars are conduction 

bands and the green bars are valence bands. The blue dashed line across the graph is the 

reduction potential and the red dashed line is the oxidation potential. 

All the band gap values are suitable for light activation of electrons as illustrated in figure 

4.15. The VBM position for pristine SnS2 (𝐸𝑔 = 2.34 𝑒𝑉) is suitable for ultra-spontaneous 

oxygen evolution, however position of CBM inhibits water reduction as it is below 𝐻+/𝐻2. 

Lindquist et al. [34] reported that when the CBM of the photoelectrode is below the water 

reduction potential, the electrons from an external circuit are able to provide the required 

voltage for PEC WS to proceed. The external circuit introduces electrons to the 
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photoelectrode which enable band maxima shifts. Therefore, the use of an external bias 

voltage enables lifting the bands to higher energies. Thus, application of an external bias to 

pristine SnS2 photoelectrode could be a technique used to increase its CBM, by a 

reasonably low value of 0.14 eV, to be above 𝐻+/𝐻2 as shown in figure 4.11. The VBM 

would also increase, but would still be at an energy below 𝑂2/𝐻2𝑂, thus enabling pristine 

SnS2 to be an ideal photocatalyst for hydrogen production and for overall water splitting. 

Doped configuration 𝐶𝐼𝑛𝑡 has a band gap of 1.25 eV, which is ideal for photoactivation 

with visible light, and a VBM that is 0.60 eV below the VBM of pristine. The CBM of 𝐶𝐼𝑛𝑡 

configuration is far below the 𝐻+/𝐻2 potential. Hence, this doping configuration is not 

suitable for hydrogen evolution, but would be suitable for oxygen evolution. This has 

similar behaviour with 𝐶𝐴𝑑𝑠−𝑆 and 𝐶𝐴𝑑𝑠−𝑆𝑛, but differing in shifts magnitude. 𝐶𝐴𝑑𝑠−𝑆 

configuration has an 𝐸𝑔 of 1.40 eV, the VBM is 0.54 eV below the reference and the CBM 

is 1.29 eV below the reference. 𝐶𝐴𝑑𝑠−𝑆𝑛 configuration has an 𝐸𝑔 of 1.35 eV, the VBM is 

0.73 eV below the reference and the CBM is 1.53 eV below the reference. These doped 

configurations are only suitable for oxygen evolution. 

Doped configuration 𝐶𝑆𝑢𝑏−𝑆 has an 𝐸𝑔 of 1.45 eV, thus requiring less photoactivation 

energy than pristine SnS2. 𝐶𝑆𝑢𝑏−𝑆 has a VBM that is 0.49 eV above the reference, which is 

still below 𝑂2/𝐻2𝑂 and suitable for oxygen evolution, as shown in figure 4.15. Its CBM is 

0.21 eV below the reference, thus still unsuitable for hydrogen evolution. Therefore, an 

external bias could be applied to raise the CBM by at least 0.35 eV to energy levels above 

𝐻+/𝐻2, thus, making it suitable for water reduction. Thus, the external bias could enable 

𝐶𝑆𝑢𝑏−𝑆 to be the most suitable for overall water splitting to produce both hydrogen and 

oxygen. 
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Figure 4.15: Band edge alignment for pristine SnS2 and carbon doped configurations: 𝐶𝐼𝑛𝑡, 
𝐶𝐴𝑑𝑠−𝑆, 𝐶𝐴𝑑𝑠−𝑆𝑛, 𝐶𝑆𝑢𝑏−𝑆 and 𝐶𝑆𝑢𝑏−𝑆𝑛. 

 

Doped configuration 𝐶𝑆𝑢𝑏−𝑆𝑛 has an 𝐸𝑔 of 1.35 eV, also requiring less photoactivation 

energy than pristine SnS2. The VBM of 𝐶𝑆𝑢𝑏−𝑆𝑛 is 0.64 eV above the reference, which is 

still below 𝑂2/𝐻2𝑂 thus making it suitable for oxygen evolution. Its CBM is 0.16 eV 

below the reference, thus below 𝐻+/𝐻2 making it unsuitable for water reduction. The 

external bias could help in making it suitable for overall water splitting, however 𝐶𝑆𝑢𝑏−𝑆𝑛 

has the highest formation energy (figure 4.7). 

 

4.4 Silicon doping on SnS2 monolayer 

In this section, the effects of doping with silicon, using the same doping techniques as 

carbon were investigated to improve efficiency of SnS2 for photocatalytic water splitting. 

Silicon is in the same group as carbon, in fact directly below it on the periodic table, thus 
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has a larger atomic number and radius. Silicon is sp3 hybridized [35] as opposed to carbon 

which has sp3, sp2 and sp1 hybridizations [36]. It is expected that silicon and carbon will 

behave similarly, however their difference in hybridizations could make their electronic 

behaviours different. 

A comparative investigation as C doped configurations was performed for Si doped on 

SnS2 monolayer. Thermodynamic stability was calculated for all these configurations in 

order to determine whether they are experimentally synthesizable. The Si atom is doped at 

similar positions as C doped configurations and corresponding notations were given to the 

Si doped configurations, shown in figure 4.16 (a)-(e). Figure 4.16 (a) is a configuration of 

Si adsorbed at an interstitial position (𝑆𝑖𝐼𝑛𝑡). In the 𝑆𝑖𝐼𝑛𝑡 configuration, the Si is placed at 

the centre of hexagon, directly above the bottom sulphur and at the same height as the top 

sulphurs. Figure 4.16 (b) is a configuration of Si adsorbed on a S atom (𝑆𝑖𝐴𝑑𝑠−𝑆). Figure 

4.16 (c) is a configuration of Si adsorbed on a Sn atom (𝑆𝑖𝐴𝑑𝑠−𝑆𝑛), at the same height as the 

S atoms. Figure 4.16 (d) is a Si substituting S configuration (𝑆𝑖𝑆𝑢𝑏−𝑆). Lastly, figure 4.16 

(e) is a Si substituting Sn configuration (𝑆𝑖𝑆𝑢𝑏−𝑆𝑛). 

 

4.4.1 Energetic stability and structural properties of silicon doped configurations 

The different unrelaxed Si doped structures are shown in figure 4.16. A full geometry 

optimization (FGO) calculation (VC-relax criterion in PW-scf quantum espresso packages) 

was performed to obtain the equilibrium properties of the Si doped SnS2 monolayer. Just 

like for carbon study, the single Si was doped on the supercell sizes 3 × 3, 4 × 4, 5 × 5 

and 6 × 6. Again the formation energy was calculated using equation (4.8), however was 

modified to be suitable for Si doping:  

𝐸𝑓 = 𝐸(𝑑𝑜𝑝𝑒𝑑 𝑆𝑛𝑆2) − (𝐸𝑆𝑛𝑆2 − 𝛿𝜇𝑋 − 𝜇𝑆𝑖) − 1,   (4.8) 

where 𝐸𝑆𝑛𝑆2 and 𝐸(𝑑𝑜𝑝𝑒𝑑 𝑆𝑛𝑆2) denote the pristine and doped supercell energies, 

respectively. 𝜇𝑆𝑖 and 𝜇𝑋 (𝑋 = 𝑆𝑛 or S) denote silicon’s and the substituted atom’s chemical 

potential, respectively. The chemical potential for Si (𝜇𝑆𝑖) was calculated from energy of  
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(a)  

 

 

 

 

 

(b)  

(c)  

 

 

 

 

 

(d)  

(e)  

 

 

 

 

 

 

Figure 4.16: The description of the unrelaxed different Si doped configurations: (a) 𝑆𝑖𝐼𝑛𝑡, 
(b) 𝑆𝑖𝐴𝑑𝑠−𝑆, (c) 𝑆𝑖𝐴𝑑𝑠−𝑆𝑛, (d) 𝑆𝑖𝑆𝑢𝑏−𝑆 and (e) 𝑆𝑖𝑆𝑢𝑏−𝑆𝑛. The Si atom is represented by the 

blue sphere, S atoms by the yellow spheres and Sn atoms by the purple spheres. 
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silicene. 𝜇𝑋 was calculated from the energy of a diatomic molecule in a large box (10 ×

10 × 10). For the different types of doping configurations, equation (4.8) takes the same 

form as equations (4.4) – (4.6), except that the chemical potential for C (𝜇𝐶) is changed to 

the chemical potential for Si (𝜇𝑆𝑖). For the adsorption doping cases (𝑆𝑖𝐼𝑛𝑡, 𝑆𝑖𝐴𝑑𝑠−𝑆 and 

𝑆𝑖𝐴𝑑𝑠−𝑆𝑛), the term 𝜇𝑋 was omitted from the formation energy equation, therefore 𝛿 = 0, 

while for substitutional doping 𝛿 = 1. 

Figure 4.17 presents the formation energies for the different supercell sizes and doping 

configurations. The formation energies are positive (endothermic), suggesting that an 

external energy should be supplied for formation to occur. Subsequently, the formation 

energies of these configurations differ in magnitude which indicates that the formation of 

Si doping in a SnS2 monolayer greatly depend on the configuration. 

For supercell convergence tests, except for 𝑆𝑖𝑆𝑢𝑏−𝑆𝑛, the formation energies of all other 

identified doping configurations have converged with a maximum difference of about  

Figure 4.17: Graph of formation energy values for the different silicon atom doped 

configurations on different supercell sizes. 
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0.87 eV from 3 × 3 supercell onwards. As was noticed in the C doping study, 𝑆𝑖𝑆𝑢𝑏−𝑆𝑛 

also has the highest formation energy and 𝑆𝑖𝐴𝑑𝑠−𝑆𝑛 also has the least formation energy. On 

average, Si doped configurations have lower formation energies than C doped 

configurations. Thus, Si doped SnS2 is more experimentally feasible than C doped SnS2. 

In an effort to avoid the influence of atomic strain resulting from a small supercell, as 

explained in the C doping study, the 5 × 5 supercell was chosen again. Choosing the 5 × 5 

supercell also allows consistency for efficient comparison with the C doped study. The 

formation energies of our identified doped configurations take the following order of 

stability, as shown in figure 4.17 for 5 × 5 supercell: 𝑆𝑖𝐴𝑑𝑠−𝑆𝑛 < 𝑆𝑖𝐼𝑛𝑡 < 𝑆𝑖𝐴𝑑𝑠−𝑆 <

𝑆𝑖𝑆𝑢𝑏−𝑆 < 𝑆𝑖𝑆𝑢𝑏−𝑆𝑛. The 5 × 5 relaxed doped configurations are shown in figure 4.18 (a)-

(e). 

For the 𝑆𝑖𝐼𝑛𝑡 configuration in figure 4.18 (a), the Si atom formed bonds with the adjacent S 

atoms. Also due to its sp3 hybridization nature and its relatively big atomic radius, it also 

formed bonds with the adjacent Sn atoms. This configuration has a formation energy of 

1.30 eV. Configuration 𝑆𝑖𝐴𝑑𝑠−𝑆 is presented in figure 4.18 (b) and has a formation energy 

of 1.37 eV. In this configuration, the Si atom relaxed into an interstitial position and 

bonded to three adjacent S atoms. The 𝑆𝑖𝐴𝑑𝑠−𝑆𝑛 configuration, shown in figure 4.18 (c), 

had the least formation energy of 0.44 𝑒𝑉, therefore highest stability. Thus, adsorbing Si 

on Sn requires small enthalpy of formation, promising to form spontaneously. The Si 

dopant formed bonds with the adjacent S atoms and the Sn atom which it was adsorbed on, 

as shown in figure 4.18 (c). The Si dopant further relaxes towards the Sn atoms layer 

leading to the height (ℎ𝑆𝑖𝑙𝑖𝑐𝑜𝑛) of 1.15Å. The Si dopant pushed the Sn atom towards the 

lower S atoms layer. 

Configuration 𝑆𝑖𝑆𝑢𝑏−𝑆 in figure 4.18 (d) has a formation energy of 1.84 eV. 𝑆𝑖𝑆𝑢𝑏−𝑆 has a 

bond length (𝑑𝑆𝑖−𝑆𝑛 = 2.23Å) smaller than that of pristine SnS2 monolayer (𝑑𝑆−𝑆𝑛 =

2.58Å). This causes the Si atom to sink below the upper S atoms layer as presented in 

figure 4.18 (d). The shorter bond length of configuration 𝑆𝑖𝑆𝑢𝑏−𝑆 could also be attributed to 

silicon’s sp3 hybridization. Brown et al. [37], reported that a greater s-character causes 

electrons to be held closer to the nucleus, thus the shorter and stronger the bond. Bu et al. 

[38] also reported a shorter bond length between sp3-sp3 bonds. 
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(a)  

 

 

 

 

 

(b)  

(c)  

 

 

 

 

 

(d)  

(e)  

 

 

 

 

 

 

Figure 4.18: The different relaxed silicon doped configurations: (a) 𝑆𝑖𝐼𝑛𝑡, (b) 𝑆𝑖𝐴𝑑𝑠−𝑆, (c) 

𝑆𝑖𝐴𝑑𝑠−𝑆𝑛, (d) 𝑆𝑖𝑆𝑢𝑏−𝑆 and (e) 𝑆𝑖𝑆𝑢𝑏−𝑆𝑛 on a 5 × 5 SnS2 supercell. 
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Table 4.4: Bond lengths of the relaxed doped configurations. For the bond lengths 𝑑𝑆𝑖−𝑋, 

Si is the dopant and X = Sn or S depending on the doped configuration. ℎ𝑆𝑖𝑙𝑖𝑐𝑜𝑛 is the 

height of the Si dopant from the Sn atoms layer. Again, negative (-) indicates relaxation 

below and positive (+) indicates above the Sn layer according to the configurations 

presented in figure 4.18. 

Configurations 𝒅𝑺𝒊−𝑿 

(Å) 

𝒉𝑺𝒊𝒍𝒊𝒄𝒐𝒏 

(Å) 

𝑆𝑖𝐼𝑛𝑡 

X=S 

2.09 1.53 

𝑆𝑖𝐴𝑑𝑠−𝑆 

X=S 

2.35 2.74 

𝑆𝑖𝐴𝑑𝑠−𝑆𝑛 

X=S 

2.13 1.15 

𝑆𝑖𝑆𝑢𝑏−𝑆 

X=Sn 

2.23 0.91 

𝑆𝑖𝑆𝑢𝑏−𝑆𝑛 

X=S 

2.36 0.01 

 

Finally, 𝑆𝑖𝑆𝑢𝑏−𝑆𝑛 has the largest formation energy (𝐸𝑓 = 8.54𝑒𝑉) of all Si doped 

configurations. Therefore, 𝑆𝑖𝑆𝑢𝑏−𝑆𝑛 is the least stable configuration of all the Si doped 

configurations. The Si remained in the Sn middle layer and bonded to all six adjacent S 

atoms as Sn would be. The bond lengths (𝑑𝑆𝑖−𝑋) and height of the silicon dopant from the 

Sn atoms layer (ℎ𝑆𝑖𝑙𝑖𝑐𝑜𝑛) for these configurations are shown in table 4.4. 

Unlike the C doping case, the silicon atom of the 𝑆𝑖𝐴𝑑𝑠−𝑆 configuration moved closer to the 

middle Sn atom layer. Si also remained in the same position as the substituted Sn atom for 

𝑆𝑖𝑆𝑢𝑏−𝑆𝑛 whereas C formed a planar bond with 3 bottom S atoms for 𝐶𝑆𝑢𝑏−𝑆𝑛. 𝑆𝑖𝐼𝑛𝑡 had 

the shortest bonding length which could be attributed to Silicon forming bonds with 

adjacent S and Sn atoms which bring it much closer to the supercell, as can be noticed 

from the top view of figure 4.18 (a). All bond lengths for doped configurations are shorter 

than that of the pristine (2.58 Å) due to silicon’s hybridization and carbon’s smaller atomic 
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radius. The Si atom and the C atom both have the same number of valence electrons, but C 

has a smaller atomic radius hence C doping has, on average, smaller bond lengths. 

Silicon’s sp3 hybridization gives it a tendency of being close to the supercell, hence 

𝑎𝑣𝑒𝑟𝑎𝑔𝑒 |ℎ𝑆𝑖𝑙𝑖𝑐𝑜𝑛| < 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 |ℎ𝐶𝑎𝑟𝑏𝑜𝑛|. 

 

4.4.2 Total and partial density of states for silicon doped SnS2 monolayer 

TDOS and PDOS simulations, for studying the effects of Si doping on the SnS2 monolayer, 

were constructed and presented in figures 4.19 – 4.23. The reference DOS and PDOS are 

those for pristine SnS2 with Hubbard U value of 8 eV in figure 4.5 (b). For all cases, the 

Fermi level was moved to the 0 point on the x-axis. Figure 4.19 (a), (b) and (c) show the 

TDOS and PDOS for the 𝑆𝑖𝐼𝑛𝑡 configuration. The Fermi level moved a bit into CBM, as 

shown in figure 4.19 (a), thus, modifying the material to be strongly n-type. The VBM 

appears at energy levels of -1.33 eV, as compared to -0.57 eV for pristine. The VBM 

consists of only S 3p orbitals as shown in figure 4.19 (b). The valence states are constantly 

composed of a hybridization of the S 3p, Si 3p and Sn 5p orbitals as shown in figure 4.19 

(b). As a result of upward shift of the Fermi level, the CBM moved to lower energy levels 

of 0.17 eV, as compared to 1.58 eV for pristine. The CBM is composed of a hybridization 

of the S 3p, Si 3p, Si 3s and Sn 5s orbitals. The conduction states are mainly dominated by 

a hybridization of the Sn 5s, Si 3s, Si 3p, S 3p and minority Sn 5s orbitals, as shown in 

figure 4.19 (b) and (c). There exists two intermediate states, of which those closest to the 

CBM are contributed by Si 3s and S 3p orbitals, and those closest to the VBM are caused 

by S 3p, Si 3p and a majority Si 3s orbitals. 

Figure 4.20 (a), (b) and (c) show the TDOS and PDOS for 𝑆𝑖𝐴𝑑𝑠−𝑆 configuration. The 

Fermi level shifts close to the CBM, thus material becomes a n-type structure. As a result 

of the upward shift of the Fermi level, the VBM and CBM appear at smaller energies of -

1.23 eV and 0.22 eV, respectively. The VBM is mainly contributed by S 3p orbitals and 

the valence states are composed of a hybridization of S 3p, Si 3p, Sn 5p and Si 3s, as 

shown in figure 4.20 (b) and (c). The CBM is contributed by a hybridization of Si 3p, S 3p 

and Sn 5s orbitals and conduction states are composed by a hybridization of Sn 5s, Si 3p 

and S 3p states, as shown in figure 4.20 (b) and (c). Three IB peaks appear and are 
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described in their order from the CBM moving towards the VBM. The first peak, closest to 

the CBM, mainly consists of S 3p orbitals, the second peak is contributed by a 

hybridization of majority Si 3p, minority S 3p and minority Sn 5s orbitals. The third peak, 

closest to the VBM, mainly consists of Si 3p orbitals. 

Figure 4.21 (a), (b) and (c) show TDOS and PDOS for the 𝑆𝑖𝐴𝑑𝑠−𝑆𝑛 configuration. The 

Fermi level penetrates a little bit into the CBM making the material strongly n-type. The 

upward shift of the Fermi level reduced VBM and CBM to energy levels -1.41 eV and -

0.02 eV, respectively. The VBM is mainly composed by S 3p orbitals and the valence 

states are contributed by a hybridization of S 3p, Sn 5p and Si 3p orbitals, as shown in 

figure 4.21 (b). CBM is contributed by a hybridization of Si 3p, Si 3s, Sn 5s and minority S 

3p orbitals. This hybridization also forms the entire conduction band as shown in figure 

4.21 (b) and (c). There exists intermediate states contributed by S 3p and Si 3s orbitals. 

Figure 4.22 (a), (b) and (c) show the TDOS and PDOS for 𝑆𝑖𝑆𝑢𝑏−𝑆 configuration. The 

Fermi level shifts towards the VBM, therefore making the material strongly p-type. Thus, 

shifts the VBM up to -0.38 eV, which is the biggest VBM value out of all Si doped 

configurations, even bigger than the VBM of pristine SnS2 (-0.57 eV). The VBM is 

contributed by a hybridization of S 3p and Si 3p orbitals and the valence states are entirely 

contributed by a hybridization of S 3p, Si 3p, Si 3s and Sn 5p orbitals, as shown in figure 

4.22 (b) and (c). The CBM is also at a higher energy value of 0.97 eV which is the highest 

of all Si doping configurations, but smaller than CBM of pristine SnS2 (1.58 eV). The 

CBM is contributed by a hybridization of S 3p and Sn 5s orbitals and the conduction states 

are composed of a hybridization of S 3p, Sn 5p and Si 3p orbitals, as shown in figure 4.22 

(b) and (c). There are no intermediate states for 𝑆𝑖𝑆𝑢𝑏−𝑆 configuration, as illustrated in 

figure 4.22 (a). 

Figure 4.23 (a), (b) and (c) shows the TDOS and PDOS for 𝑆𝑖𝑆𝑢𝑏−𝑆𝑛 configuration. The 

Fermi level moves closer to the CBM, thus has a value of 0.41 eV, and modifies the 

material to be more n-type. This is contradictory to all other substitutional doping 

configurations. The CBM is composed of S 3p and Sn 5s orbitals and the conduction states 
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Figure 4.19: 𝑆𝑖𝐼𝑛𝑡 (a) TDOS, (b) PDOS for p orbitals and (c) PDOS for s orbitals. 
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(b)  (c)  

Figure 4.20: 𝑆𝑖𝐴𝑑𝑠−𝑆 (a) TDOS, (b) PDOS for p orbitals and (c) PDOS for s orbitals. 
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(b)   (c)  

Figure 4.21: 𝑆𝑖𝐴𝑑𝑠−𝑆𝑛 (a) TDOS, (b) PDOS for p orbitals and (c) PDOS for s orbitals. 
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(a)  

 

 

 

 

 

(b)  (c)  

Figure 4.22: 𝑆𝑖𝑆𝑢𝑏−𝑆 (a) TDOS, (b) PDOS for p orbitals and (c) PDOS for s orbitals. 
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(b)   (c)  

Figure 4.23: 𝑆𝑖𝑆𝑢𝑏−𝑆𝑛 (a) TDOS, (b) PDOS for p orbitals and (c) PDOS for s orbitals. 

 

are contributed by a hybridization of Si 3p, Sn 5p, S 3p, Sn 5s and Si 3s orbitals, as shown 

in figure 4.23 (b) and (c). The VBM appears at low energy levels of -1.24 eV and is mainly 

composed of S 3p orbitals, as shown in figure 4.23 (b). The valence states are contributed 

by hybridization of S 3p, Sn 5p, Si 3p and Sn 5s orbitals as shown in figure 4.23 (b) and 

(c). There are no intermediate states for 𝑆𝑖𝑆𝑢𝑏−𝑆𝑛 configuration, shown in figure 4.23 

(a).The exact values of the band gaps for the Si doped configurations along with pristine 

SnS2 band gap are shown in table 4.5. Much like C doped configurations, all the Si doped 

configurations 𝐸𝑔 values are smaller than pristine SnS2 and are within the range at which 

visible light excites electrons into the conduction band (𝐸𝑔 < 3.1𝑒𝑉) [28]. 𝑆𝑖𝑆𝑢𝑏−𝑆 
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configuration has the least band gap value (1.35 eV) and 𝑆𝑖𝑆𝑢𝑏−𝑆𝑛 has the highest band gap 

value (1.65 eV) of all doped configurations. 

 

Table 4.5: The different band gaps of the silicon doped configurations compared with 

pristine SnS2. 

Configurations 𝑬𝒈 (𝒆𝑽) 

𝑆𝑛𝑆2 2.34 

𝑆𝑖𝐼𝑛𝑡 1.50 

𝑆𝑖𝐴𝑑𝑠−𝑆 1.45 

𝑆𝑖𝐴𝑑𝑠−𝑆𝑛 1.40 

𝑆𝑖𝑆𝑢𝑏−𝑆 1.35 

𝑆𝑖𝑆𝑢𝑏−𝑆𝑛 1.65 

 

4.4.3 Charge density differences of silicon doped configurations 

The charge density difference plots for Si doped configurations will again be used to 

further understand the bonding dynamics between the impurity atom and host material’s 

atoms. For all Si doped systems in figure 4.24, the black sphere denotes a Si atom, the 

yellow spheres denote S atoms and purple spheres denote Sn atoms. The orange cloud 

depicts a depletion of charge (positive) region and the blue cloud depicts an accumulation 

of charge (negative) region for all configurations. These charged regions were again 

calculated with equation (4.7), using parameters specific for silicon doped configurations. 

That is, 𝜌𝑡𝑜𝑡𝑎𝑙  is the charge of the Si doped supercell. The term ∑ 𝜌𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑠𝑖 , is the sum 

of charges of the individual components, these are, the charge of the Si dopant and the 

charge of the pristine supercell. Thus, final result will be the charge density distribution 
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around the doped region of the material. Advantages imposed by these charged surfaces 

have been discussed as reaction centres for charge carriers 𝑂𝐻− and 𝐻+. 

The electronegativity is a major contribution factor to these charge shifts. The order of the 

electronegativity values, of the interest atoms, is S > Si > Sn (the exact values being: 3.44 

> 2.82 > 2.68, respectively) [33]. Again, S has the highest electronegativity and Sn has the 

lowest. Therefore, it is expected that sulphur will have a larger electron cloud than all other 

atoms and tin is expected to have the largest positive cloud than all other atoms. 

The top and side views of the Si doped charge surfaces of (a) 𝑆𝑖𝐼𝑛𝑡, (b) 𝑆𝑖𝐴𝑑𝑠−𝑆, (c) 

𝑆𝑖𝐴𝑑𝑠−𝑆𝑛, (d) 𝑆𝑖𝑆𝑢𝑏−𝑆 and (e) 𝑆𝑖𝑆𝑢𝑏−𝑆𝑛 are shown in figure 4.24. In figure 4.24 (a) for 𝑆𝑖𝐼𝑛𝑡 

configuration, the Si atom is surrounded by a larger blue cloud (negative charge) shaped as 

a 3-pointed star, as a result of attaining electron charge from the adjacent less 

electronegative Sn. S atoms, with the highest electronegativity were also surrounded by 

blue clouds. Therefore, 𝑆𝑖𝐼𝑛𝑡 configuration has a larger spread of negative than positive 

making the doped region of 𝑆𝑖𝐼𝑛𝑡 a suitable reduction zone for 𝐻+/𝐻2. 

Figure 4.24 (b) shows the 𝑆𝑖𝐴𝑑𝑠−𝑆 configuration. It is noticed from the top view that the 

blue cloud (electron charge) is more concentrated at the doped region and orange cloud 

(positive charge) is spread about the adjacent Sn atoms. Also noticed from the side view is 

an orange cloud above and below the Si atom and a blue cloud around it. This is expected 

as S pulls electrons from all atoms around it and a greater pull from adjacent (least 

electronegative) Sn atoms leading to the large orange clouds at the adjacent Sn atoms. 

Therefore, the doped region could be a good reduction zone (𝐻+/𝐻2) since the 

concentration of electron clouds is around this region. 

Figure 4.24 (c) presents the charge density difference for 𝑆𝑖𝐴𝑑𝑠−𝑆𝑛 configuration. The blue 

cloud in the shape of a 3-pointed star on the Si atom is noticed, blue clouds around the S 

atoms are noticed and a huge orange cloud around the Sn atom is noticed. This is a clear 

indication of the electron pull by the Si and S atoms bonded to the Sn atom. A similar 

result is observed with 𝑆𝑖𝑆𝑢𝑏−𝑆 configuration in figure 4.24 (d). It is noticed that Si has a 

huge blue cloud around it as it is bonded to three less electronegative Sn atoms. A blue 

cloud is also noticed at the Sn atoms adjacent to the Si dopant because Sn has the largest  
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(b)  
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(e)  

 

 

 

 

 

 

Figure 4.24: Charge density difference diagrams for: (a) 𝑆𝑖𝐼𝑛𝑡, (b) 𝑆𝑖𝐴𝑑𝑠−𝑆, (c) 𝑆𝑖𝐴𝑑𝑠−𝑆𝑛, 

(d) 𝑆𝑖𝑆𝑢𝑏−𝑆 and (e) 𝑆𝑖𝑆𝑢𝑏−𝑆𝑛. 
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number of pseudo electrons. The Si pulling on the three bigger Sn atoms will cause it to 

move towards the middle Sn atoms layer. 

Figure 4.24 (e) presents the charge density differences for 𝑆𝑖𝑆𝑢𝑏−𝑆𝑛 configuration. A blue 

cloud surrounds the Si dopant. This indicates that the Si atom was able to retain some of its 

charge, which could be due to a larger number of pseudo electrons. Also noticed in 

between Si and S bonds are orange clouds and blue clouds. This shows that valence 

electrons shifted from Si atom to S atoms due to the high electronegativity of S. 

 

4.4.4 Band edge alignment of pristine and silicon doped configurations 

A comparison of the VBM and CBM to the water redox potentials is presented in figure 

4.25. All band gap values are suitable for light activation of electrons (𝐸𝑔 < 3.1 𝑒𝑉) [28] 

as illustrated in table 4.5. The band gap values for all doped configurations are below the 

pristine SnS2 band gap value. Thus, Si doped configurations require less photoactivation 

energy than pristine SnS2. Figure 4.25 shows the band alignment for pristine SnS2 

compared with the silicon doped configurations. Labels above the bars are the pristine and 

doped configurations and below the bars are their corresponding band gaps. The values 

inside the bar charts are the differences of the band edges (CBMs and VBMs) of the 

doping configurations and the pristine SnS2. The negative values show a downward shift 

while the positive values show an upward shift from the reference band edges (pristine 

SnS2). The orange bars are the conduction bands and green bars are the valence bands. The 

blue dashed line across the graph is the reduction potential and the red dashed line is the 

oxidation potential. 

The effect of VBM and CBM positions for pristine SnS2 with respect to water redox 

potentials has been discussed in the C doped study. The focus in this section will only be 

for Si doped configurations. Doped configuration 𝑆𝑖𝐼𝑛𝑡 has a band gap 𝐸𝑔 = 1.50 𝑒𝑉 

which is ideal for photoactivation with visible light and a VBM that is 0.76 eV below the 

pristine VBM. Much like 𝐶𝐼𝑛𝑡 configuration, the CBM of 𝑆𝑖𝐼𝑛𝑡 configuration is far below 

the 𝐻+/𝐻2 potential. Hence, this doping configuration is not suitable for hydrogen 

evolution, but would be spontaneous for oxygen evolution. This is a similar observation 
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with doped configurations 𝑆𝑖𝐴𝑑𝑠−𝑆, 𝑆𝑖𝐴𝑑𝑠−𝑆𝑛 and 𝑆𝑖𝑆𝑢𝑏−𝑆𝑛, but with differing magnitudes. 

𝑆𝑖𝐴𝑑𝑠−𝑆 configuration has an 𝐸𝑔 of 1.45 eV, the VBM is 0.66 eV below the reference and 

CBM is 1.36 eV below the reference. 𝑆𝑖𝐴𝑑𝑠−𝑆𝑛 configuration has an 𝐸𝑔 of 1.40 eV, the 

VBM is 0.84 eV below the reference and CBM is 1.59 eV below the reference. 𝑆𝑖𝑆𝑢𝑏−𝑆𝑛 

configuration has an 𝐸𝑔 of 1.65 eV, the VBM is 0.67 eV below the reference and the CBM 

is 1.17 eV below the reference. Thus, these doping configurations are only suitable for 

oxygen evolution. A unique result is observed with 𝑆𝑖𝑆𝑢𝑏−𝑆 configuration, with an 𝐸𝑔 of  

Figure 4.25: Band edge alignment for pristine SnS2 and silicon doped configurations: 

𝑆𝑖𝐼𝑛𝑡, 𝑆𝑖𝐴𝑑𝑠−𝑆, 𝑆𝑖𝐴𝑑𝑠−𝑆𝑛, 𝑆𝑖𝑆𝑢𝑏−𝑆 and 𝑆𝑖𝑆𝑢𝑏−𝑆𝑛. 

 

1.35 eV, the VBM is 0.19 eV above the reference, which is still below 𝑂2/𝐻2𝑂, and the 

CBM is 0.61 eV below reference CBM. The CBM for pristine SnS2 is below 𝐻+/𝐻2, 

therefore the CBMs of all Si doped configurations being below the CBM of pristine means 

the CBMs of doped are far below 𝐻+/𝐻2, thus unsuitable for water reduction. As 

mentioned by Lindquist et al. [34] that when CBM is below 𝐻+/𝐻2, an external voltage is 
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required for PEC water reduction to proceed. Therefore, 𝑆𝑖𝑆𝑢𝑏−𝑆 is the Si doped 

configuration with a CBM closet to 𝐻+/𝐻2. A minimum external bias of 0.75 eV is 

required to lift the CBM of 𝑆𝑖𝑆𝑢𝑏−𝑆 to potentials above 𝐻+/𝐻2. This would also raise the 

VBM to an energy level that is 0.31 eV below 𝑂2/𝐻2𝑂, which is still suitable for oxygen 

evolution. Thus, making 𝑆𝑖𝑆𝑢𝑏−𝑆 the most suitable Si doped configuration for water 

splitting to produce both hydrogen and oxygen. 

 

4.5 Brief Summary 

All calculations in this work used cut-off of 450 eV and k-point mesh of 8 × 8 × 1 to 

obtain equilibrium properties of pristine SnS2. A FGO calculation was performed using 

PW-scf in quantum espresso. A positive cohesive energy for pristine SnS2 monolayer 

signifies overall chemical stability. GGA+U was used to mitigate band gap 

underestimation by the GGA. The identified doped configurations are: 𝐶𝐼𝑛𝑡, 𝐶𝐴𝑑𝑠−𝑆, 

𝐶𝐴𝑑𝑠−𝑆𝑛, 𝐶𝑆𝑢𝑏−𝑆 and 𝐶𝑆𝑢𝑏−𝑆𝑛 for C doped configurations, and are: 𝑆𝑖𝐼𝑛𝑡, 𝑆𝑖𝐴𝑑𝑠−𝑆, 𝑆𝑖𝐴𝑑𝑠−𝑆𝑛, 

𝑆𝑖𝑆𝑢𝑏−𝑆 and 𝑆𝑖𝑆𝑢𝑏−𝑆𝑛 for Si doped configurations. Formation energy calculations, total and 

partial density of states, charge density difference and band edge alignment simulations 

were performed for all doped configurations. The formation energies were all positive, thus 

all doped configurations are endothermic and experimentally synthesizable under ambient 

conditions. Si doping has lower overall formation energy than C doping. The 5 × 5 × 1 

supercell was chosen in order to eliminate supercell strain felt as a result of doping. All 

band gap values for pristine and doped SnS2 monolayer were within the range of 

photoactivation. Moreover, all doped configurations had band gaps lower than that of 

pristine, thus it can be concluded that C/Si atom doping reduces the band gap of SnS2. It 

was noticed from charge density differences that the Si atom is a negative region, thus 

suitable for water reduction (𝐻+/𝐻2) and C atom is a positive region, thus suitable for 

water oxidation (𝑂2/𝐻2𝑂). It was observed from the band edge alignment diagrams that, 

with an application of an external bias, pristine SnS2, 𝐶𝑆𝑢𝑏−𝑆 and 𝑆𝑖𝑆𝑢𝑏−𝑆 are the most 

suitable for overall water splitting for photo-production of both hydrogen and oxygen. 
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CHAPTER 5: CONCLUSION 

In this dissertation, the effects of doping with carbon and silicon on SnS2 monolayer were 

studied using first-principles simulations based on DFT. The aim of this study was to 

improve photocatalytic properties of SnS2 through doping to achieve its optimum 

performance for PEC water splitting. In this work, the calculations were performed using 

DFT PW-scf implemented in the quantum espresso software to obtain equilibrium 

properties of C/Si doped SnS2 monolayer. GGA+U was used to mitigate the band gap 

usually underestimated by the standard GGA functional. Initially, SnS2 monolayer was 

doped with single C dopant atom, and later with single Si dopant atom. The doped 

configurations studied are named: C/Si adsorbed on an interstitial position (𝐶𝐼𝑛𝑡/𝑆𝑖𝐼𝑛𝑡), 

C/Si adsorbed on S (𝐶𝐴𝑑𝑠−𝑆/𝑆𝑖𝐴𝑑𝑠−𝑆), C/Si adsorbed on Sn (𝐶𝐴𝑑𝑠−𝑆𝑛/𝑆𝑖𝐴𝑑𝑠−𝑆𝑛), C/Si 

substituting S (𝐶𝑆𝑢𝑏−𝑆/𝑆𝑖𝑆𝑢𝑏−𝑆) and C/Si substituting Sn (𝐶𝑆𝑢𝑏−𝑆𝑛/𝑆𝑖𝑆𝑢𝑏−𝑆𝑛). 

The formation energy (𝐸𝑓), total and partial density of states, charge density difference and 

band edge alignment were calculated for the doped configurations. The formation energies 

are all positive, thus all doped configurations are endothermic and can experimentally be 

synthesized under ambient conditions. The formation energies of the identified doping 

configurations took the following order of stability for a 5 × 5 × 1 supercell: 𝐶𝐴𝑑𝑠−𝑆𝑛 <

𝐶𝑆𝑢𝑏−𝑆 < 𝐶𝐼𝑛𝑡 < 𝐶𝐴𝑑𝑠−𝑆 < 𝐶𝑆𝑢𝑏−𝑆𝑛, for C doped and 𝑆𝑖𝐴𝑑𝑠−𝑆𝑛 < 𝑆𝑖𝐼𝑛𝑡 < 𝑆𝑖𝐴𝑑𝑠−𝑆 <

𝑆𝑖𝑆𝑢𝑏−𝑆 < 𝑆𝑖𝑆𝑢𝑏−𝑆𝑛 for Si doped supercells. This is an indication that the thermodynamic 

stability of C/Si doped SnS2 monolayer depends on structural configurations. Si doped 

configurations displayed lower formation energies than C doped configurations. 

All the band gaps of the doped configurations are lower than that of the pristine SnS2, thus 

it can be concluded that C/Si doping reduced the band gap of SnS2. Interestingly, all the 

band gap values, including that of pristine, are within the range at which visible light 

excites electrons into the conduction band. It was further noticed from the TDOS and 

PDOS plots that 𝐶𝐼𝑛𝑡, 𝐶𝐴𝑑𝑠−𝑆, 𝐶𝐴𝑑𝑠−𝑆𝑛, 𝑆𝑖𝐼𝑛𝑡, 𝑆𝑖𝐴𝑑𝑠−𝑆 and 𝑆𝑖𝐴𝑑𝑠−𝑆𝑛 configurations 

modified the SnS2 material to be a n-type with intermediate bands. The 𝐶𝑆𝑢𝑏−𝑆, 𝐶𝑆𝑢𝑏−𝑆𝑛 

and 𝑆𝑖𝑆𝑢𝑏−𝑆 modified the material to be a p-type material with no intermediate bands. 
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The charge density difference diagrams for C doped configurations indicate that C is a 

positive centre, while for Si doped configurations, Si is a negative centre, which could be 

the oxidation and reduction centres, respectively. From band alignment diagrams, a distinct 

noticeable difference between C doped and Si doped configurations is that the CBMs of 

the Si doped extend far below the CBM of the pristine, except for 𝑆𝑖𝑆𝑢𝑏−𝑆. The VBMs of 

both C and Si doped configurations extend far below the VBM of the pristine material, 

except for 𝑆𝑖𝑆𝑢𝑏−𝑆, 𝐶𝑆𝑢𝑏−𝑆 and 𝐶𝑆𝑢𝑏−𝑆𝑛, which are actually above the VBM of the pristine. 

Thus, the CBMs are far below the water reduction line 𝐻+/𝐻2 and VBMs are far below the 

water oxidation line 𝑂2/𝐻2𝑂. Thus, C/Si doping qualify for spontaneous water oxidation 

to synthesize oxygen (𝑂2). Application of an external bias potential qualifies pristine SnS2, 

𝐶𝑆𝑢𝑏−𝑆 and 𝑆𝑖𝑆𝑢𝑏−𝑆 as the most suitable for overall water splitting for photo-production of 

both hydrogen and oxygen. 𝑆𝑖𝑆𝑢𝑏−𝑆 has a lesser formation energy and band gap than 

𝐶𝑆𝑢𝑏−𝑆, however 𝐶𝑆𝑢𝑏−𝑆 requires a lesser external bias to raise CBM above 𝐻+/𝐻2. 

Pristine SnS2 has the largest band gap, but requires the least external bias to raise CBM 

above 𝐻+/𝐻2. This research can effectively guide experimentalists to modify SnS2 to 

perform at its peak for PEC WS for mass-hydrogen production to be realized. 
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