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Abstract—This article proposes an optimal controller for a
team of underactuated quadrotors with multiple active lead-
ers in containment control tasks. The quadrotor dynamics are
underactuated, nonlinear, uncertain, and subject to external dis-
turbances. The active team leaders have control inputs to enhance
the maneuverability of the containment system. The proposed
controller consists of a position control law to guarantee the
achievement of position containment and an attitude control law
to regulate the rotational motion, which are learned via off-policy
reinforcement learning using historical data from quadrotor tra-
jectories. The closed-loop system stability can be guaranteed
by theoretical analysis. Simulation results of cooperative trans-
portation missions with multiple active leaders demonstrate the
effectiveness of the proposed controller.

Index Terms—Cooperative control, multiagent system, optimal
control, quadrotor, reinforcement learning (RL).

I. INTRODUCTION

OVER the past decade, cooperative control of quadrotors
has attracted an increasing interest from the control com-

munity for its wide range of applications, such as agricultural,
emergency rescue, express delivery logistics, and remote sens-
ing [1], [2], [3], [4], [5]. Containment control, as a challenging
topic of cooperative control of quadrotors, aims to drive each
vehicle into the convex hull spanned by multiple team leaders
and has practical uses. For instance, in a cooperative logistics
scenario involving multiple unmanned aerial vehicles (UAVs),
the quadrotor vehicles can carry more payloads instead of
advanced navigation systems and can be guided by staying
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within the safe region formed by the team leaders. Therefore,
the containment control problem has received much research
attention from the control and robotic communities.

Recently, the containment control problems have been stud-
ied in multiple works. In [6], a decentralized framework for
multirobot systems to form clusters around multiple targets
and achieve the containment for the followers was designed
using a game-theoretic rule. In [7], a rigidity-based approach
was proposed to achieve formation among multiple agents
modeled as double integrators. In [8], a distributed fault-
tolerant containment control protocol was developed for the
discrete-time multiagent systems (MASs). Note that the non-
linear and coupled features of the vehicle dynamics were
ignored in [6], [7], and [8]. In [9], the containment control
problem of discrete-time single-input linear MASs was inves-
tigated using the standard Riccati design method. In [10], a
time-varying group formation-containment tracking controller
was designed for general linear MASs and the control proto-
col design was based on the solution to an algebraic Riccati
inequality. In [11], a consensus scheme based on distributed
linear quadratic regulation was developed and tested for het-
erogeneous MASs with linearized quadrotors and two-wheeled
mobile robots. However, in [9], [10], and [11], the con-
trollers were based on complete and accurate knowledge of
the dynamical models, which is difficult to obtain for the
quadrotors due to their complex mass distribution and working
environment.

In recent years, robust optimal control methods have been
developed for uncertain nonlinear networked systems. The
satellite containment control problem was discussed in [12]
using the adaptive sliding mode control and potential func-
tions. In [13], a robust hierarchical pinning control scheme
for nonlinear heterogeneous MASs was developed to deal with
the uncertainties and disturbances. In [14], a finite-time atti-
tude containment control problem of spacecraft formation was
studied using the backstepping design technique. In [15], an
observer-based containment control approach was proposed
for networked nonlinear MASs using the active disturbance
rejection control. However, these robust optimal controllers
in [12], [13], [14], and [15] can only guarantee the optimality
for the nominal systems, but not for the uncertain nonlinear
systems.

The reinforcement learning (RL) has been be introduced
to solve optimal control problems of the uncertain nonlinear
systems. Zamfirache et al. [16] designed a policy iteration
RL algorithm that updated neural networks using a gray
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wolf optimizer algorithm. In [17], a fuzzy optimal control
method was proposed for nonlinear systems utilizing a mod-
ified evolved bat algorithm. In [18], a model-independent
control protocol was developed to achieve the containment
control for networked Euler–Lagrange systems with uncer-
tainties. In [19], adaptive distributed observer techniques were
employed to handle a bipartite containment control problem
of linear MASs. In [20], a data-driven fault-tolerant attitude
synchronization control problem was studied with the non-
linear rotational dynamics of the quadrotor vehicles via RL
method. Note that the existing results in [18], [19], and [20]
mainly focused on the cooperative control problems with
autonomous leaders and ignored the control input. However,
the active leaders with control input are important for enhanc-
ing the maneuverability of the multivehicle teams and can
enable the containment systems to perform autonomous behav-
iors and achieve various complicated geometric configurations
to avoid unexpected menace (see [21], [22]). Therefore, the
optimal containment control problem with active leaders for
the quadrotors suffering from unknown parameters, underac-
tuation, nonlinear couplings, and external disturbance based
on the RL remains challenging and open, which motivates the
current paper.

In this article, the optimal containment control problem
involving multiple active leaders is addressed using RL. A
cascade containment control law is designed that consists of
an optimal position control law for achieving containment and
an optimal attitude control law for controlling the rotational
motion. The optimal control laws are learned from historical
data measured along the quadrotor trajectories. Moreover, the
proposed controller can ensure both containment and optimal
performance for the quadrotor team. The proposed contain-
ment controller has three main advantages over the existing
methods.

First, the proposed containment controller in the cur-
rent article can achieve optimal tracking performance for
the uncertain quadrotor systems. But, the existing methods
[12], [13], [14], [15] can only guarantee optimal performance
for the nominal systems instead of uncertain nonlinear quadro-
tor vehicles.

Second, the proposed controller can iteratively interact with
the nonlinear and coupled vehicle dynamics and learn the
optimal control laws from the generated input–output data.
However, existing results in [9], [10], and [11] based on the
classical optimal control theory were dependent on complete
and accurate knowledge of the dynamical models.

Third, in this article, the control inputs are introduced into
the dynamics of the team leaders in response to unexpected
menace and the achievement of the containment can still
be guaranteed. But, the control inputs of the leaders were
ignored in [4], [8], [9], [18], [19], and [20], resulting in limited
maneuverability of the containment systems.

The remaining parts of this article are organized as follows.
Section II provides necessary preliminaries on the graph theory
and the problem formulation involving quadrotor dynamics.
Section III discusses the optimal containment control law
design and theoretical analysis for the quadrotors. Section IV
presents a simulation example and the results are given.
Section V concludes the whole article.

II. PROBLEM FORMULATION

A. Preliminaries

This article considers a team of UAVs consisting of nf

quadrotor followers denoted by F � {1, . . . , nf } and nl lead-
ers denoted by L � {nf +1, . . . , nf +nl}. Let Ge = {Ve, Ee,Ae}
and Gf = {Vf , Ef ,Af } be weighted directed graph describing
the interaction topology for the entire team of nf + nl UAVs
and the followers, respectively. Vf = {vfi}, (i = 1, 2, . . . , nf )

represents the set of vertices, where vfi indicates the ith
quadrotor. Ef ⊂ Vf × Vf represents the set of edges and
Af = [aij] ∈ R

nf ×nf represents the adjacency matrix, where
aij > 0, if (vfi, vfj) ∈ Ef and aij = 0, otherwise. The leaders are
active without incoming edges, and the followers are quadro-
tors with incoming edges. Define Nfi = {vfj|(vfi, vfj) ∈ Ef }
as the neighbors of the ith quadrotor. Define a series of suc-
cessive edges, that is, {(vfi, vfk), (vfk, vfl), . . . , (vfm, vfj)} as a
directed path from the ith node to the jth node. Let Wv =
diag{ρv

1, ρ
v
2, . . . , ρ

v
nf

}, (v ∈ L) be the connection indicator of
the vth leader, where ρv

i is 1, if there exists a link from the
vth leader to the ith follower, and 0, otherwise.

Notations: In ∈ R
n×n denotes a unit matrix, 1n ∈ R

n a
column vector with 1 as its elements, ca,b ∈ R

a a column
vector with 1 on the bth element and 0 s elsewhere. Let 0m×n ∈
R

m×n represent a zero matrix and ⊗ represent the Kronecker
product. Denote dist(x,D) as the distance from a vector x ∈
R

n to a set D in the Euclidean norm given by dist(x,D) =
infy∈D‖x − y‖2. Denote Co(U) as the convex hull of a set of
points U = {u1, u2, . . . , un} with finite elements, representing
the minimal convex set that contains every point in U , that is,
Co(U) = {∑n

i=1 λiui|ui ∈ U , λi ≥ 0,
∑n

i=1 λi = 1}.

B. Quadrotor Dynamics

In this article, the fully nonlinear dynamical model is con-
sidered for each quadrotor. Denote ÊI as the Earth-fixed
inertial frame and ÊBi as the body-fixed frame attached to
the ith quadrotor. Define pfi = [pfi,x pfi,y pfi,z]

T ∈ R
3 as the

position of the ith quadrotor in ÊI and �i = [φi θi ψi]T ∈ R
3

as the Euler angle of the ith quadrotor. As shown in [23], the
dynamical model of each quadrotor can be written as

mip̈fi = RIBFi + dpi

Ji�̈i = −C
(
�i, �̇i

)
�̇i + τi + d�i (1)

where mi and Ji are the mass and inertial matrix of the ith
quadrotor with Ji = diag{Jφi , Jθi , Jψi } ∈ R

3×3, RIB ∈ R
3×3

is the coordination transformation matrix from ÊBi to ÊI ,
C(�i, �̇i) ∈ R

3×3 is the nonlinear Coriolis term, and Fi ∈ R
3,

τi ∈ R
3 are external forces and torques from the rotors

in ÊI . dpi and d�i indicate external disturbance acting on the
translational and rotational motion in ÊI and ÊB. Fi and τi

are given by Fi = c3,3kωi
∑4

k=1 ω
2
k,i − RT

IBc3,3mig and τi =
[τi,x τi,y τi,z]T , respectively, where τi,x = ltikωi(ω

2
1,i − ω2

3,i),

τi,y = ltikωi(ω
2
2,i − ω2

4,i), and τi,z = kτ ikωi
∑4

k=1 (−1)k+1ω2
k,i,

g is the gravity constant, ωj,i is the spinning rate of the jth
rotor of the ith quadrotor, and lti, kωi, and kτ i are three scaling
factors of the ith quadrotor. Define the control input com-
mands as uzi = ∑4

k=1 ω
2
k,i, uφi = ω2

2,i −ω2
4,i, uθ i = ω2

1,i −ω2
3,i,

and uψ i = ∑4
k=1 (−1)k+1ω2

k,i. Because of the underactuation
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feature of the quadrotor dynamics, design a virtual position
control input upi ∈ R

3 as follows:

upi = uzi

⎡

⎣
sinφri sinψri + cosφri cosψri sin θri

cosφri sinψri sin θri − cosψri sinψri

cosφri cos θri

⎤

⎦ (2)

where φri, θri, and ψri are attitude reference for the ith
quadrotor. Denote bpi = kωiI3/mi(i ∈ F) and b�i =
diag{b1

�i, b2
�i, b3

�i} = diag{ltikωi, ltikωi, kτ i}. In this case, one
can write the quadrotor dynamics in (1) as

p̈fi = bpiupi − gc3,3 +
pi

�̈i = −J−1
i

(
C

(
�i, �̇i

)
�̇i + b�iu�i + d�i

)
(3)

where u�i = [uφi uθ i uψ i]T ∈ R
3, 
pi represents exter-

nal disturbance given by 
pi = bpiũpi + dpi, where ũpi =
uziRIBc3,3 − upi.

Remark 1: It can be observed from (1) that the dynamical
model of each quadrotor, involving six degrees of freedom but
four control inputs, is an underactuated system. Moreover, the
nonlinear quadrotor system is coupled and subject to external
disturbance. Therefore, it is not feasible to extend the existing
results on the containment control of linear systems (see [6],
[7], [8], [9], [10], [11]) to nonlinear quadrotors.

C. Problem Statement

From [24], the dynamics of the team leaders with unknown
inputs can be described as follows:

ζ̇lv = Mlζlv + Glulv

plv = Nlζlv, v ∈ L (4)

where Ml ∈ R
6×6 is the dynamic matrix of the leaders, Nl =

[c3,1 c3,1 c3,1 03×3], ζlv = [pT
lv ṗT

lv]T ∈ R
6 and plv(t) ∈

R
3 are the state and the position of the vth leader, respectively.
Assumption 1: For each quadrotor agent in the containment

system, there is at least one UAV leader that has a directed
path to the quadrotor.

Assumption 2: The unknown control input ulv(v ∈ L) for
all team leaders is continuous and bounded by a threshold
�lv > 0, that is, ‖ulv‖∞ ≤ �lv.

Let epi ∈ R
3, (i ∈ F) be the local relative output

information of the ith follower given by:

epi =
nf∑

j=1

aij
(
pfj − pfi

) +
nf +nl∑

v=nf +1

ρv
i

(
plv − pfi

)
. (5)

The compact form of (5) can be written as

ep = −
nf +nl∑

v=nf +1

(v ⊗ I3)
(
p̄f − p̃lv

)
(6)

where ep = [eT
p1, eT

p2, . . . , eT
pnf

]T ∈ R
3nf , p̃lv = 1nl ⊗ plv, and

v = (1/nf )Lf + Wv, where Lf is the Laplacian matrix of Gf .
The purpose of this article is to obtain an optimal contain-
ment control law without requiring accurate information of the
quadrotor dynamics under external disturbances and multiple
active leaders. The optimal control problem of this article can
be summarized by Problem 1.

Fig. 1. Structure of the proposed RL-based controller.

Problem 1 (Optimal Containment Control): Consider the
optimization problem for the nonlinear quadrotor vehicles
under external disturbances modeled as (1), estimate the
position references p̂ri by using local information, and
achieve the optimal position containment control, that is,
limt→∞dist[pfi(t),Co(plv(t), v ∈ L)] = 0, by designing
optimal control laws u∗

pi, 

∗
pi, u∗

�i and 
∗
�i to minimize the

performance index

Jki =
∫ ∞

t
eαk(t−τ)rk(xki, rki, uki,
ki)dτ , k = p,� (7)

where rk(xki, rki, uki,
ki) is a value function which will be
designed in the controller design section.

According to [25] and [26], the containment of the followers
can be achieved if the global containment error ep converges
to 0, that is, limt→∞ ep(t) = 0.

III. CONTAINMENT CONTROL LAW

In this section, the containment control law for the quadro-
tors is proposed, consisting of three parts: 1) a containment
observer to generate desired trajectory references; 2) an
optimal position controller to track the trajectory references
and produce the attitude references; and 3) an optimal atti-
tude controller to track the generated attitude references. Fig. 1
depicts the structure of the proposed controller.

A. Optimal Position Control Law

Let ξi = [p̂T
ri

˙̂pT
ri]

T ∈ R
6 denote the state vector of the ith

observer, where p̂ri ∈ R
3 is the position reference for the ith

quadrotor to track. Let εoi ∈ R
6(i ∈ F) be the local estimation

error of the ith observer. Substituting pfi by ξfi in (6) yields
that εoi = ∑nf

j=1 aij(ξfj − ξfi) + ∑nf +nl
v=nf +1 ρ

v
i (ζlv − ξfi). Design

the following observer to guarantee the convergence of the
global estimation error as:

ξ̇i = Mlξi + Glιi

ιi = �1Soεoi + �2ŝ(Soεoi) (8)

where ιi is the control input, �1, �2 are positive constant gains,
So is a matrix to be determined, and ŝ(x) represents the signum
function. Then, from (8), one can obtain the global form of
the observer dynamics as follows:

ξ̇p = (
Inf ⊗ Ml

)
ξp + (

�1Inf ⊗ MlSo
)
εo

+ (
�2Inf ⊗ Gl

)
F̂(εo) (9)

where ξp = [ξT
1 , ξ

T
2 , . . . , ξ

T
nf

]
T

, εo = [εT
o1, ε

T
o2, . . . , ε

T
onf

]
T

, and

F̂(εo) = [ŝT(Soεo1), ŝT(Soεo2), . . . , ŝT(Soεonf )]
T

. From (9),
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one can obtain the dynamical system of the estimation error as

ε̇o = M̃lεo + ̃G̃lι−
nf +nl∑

v=nf +1

(v ⊗ I6)G̃lũlv (10)

where M̃l = Inf ⊗ Ml,  = ∑nl
v=1v, ̃ =  ⊗ I6,

G̃l = Inf ⊗ Gl, ũlv = 1nf ⊗ ulv, ι = [ιT1 , ι
T
2 , . . . , ι

T
nf

]
T

.
Actually, since the function ŝ(x) is Lebesgue measurable and
locally essentially bounded, one can obtain the Filippov solu-
tions to (10). Therefore, the stability property of (10) can be
analyzed based on the theory of differential inclusion and non-
smooth analysis. The dynamics of εo in forms of differential
inclusions can be obtained as

ε̇o ∈a.e. K
⎡

⎣M̃lεo + ̃G̃lι−
nf +nl∑

v=nf +1

(v ⊗ I6)G̃lũlv

⎤

⎦ (11)

where a.e. stands for “almost everywhere” as shown in [27].
From [28], the estimation error in (10) can asymptotically
converge to 0, if Assumptions 1 and 2 hold and the positive
constant gains �1 and �2, and the matrix So in (8) are selected
as

So = −GT
l P−1, �1 ≥ 1/λmin

(
Lf +

)

�2 ≥ max
v∈L

�lv (12)

where P > 0 in the first equation of (12) satisfies that

MlP + PMT
l − 2GlG

T
l < 0. (13)

Furthermore, the optimal position control law is designed to
track the trajectory reference generated from the observer and
produce attitude reference. One can rewrite the translational
dynamics in (3) as

żpi = Mpizpi + Gpiupi − gc6,6 + Dpi
pi

ypi = Npizpi (14)

where zpi = [pT
fi ṗT

fi ]
T ∈ R

6, Gpi = [0 bT
pi]

T
, Dpi = [0 I3]T ,

Mpi = [c6,4 c6,5 c6,6 06×3]T , and Npi = Nl. Combining (8)
and (14) leads to the following position augmented system:

Żpi = M̄piZpi + Ḡpiupi − c12,6g + D̄pi
pi + Tpiμpi

δpi = N̄piZpi (15)

where Zpi = [zT
pi ξ

T
i ]T ∈ R

12, M̄pi = diag{Mpi Ml}, Ḡpi =
[GT

pi 0], N̄pi = [Npi − Nl], D̄pi = [DT
pi 0]

T
, Tpi = [0 Gl]

T ,
and μpi = �1Sεoi + �2ŝ(Sεoi). The bounded input μpi resulted
from local estimation error εoi and the equivalent disturbance

pi produces uncertain effects to the system in (15) and
should be attenuated eventually in the augmented system.
Besides, using the proposed containment observer in (8) for
each quadrotor, the estimation error εoi can converge to 0
and consequently drive μpi to 0. To counteract the external
disturbance affecting on the augmented system (15), one can
consider the following disturbance attenuation condition as:

∫ ∞
t e−αi(τ − t)

(
δT

piQpiδpi + uT
piRpiupi

)
dτ

∫ ∞
t e−αi(τ − t)


T
pi
pidτ

≤ γ 2
p (16)

where δpi = pfi − p̂ri, αi > 0 represents a discount constant,
γp ≥ 0, Qpi and Rpi are positive-definite matrices. From (16),
one can see that γp indicates the scale of attenuation from the
effects of 
pi to the performance of the translational system.

Consider the following construction of the performance
index for the position augmented system as:

Jpi
(
δpi, upi,
pi

) =
∫ ∞

t
e−αi(τ−t)rp

(
δpi, upi,
pi

)
dτ (17)

where rp(δpi, upi,
pi) = δT
piQpiδpi + uT

piRpiupi − γ 2
p


T
pi
pi. In

fact, it can be observed from (17) that upi and 
pi engage
in a two-player zero-sum differential game, where upi is the
minimizing player and 
pi is the maximizing player. Define
the Nash condition of the differential game as

J∗
pi = min

upi
max

pi

∫ ∞

t
e−αi(τ−t)rp

(
δpi, upi,
pi

)
dτ (18)

where J∗
pi(δpi, upi,
pi) is the optimal performance index. If

the Nash condition in (18) holds for the position augmented
system, the solution to the differential game problem is unique.
The optimal position control part aims at designing the posi-
tion control law upi satisfying inequality in (16) such that pi

tracks the position reference generated by the observer, while
minimizing the performance index given by (18). One can
obtain the Hamiltonian function as follows:

H
(
Jpi, upi,
pi

)
� rp

(
δpi, upi,
pi

) − αiJpi

+ 
JT
pi

(
M̄piZpi + Ḡpiupi

)

− 
JT
pi

(
c12,6g − D̄pi
pi

)
(19)

where 
Jpi = ∂Jpi/∂Zpi. According to [29], differentiating
(19) with respect to the control command upi and the dis-
turbance input 
pi, that is, ∂H(J∗

pi, upi,
pi)/∂upi = 0 and
∂H(J∗

pi, upi,
pi)/∂
pi = 0, yields the following optimal posi-
tion control law for achieving containment and the disturbance
input:

u∗
pi = −R−1

pi ḠT
pi
J∗

pi/2


∗
pi = D̄T

pi
J∗
pi/

(
2γ 2

p

)
. (20)

Besides, substituting (20) into (19) leads to

δT
piQpiδpi − αiJpi +

(

J∗

pi

)T(
M̄piZpi − c12,6g

)

− 1

4

(

J∗

pi

)T
[

ḠpiR
−1
pi ḠT

pi − 1

γ 2
p

D̄piD̄
T
pi

]


J∗
i = 0. (21)

Theorem 1 summarizes the stability property of the transla-
tional subsystem utilizing the control law in (20).

Theorem 1: The optimal control law in (20) can guaran-
tee that the closed-loop position augmented system in (15) is
asymptotically stable, and the disturbance attenuation condi-
tion in (16) is satisfied, with 
pi = 0 and αi ≤ 2(‖UpiQpi‖)1/2,
where Upi = GpiR

−1
pi GT

pi + DpiDT
pi/γ

2
p .

Proof: Combining (19)–(21) and substituting upi = u∗
pi yield

that

− γ 2
p

(

pi −
∗

pi

)T(

pi −
∗

pi

)
≤ 0. (22)
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Then, from (19), one can obtain that

− αiJ
∗
pi + J̇∗

pi ≤ −rp

(
δpi, u∗

pi,
pi

)
. (23)

Multiplying e−αit on both sides of (23) and integrating both
sides yield that

e−αiTJ∗
pi

(
Zpi(T)

) − J∗
pi

(
Zpi(0)

)

≤ −
∫ T

0
e−αiτ rp

(
δpi, u∗

pi,
pi

)
dτ. (24)

Because J∗
pi(Zpi(t)) ≥ 0, one can obtain that

∫ T

0
e−αiτ rp

(
δpi, u∗

pi,
pi

)
dτ ≤ J∗

pi

(
Zpi(0)

)
. (25)

From (25), the disturbance attenuation condition (16) holds for
the position augmented system with u∗

pi in (20). From (21), it
follows that:

(

J∗

pi

)T(
M̄piZpi + Ḡpiupi − c12,6g + D̄pi
pi

)

= αiJ
∗
pi − rp

(
δpi, u∗

pi,
pi

)
. (26)

One can multiply the both sides of (26) with e−αit and obtain
that

d

dt

(
e−αitJ∗

pi

)
= −e−αitrp

(
δpi, u∗

pi,
pi

)
. (27)

Therefore, from (27), it can be concluded that the augmented
system in (15) is asymptotically stable with αi = 0 and

pi = 0. From [29], if αi is nonzero, the augmented system
in (15) is still stable if αi satisfies that αi ≤ 2(‖UpiQpi‖)1/2,
where Upi = GpiR

−1
pi GT

pi + DpiDT
pi/γ

2
p .

To facilitate the implementation, a model-based reinforce-
ment learning method is provided to iteratively computes the
optimal position control law as follows. Let Jn

pi, un
pi, and 
n

pi be
the updated terms in the nth iteration. First, an initial arbitrary
control policy u0

pi and disturbance input 
pi0 are selected.
Then, the performance index Jn

pi can be solved by utilizing
the current control policy un

pi and disturbance input 
n
pi from

the following Bellman equation:
(
ΔJn

pi

)T(
M̄piZpi + Ḡpiu

n
pi − c12,6g + D̄piΔ

n
pi

)

+ rp

(
δpi, un

pi,

n
pi

)
− αiJ

n
pi = 0. (28)

In this case, the control law un+1
pi and disturbance input


n+1
pi can be updated according to the following equation:

un+1
pi = −R−1

pi ḠT
pi
Jn

pi/2


n+1
pi = D̄T

pi
Jn
pi/

(
2γ 2

p

)
. (29)

The above steps can be repeated from computing the
performance function until a satisfactory solution is reached,
that is, un+1

pi = un
pi and 
n+1

pi = 
n
pi. By this way, the optimal

control law u∗
pi and the disturbance input 
∗

pi can be obtained.
In fact, it can be obtained from (28) and (29) that un

pi and

n

pi are updated after calculating Jn
pi. However, the accurate

information of the quadrotor dynamics is required for the
model-based approach resulting in difficulties in implemen-
tation. In this case, an RL method is developed to obviate the

requirement of accurate knowledge of the vehicle dynamics.
The position augmented system in (15) can be rewritten as

Żpi = M̄piZpi + Ḡpiu
n
pi − c12,6g + D̄pi


n
pi + Tpiμpi

+ Ḡpi

(
upi − un

pi

)
+ D̄pi

(

pi −
n

pi

)
. (30)

Differentiating Jpi along with system dynamics (30) and
using (21) lead to

J̇n
pi = αiJ

n
pi − 2

(
un+1

pi

)T
Rpi

(
upi − un

pi

)

+
(

Jn

pi

)T
Tpiμpi − rp

(
δpi, un

pi,

n
pi

)

+
(

2γ 2
p


n+1
pi

)T(

pi −
n

pi

)
. (31)

To obtain the temporal difference of the performance index
Jpi, one can multiply e−αit on both sides of (31) and integrate
both sides, resulting the Bellman equation as

∫ t+δT

t

d

dτ

(
e−αi(τ−t)Jn

pi

(
Zpi(τ )

))
dτ

= −
∫ t+δT

t
eαi(t−τ)2

(
un+1

pi

)T
Rpi

(
upi − un

pi

)
dτ

−
∫ t+δT

t
eαi(t−τ)rp

(
δpi, un

pi,

n
pi

)
dτ

+
∫ t+δT

t
eαi(t−τ)

(

n

pi

)T
Tpiμpidτ

+ 2γ 2
p

∫ t+δT

t
eαi(t−τ)

(

n+1

pi

)T(

pi −
n

pi

)
dτ. (32)

The optimal position control law can be obtained by the fol-
lowing steps without knowledge of dynamical parameters of
the quadrotors. First, apply an incipient admissible position
control law ua

pi and a persistent exploring control input ue
pi

to the quadrotor translational system with an existed distur-
bance input 
pi. Record the historical data of the system
output information Zpi, position control command upi, and
disturbance input 
pi. Second, select an initial control law
u0

pi and disturbance input 
0
pi, and substitute them into the

Bellman equation in (32). Solve the Bellman equation in (32)
to update the performance function Jn+1

pi , position control

law un+1
pi , and disturbance input 
n+1

pi , simultaneously. Third,
repeat the updating step until the convergence is achieved. By
this way, the optimal control law u∗

pi = un+1
pi and disturbance

input 
∗
pi = 
n+1

pi can be obtained. Moreover, the follow-
ing Theorem 2 shows that the Bellman equation in (32) is
equivalent to (28) and (29).

Theorem 2: If and only if (Jn
pi, un+1

pi ,
n+1
pi ) satisfies the

Bellman equation (28) in the model-based method with
Jn

pi(0) = 0, it is the solution to (32).
Proof: One can differentiate (32) and obtain that the solution

to (28) satisfies (32). This proof begins with showing that
the solution to (32) using the RL-based approach is unique.
Differentiating (32) yields that

d

dt

(
e−αitJn

pi

(
Zpi(t)

))

= e−αit
(

n

pi

)T
Tpiμpi − e−αitrp

(
δpi, un

pi,

n
pi

)

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 



6 IEEE TRANSACTIONS ON CYBERNETICS

+ 2γ 2
p e−αit

(

n+1

pi

)T(

pi −
n

pi

)

− 2e−αit
(

un+1
pi

)T
Rpi

(
upi − un

pi

)
. (33)

If there exists another solution to (32) given by
(J̃n

pi, ũn+1
pi , 
̃n+1

pi ) satisfying (33), it follows that:

d

dt

(
e−αit J̃n

pi

(
Zpi(t)

))

= e−αit
(

̃n

pi

)T
Tpiμpi − e−αitrp

(
δpi, un

pi,

n
pi

)

+ 2γ 2
p e−αit

(

̃n+1

pi

)T(

pi −
n

pi

)

− 2e−αit
(

ũn+1
pi

)T
Rpi

(
upi − un

pi

)
. (34)

Because the position observer (8) can guarantee that μpi

in (34) converge to 0. Then, combining (33) and (34) yields
that

d

dt

[
e−αitJn

pi

(
Zpi

) − e−αit J̃n
pi

(
Zpi

)]

= 2γ 2
p e−αit

(

n+1

pi − 
̃n+1
pi

)T(

pi −
n

pi

)

− 2e−αit
(

un+1
pi − ũn+1

pi

)T
Rpi

(
upi − un

pi

)
. (35)

Equation (35) holds for any given upi and 
pi. Let upi = un
pi

and 
pi = 
n
pi. It follows that:

d

dt

[
e−αitJn

pi

(
Zpi(t)

) − e−αit J̃n
pi

(
Zpi(t)

)] = 0. (36)

From (36), it can be obtained that e−αitJn
pi(Zpi) −

e−αit J̃n
pi(Zpi) = ς , where ς is a constant satisfying that

ς = Jn
pi(0)− J̃pi(0) = 0. It follows that Jn

pi = J̃pi.
From (35), one can have that

2γ 2
p e−αit

(

̃n+1

pi −
n+1
pi

)T(

n

pi −
pi

)

= 2e−αit
(

ũn+1
pi − un+1

pi

)T
Rpi

(
un

pi − upi

)
. (37)

Because (37) holds for any control law upi and disturbance
input 
pi, one can have that un+1

pi = ũn+1
pi , 
n+1

pi = 
̃n+1
pi .

Therefore, there exists only one solution (Jn
pi, un+1

pi ,
n+1
pi ) that

satisfies (32).
One can observe from the Bellman equation (32) that

it integrates policy evaluation and policy improvement.
Theorem 2 shows that the optimal model-free position con-
trol law is essentially equivalent to the optimal model-based
position control law. Therefore, Theorem 1 can also guarantee
the convergence of the proposed RL-based method.

From Weierstrass theorem, the performance index Jn
pi, the

control command un+1
pi , and the disturbance input 
n+1

pi can
be approximated by the three following neural networks as:

Ĵn
pi

(
Zpi

) = K̂pi1σpi1
(
Zpi

)

ûn+1
pi

(
Zpi

) = K̂pi2σpi2
(
Zpi

)


̂n+1
pi

(
Zpi

) = K̂pi3σpi3
(
Zpi

)
, i ∈ F (38)

where Ĵn
pi(Zpi), ûn+1

pi (Zpi), and 
̂n+1
pi are the approximated

values, σpi1(Zpi) ∈ R
np1×1, σpi2(Zpi) ∈ R

np2×1, and σpi3 ∈

R
np3×1 are the basis functions with np1, np2, and np3 neu-

rons, K̂pi1 ∈ R
1×np1 , K̂pi2 ∈ R

3×np2 , and K̂pi3 ∈ R
3×np3 are

the weighted matrices. Let Rpi = diag{r1
pi, r2

pi, r3
pi}, ϑp1 =

[ϑp1
1 ϑ

p1
2 ϑ

p1
3 ]T = upi − un

pi, and ϑp2 = [ϑp2
1 ϑ

p2
2 ϑ

p2
3 ]T =


pi −
n
pi. Substituting (38) into (32) results

ε̂pi =
∫ t+δT

t
eαi(t−τ)rp

(
δpi, un

pi,

n
pi

)
dτ

+ e−αiδT K̂pi1σpi1
(
Zpi(t + δT)

) − K̂pi1σpi1
(
Zpi(δT)

)

+ 2
3∑

m=1

rm
pi

∫ t+δT

t
eαi(t−τ)K̂pi2,nσpi2

(
Zpi(τ )

)
ϑp1

m dτ

− 2γ 2
p

3∑

m=1

∫ t+δT

t
eαi(t−τ)K̂pi3,kσpi3

(
Zpi(τ )

)
ϑp2

m dτ

−
∫ t+δT

t
eαi(t−τ)K̂pi3σpi3

(
Zpi(τ )

)
Tpiμpidτ (39)

where K̂pi2,n indicates the nth column of K̂pi2, and K̂pi3,k the
kth column of K̂pi3. By persisting excitation, the Bellman
approximation error ε̂pi(t) can converge to the origin using
the least-squares method.

B. Optimal Attitude Control Law

Let �ri = [φri θri ψri]
T be the Euler angle reference of the

quadrotor attitude system. One can write the actual control
input uzi, the reference of pitch channel θri, and the reference
of the roll channel φri as

uzi = uz
pi/(cos θi cosφi)

φri = arc sin
[(

sin θi sinψi cosφi − uy
pi/uzi

)
/ cosψi

]

θri = arc sin
[(

ux
pi/uzi − sinφi sinψi

)
/(cosψi cosφi)

]
. (40)

The optimal attitude control law is designed to track the ref-
erences �ri for the quadrotors. From (1), one can obtain the
following rotational dynamics of the ith quadrotor as:

ż�i = M�i(z�i)+ G�iu�i + D�id�i

y�i = N�iz�i (41)

where z�i = [�T
i �̇

T
i ]T ∈ R

6 and y�i ∈ R
3 are

the state and the output of rotational system, G�i =
[c6,4b�1,i c6,5b�2,i c6,6b�3,i], D�i = [03×3 I3]T , and N�i =
[I3 03×3]. Denote M�i(z�i) ∈ R

6 as the nonlinear term
satisfying that

M�i(z�i) =
[

03×3 I3

03×3 −J−1
i C

(
�i, �̇i

)
]

z�i. (42)

The dynamical system of the attitude reference generated by
(40) satisfies that

ż�ri = M�ri(z�ri)

y�ri = N�riz�ri (43)

where z�ri = [�T
ri �̇

T
ri] ∈ R

6, N�ri = N�i, M�ri(z�ri) ∈
R

6 is an unknown smooth function, and y�ri ∈ R
3 is the
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output. Combining (41) and (43) yields the following attitude
augmented system:

Z�i = M̄�(Z�i)+ Ḡ�iu�i + D̄�id�i

δ�i = N̄�iZ�i (44)

where Z�i = [z�i z�ri] ∈ R
12, M̄�i(Z�i) =

[M�i(z�i) M�ri(z�ri)] ∈ R
12, D̄�i = [DT

�i 0]
T

, N̄�i =
[N�i −N�i], and Ḡ�i = [G�i − G�ri]. δ�i =
[δφi δθ i δψ i]

T ∈ R
3 in (44) is the tracking error of the quadro-

tor rotational motion. In order to track the attitude reference
z�ri , consider the following performance index of the attitude
augmented system as:

J�i(δ�i, u�i,
�i) =
∫ ∞

t
e−βi(τ−t)r�(δ�i, u�i,
�i)dτ

where r�(δ�i, u�i,
�i) = δT
�iQ�iδ�i + uT

�iR�iu�i −
γ 2
�


T
�i
�i, Q�i = QT

�i > 0, R�i = RT
�i > 0, γ� ≥ 0, and

βi > 0. One can obtain the Hamiltonian function as follows:

H�i(J�i, u�i,
�i) � r�(δ�i, u�i,
�i)− βiJ�i

+ 
JT
�i

(
F̄�iZ�i + B̄�iu�i

)
(45)

where 
J�i = ∂J�i/∂Z�i. Let J∗
�i be the optimal performance

index. Then, the optimal control law for the ith quadro-
tor can be obtained by differentiating (46) with respect
to u�i and 
�i, that is, ∂H(J∗

�i, u�i,
�i)/∂u�i = 0,
∂H(J∗

�i, u�i,
�i)/∂
�i = 0. Then, one can obtain the
optimal model-based control law u∗

�i and the disturbance input

∗
�i as

u∗
�i = −1

2
RT
�iḠ

T
�i
J∗

�i


∗
�i = 1

2γ 2
�

D̄T
�i
J∗

�i. (46)

Combining (45) and (46) yields that
(

J∗

�i

)T(
M̄�i(Z�i)+ Ḡ�iu�i + D̄�i
�i

)

= βiJ�i − 1

4γ 2
�

(

J∗

�i

)T
D̄�iD̄

T
�i
J∗

�i

− δT
�iQ�iδ�i + 1

4

(

J∗

�i

)T
Ḡ�iR

−1
�i ḠT

�i
J∗
�i. (47)

Similarly to design of the optimal position control law, the sta-
bility of the rotational system by the optimal attitude control
law in (46) can be guaranteed. Note that (47) is nonlinear for
J∗
�i and requires accurate information of the rotational dynam-

ics. In this case, the following steps are given to learn the
optimal attitude control law without accurate information of
rotational dynamics. First, apply an incipient admissible atti-
tude control law ua

�i and a persistent exploring control input
ue
�i to the quadrotor rotational system under a given distur-

bance input 
�i. Record the historical data of the system
output information Z�i, attitude control command u�i, and
disturbance input 
�i. Second, select an initial control law
u0
�i and disturbance input 
0

�i, and substitute them into the
following Bellman equation in (48). Solve the Bellman equa-
tion in (48) and update the performance function Jn+1

�i , attitude
control law un+1

�i , and disturbance input 
n+1
�i , simultaneously.

Fig. 2. Communication graph of the containment system.

Third, repeat from the updating step until the convergence
is achieved. By this way, the optimal attitude control law
u∗
�i = un+1

�i and disturbance input 
∗
�i = 
n+1

�i can be
obtained

e−βiTJn
�i(Z�i(t + T))− Jn

�i(Z�i(t))

= −
t+T∫

t

e−βi(τ−t)r�(δ�i, u�i,
�i)dτ

+
t+T∫

t

e−βi(τ−t)2γ 2
�

(

n+1
�i

)T(

�i −
n

�i

)
dτ

−
t+T∫

t

e−βi(τ−t)2
(

un+1
�i

)T
R�i

(
u�i − un

�i

)
dτ . (48)

According to the proof of Theorem 2, one can prove the con-
vergence of the RL-based attitude control method. Similarly to
the derivation of the optimal model-free position control law,
the performance index J�i, the control law un+1

�i , and the dis-
turbance 
n+1

�i can be approximated by three neural networks
and the weight matrices are K̂�i1 ∈ R

1×n�1 , K̂�i2 ∈ R
1×n�2 ,

and K̂�i3 ∈ R
1×n�3 , where n�1, n�2, and n�3 are the num-

bers of neurons, respectively. The weight matrices K̂�i1, K̂�i2,
and K̂�i3 can be updated using the least-squares method by
persisting excitation.

Remark 2: Actually, the proposed RL-based optimal con-
tainment controller has two main advantages. First, it can learn
from the historical data generated by a nonoptimal control
law. Second, it can ultimately improve the performance of the
control system without accurate information of the quadrotor
system.

IV. SIMULATION RESULTS

In this section, a containment system consisting of six lead-
ers and six followers is constructed. The communication rela-
tionship among the containment system is depicted in Fig. 2.
The leaders are modeled by (4) and are designed to form
a pentagonal pyramid where five leaders cyclically change
their positions at the five vertices of the base and the sixth
leader is above the center of the base, demonstrating nonlin-
ear movement pattern. The followers are modeled by nonlinear
quadrotor dynamics in (3) with the following simulation con-
figurations: bpi = diag{1, 1, 1}, Ji = diag{5.6, 5.7, 9.9}×10−3
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Fig. 3. Convergence of the weights using the proposed RL-based method.

kg · m2, b�i = diag{43.4, 44.2, 115.8} (i = 1, 2, . . . , 6)
and g = 9.81 m/s2. The parameters of the RL method are
selected as αi = 0.06, γ 2

p = 4, Rpi = 2I3, Qpi = 17I6,
Q�i = 90I6, R�i = I3, γ 2

� = 6, and βi = 0.06. The data col-
lection time interval is 0.05 s. The system performance index
is approximated by multiple polynomials of even orders as
the basis functions, while the control laws and disturbance
use the ones of odd orders. Each quadrotor vehicle has an
external persisting disturbance in the position and attitude sub-
systems given by 
pi = (−1)i[0.2 cos(t)0.1 sin(t)0.2 cos(t)]T

and 
�i = (−1)i[0.8 sin(t)0.9 cos(t)0.8 sin(t)]T . In order to
collect system data for learning the optimal control laws,
each quadrotor uses a simple proportional-derivative con-
troller for stable flight in the virtual environment. The
persisting excitation noise is set as the sum of several
sine signals. The initial states of the leaders and the fol-
lowers are pl1(0) = [9.0 −0.4 −0.3]T m, pl2(0) =
[11.5 8.9 −0.2]T m, pl3(0) = [4.8 13.6 0.4]T m, pl4(0) =
[−2.9 8.2 −0.2]T m, pl5(0) = [0.1 0 −0.1]T m, pl6(0) =
[4.8 6.3 9.0]T m, ṗlv(0) = 03×1 (v = 1, 2, . . . , 6) m/s,

pf 1(0) = [5.0 3.0 −0.2]T m, pf 2(0) = [−2.0 −6.0 5.2]T

m, pf 3(0) = [0.2 8.4 0.1]T m, pf 4(0) = [3.2 5.4 1.1]T m,

pf 5(0) = [4.2 9.4 −1.1]T m, pf 6(0) = [5.2 4.4 3.1]T m,
ṗfi(0) = 03×1 m/s, �i = 03×1, �̇i = 03×1 (i = 1, 2, · · · 6).
Then, the proposed RL-based methods are implemented to
learn the optimal control laws using the collected data from
the quadrotor system. The convergence of the weight of each
NN is shown in Fig. 3.

The simulation results are shown in Figs. 4–8. The 3-D tra-
jectories of 12 UAVs are drawn in Fig. 4. The blue solid lines
represent the six leaders, and the other six solid lines in differ-
ent colors represent the followers. The containment errors of
the proposed observers are depicted in Fig. 5. The positions
of the quadrotors are shown in Fig. 6. The position tracking
errors and the attitude tracking errors of each quadrotor under
disturbances are depicted in Figs. 7 and 8, respectively. One
can observe from Fig. 5 that the absolute containment error
of each observer is less than 0.1 within 0.5 s. Besides, one
can see from Figs. 7 and 8 that the absolute position tracking
errors and the attitude tracking errors are less than 0.1 within
2.5 s under disturbances. From these figures, it is clear that
the quadrotors successfully fly into the pentagonal pyramid
formed by the active leaders. Therefore, the proposed optimal

Fig. 4. Trajectories of the containment system.

Fig. 5. Containment errors of the observers.

control laws can guarantee the achievement of containment
flight for the quadrotors under external disturbances.

To demonstrate the advantages of the proposed method, a
comparative simulation using the output feedback controller
in [30] is conducted under identical initial conditions and
the position tracking errors are portrayed in Fig. 9. It can
be obtained from Fig. 9 that the output feedback controller
can guarantee the achievement of the containment but has
undesirable tracking performance with larger tracking errors
compared with the proposed controller.

V. CONCLUSION

In this article, the optimal containment control problem is
addressed for multiple quadrotors using the RL. The proposed
controller can learn the optimal control laws from the system
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Fig. 6. Positions of the quadrotors.

Fig. 7. Position tracking errors using the proposed controller.

data of the quadrotor vehicles subject to uncertain dynamical
parameters, external disturbances, and nonlinear dynamics.
The active leaders with unknown control input are also con-
sidered to improve the maneuverability of the entire team.
The theoretical analysis proves the stability of the closed-loop
system, and the simulation results validate the effective-
ness and advantages of the proposed method. In future, the
cooperative control problems of heterogenous systems, such
as air-ground vehicle system, will be further investigated.

Fig. 8. Attitude tracking errors using the proposed controller.

Fig. 9. Position tracking errors using the output feedback controller.
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