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Summary

In this dissertation various models with variational forms similar to
that of the wave equation are considered, i.e. second order hyperbolic
type partial differential equations. These models include several linear
vibration problems and heat conduction models taking phase-lag into
account.

Clearly numerical methods need to be used to solve these problems
and the Finite Element Method (FEM) is used in this study. Before
applying such a method, existence of a solution needs to be established.
Therefore, a review of the work by Van Rensburg and Van der Merwe
(2002) on general second order hyperbolic type problems was done.
The results were not only presented, but additional remarks and a
discussion which assists in applying the theory were also included. To
obtain convergence results and error estimates when FEM is applied
to the various models, general convergence results were presented. For
this the article by Basson and Van Rensburg (2013) was used.

The first model considered consists of two serially connected Timo-
shenko beams. One of the beams was modelled as embedded in an
elastic material, while the other beam is either free or subjected to
a prescribed external load. This model can be adapted for a single
beam with different loads on separate parts. To apply the convergence
theory though it was necessary to use the double beam model, while a
single beam model can be used when FEM is applied. This was demon-
strated when these models were used to model a plant with a tap root
system. In this biological application various things were investigated,
including different forms of FEM, a comparison of the results for the
static double beam and static single beam, and the dynamics of the
beam. These experiments indicated that the two models compare well
and gave insight into how the parameter modelling the resistance of
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the soil influences key aspects of how the plant reacts due to external
forces.

Models for rigid bodies attached to beams were also investigated. The
equations used to describe the dynamics of a beam with a tip body
were derived, with special attention given to the interface conditions.
Consequently, a model problem for an intermediate rigid body between
two Timoshenko beams was investigated.

Hyperbolic heat conduction models were also considered and the appli-
cation to bio-heat transfer in skin was discussed. Specifically, a model
from the work by Dekka and Dutta (2019) was investigated. Their
approach to existence of solutions was scrutinized and it was found
that their application of existence results from the 2002 article by Van
Rensburg and Van der Merwe is incomplete. Due to this the exposition
of the theory is improved in the dissertation.

For all the mentioned models, the existence and uniqueness of a solution
were obtained by defining the relevant function spaces and proving the
required properties. Convergence was also established from the general
convergence results and the systems of ordinary differential equations
were obtained which can be used to obtain numerical approximations.
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Chapter 1

Hyperbolic mathematical
models

1.1 Introduction

The vibration of structures consisting of elastic bodies is of great im-
portance in applied mathematics and engineering. To model vibrating
structures, partial differential equations or systems of partial differen-
tial equations are used. It is well known that problems of this kind can
seldom be solved exactly and it is necessary to consider the numeri-
cal approximation of solutions. It is generally agreed that the finite
element method (FEM) is most suitable.

This dissertation (a literature study) forms part of an ongoing research
project, Vibration analysis. The project encompasses theoretical anal-
ysis, modelling and finite element computation. The idea is to obtain
theoretical and practical results.

All linear vibration problems have a variational form that resembles
the variational form of the wave equation. The abstract formulation of
linear vibration problems is referred to as the general linear vibration
problem in [VV02]. This problem may also be referred to as a general
linear second order hyperbolic problem (see eg. [VS19]).

Regarding FEM, generalised convergence results are discussed in [BV13].
This article is a generalisation of previous articles. It emerged in [BV13]
that the results in [VV02] are appropriate to show the existence of a
weak solution. Furthermore, the estimates necessary for existence the-

1
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CHAPTER 1. HYPERBOLIC MATHEMATICAL MODELS 2

ory are essential also for convergence theory. Results on existence the-
ory are found in for example [Sho77] and [AKS96]. For this dissertation
the theory in [VV02] is ideal, since existence results are formulated in
terms of the variational theory.

Applications considered in this dissertation deal mostly with vibrating
systems of elastic bodies. We also consider the biological application
of using the Timoshenko beam theory to model plants with a tap root
system. Remarkably, heat conduction can also be modelled by hyper-
bolic type partial differential equations. Examples of such models are
presented and the application of FEM considered.

1.2 Wave equation

In this section, the wave equation is considered to introduce the con-
cept of a variational form, which is essential for the existence theory
discussed in this dissertation. Problems with variational forms similar
to that of the wave equation are referred to as second order hyperbolic
problems. (See the end of this section for more details).

Consider a string of length ` that is fixed at the endpoints. The point
x represents a cross-section of the string, and w(x, t) denotes the trans-
verse displacement of x at time t. The wave equation below is used to
model the vibrating string

ρ∂2
tw = ϑ∂2

xw + q in (0, `), for each t ∈ (0, t∗] where t∗ <∞. (1.2.1)

Here ρ is the mass per unit length of the string, ϑ is the tensile force of
the string, and q is the external force density experienced by the string.

For a well-posed problem, boundary conditions and initial values for
the displacement w and velocity ∂tw are required. A problem can be
formulated as:

Given a function q and positive constants ρ and ϑ, find w such that

ρ∂2
tw = ϑ∂2

xw + q in (0, `) for each t ∈ (0, t∗]

with boundary conditions

w(0, t) = w(`, t) = 0 for each t ∈ (0, t∗], (1.2.2)

and initial conditions

w(x, 0) = A(x) and ∂tw(x, 0) = B(x) for each x ∈ (0, `). (1.2.3)
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CHAPTER 1. HYPERBOLIC MATHEMATICAL MODELS 3

The presence of viscous damping changes Equation (1.2.1) into

ρ∂2
tw = ϑ∂2

xw − γ∂tw + q, (1.2.4)

where γ is the damping parameter (a positive constant).

Remark. Interestingly, Equation (1.2.4) is also a mathematical model
for hyperbolic heat conduction, see Section 1.5.

To apply the existence theory in Chapter 2, the partial differential
equation (1.2.4) has to be written in variational form. To this end,
multiply Equation (1.2.4) by a function v ∈ C1[0, `] and integrate.
Using integration by parts yields∫ `

0

ρ∂2
tw(·, t)v =ϑ∂xw(`, t)v(`)− ϑ∂xw(0, t)v(0)−

∫ `

0

ϑ∂xw(·, t)v′

−
∫ `

0

γ∂tw(·, t)v +

∫ `

0

q(·, t)v. (1.2.5)

Substituting the boundary conditions in Equation (1.2.2) necessitates
the introduction of a test function space

T [0, `] = {v ∈ C1[0, `] | v(0) = v(`) = 0}.

The variational form of the problem is: Given a function q and positive
constants γ, ρ and ϑ, find w such that w(·, t) ∈ T [0, `] for each t > 0
and∫ `

0

ρ∂2
tw(·, t)v = −

∫ `

0

ϑ∂xw(·, t)v′ −
∫ `

0

γ∂tw(·, t)v +

∫ `

0

q(·, t)v,

(1.2.6)

for all v ∈ T [0, `], with initial conditions

w(·, 0) = w0 and ∂tw(·, 0) = wd.

Note that other boundary and initial conditions are also possible and
that the boundary conditions influence the space of test functions.

The L2(0, `) inner product is denoted by (·, ·) and the following bilinear
forms are defined

c(u, v) = (ρu, v), b(u, v) = (ϑu′, v′), and

a(u, v) = (γu, v).
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CHAPTER 1. HYPERBOLIC MATHEMATICAL MODELS 4

Variational equation (1.2.6) can now be written as

c(∂2
tw(·, t), v) + a(∂tw(·, t), v) + b(w(·, t), v) = (q(t), v), (1.2.7)

for each v ∈ T [0, `].

The variational form of the wave equation is typical of many appli-
cations of linear vibration problems. That is, second order hyperbolic
type problems have a variational equation with the same form as Equa-
tion (1.2.7). This form is identified by the three bilinear forms c, a and
b. See Subsections 1.3.4, 1.4.2 and 1.5.5. In Chapter 2 the general
formulation for a second order hyperbolic problem is defined with the
consequence that these mentioned problems become special cases.

1.3 Timoshenko beam theory

A beam is a three-dimensional body that is often used to support a
load. The Timoshenko beam model is a one-dimensional model which
is a simplification. In this section, we consider the Timoshenko beam
model and introduce concepts relevant for the well-posedness of such
beam models.

In their study, [LVV09] consider distinct linear theories for a cantilever
beam, and conclude that the Timoshenko theory may be used as a guide
to estimate or determine the limitations of the Euler-Bernoulli theory.
A justification of the applicability of the linear Timoshenko model was
investigated by [SP06]. The authors conclude that the eigenvalues of a
one-dimensional and three-dimensional linear Timoshenko model com-
pare well, provided specific modes are identified.

1.3.1 Equations of motion and constitutive equations

The Timoshenko beam model consists of two partial differential equa-
tions. The first equation is for the deflection w, and the other for
the angle φ, which results from the rotation of a cross-section. The
equations of motion are

ρA∂2
tw = ∂xF + q, (1.3.1)

ρI∂2
t φ = F + ∂xM, (1.3.2)

where ρ,A and I correspondingly denote the density, area of a cross-
section and area moment of inertia.
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CHAPTER 1. HYPERBOLIC MATHEMATICAL MODELS 5

The constitutive equations are

F = AGκ2(∂xw − φ), (1.3.3)

M = EI∂xφ, (1.3.4)

here E and G are elastic constants, κ2 is the shear correction factor, M
is the moment and F the shear force. We refer the reader to [Tim37, p
337-8] and [Inm94, p 337-8] for more detail.

The equations of motion and the constitutive equations yield a system
of partial differential equations

ρA∂2
tw = ∂x

(
AGκ2(∂xw − φ)

)
,

ρI∂2
t φ = AGκ2(∂xw − φ) + ∂x(EI∂xφ).

It is worth noting that the system of partial differential equations above
is not used.

1.3.2 Dimensionless form

For the purpose of numerical experiments, it is convenient to write the
model in its dimensionless form. More importantly, this form permits
the use of fewer parameters to characterise the beam.

Let

τ =
t

ζ
, ξ =

x

`
,

w∗(ξ, τ) =
w(x, t)

`
and φ∗(ξ, τ) = φ(x, t),

where

ζ =

√
ρ`2

Gκ2
.

The dimensionless form of the shear force, moment and load respec-
tively is

F ∗(ξ, τ) =
F (x, t)

AGκ2
, M∗(ξ, τ) =

M(x, t)

AGκ2`
and q∗(ξ, τ) =

q(x, t)`

AGκ2
.

We introduce the following dimensionless constants

α =
A`2

I
, β =

AGκ2`2

EI
and γ0 =

β

α
=
Gκ2

E
.
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CHAPTER 1. HYPERBOLIC MATHEMATICAL MODELS 6

Remark. According to [VV06], the values for κ2 range between 1
2

and

1, while for isotropic materials it is assumed that
G

E
=

1

2(1 + ν)
. Real-

istic values for γ0 range between 1
6

and 1
2
, whereas α may vary signifi-

cantly.

Using the original notation, the dimensionless form of the equations of
motion

∂2
tw = ∂xF + q, (1.3.5)

1

α
∂2
t φ = F + ∂xM. (1.3.6)

Constitutive equations

F = ∂xw − φ, (1.3.7)

M =
1

β
∂xφ. (1.3.8)

1.3.3 Boundary conditions

Boundary conditions are applied specific to the problem of interest.
The possible boundary conditions for a dimensionless beam model are:

Cantilever

w(0, t) = φ(0, t) = F (1, t) = M(1, t) = 0. (1.3.9)

Pinned-Pinned

w(0, t) = M(0, t) = w(1, t) = M(1, t) = 0. (1.3.10)

Clamped-Clamped

w(0, t) = φ(0, t) = w(1, t) = φ(1, t) = 0.

A cantilever Timoshenko beam problem is formulated as: Given a func-
tion q and positive constants α and β, find w and φ such that Equa-
tions (1.3.5) to (1.3.8) are satisfied with boundary conditions (1.3.9),
and initial conditions

w(·, 0) = w0, ∂tw(·, 0) = wd, φ(·, 0) = φ0, ∂tφ(·, 0) = φd for x ∈ (0, 1),

for given functions w0, wd, φ0, φd.
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CHAPTER 1. HYPERBOLIC MATHEMATICAL MODELS 7

1.3.4 Variational form

To obtain the variational form of the cantilever problem, multiply
Equations (1.3.5) and (1.3.6) by functions v and ν ∈ C1[0, 1] respec-
tively. Integrate using integration by parts to get the result∫ 1

0

∂2
tw(·, t)v =F (1, t)v(1)− F (0, t)v(0)−

∫ 1

0

F (·, t)v′

+

∫ 1

0

q(·, t)v, (1.3.11)

1

α

∫ 1

0

∂2
t φ(·, t)ν =M(1, t)ν(1)−M(0, t)ν(0) +

∫ 1

0

F (·, t)ν

−
∫ 1

0

M(·, t)ν ′. (1.3.12)

Substituting boundary conditions (1.3.9) into Equations (1.3.11) and
(1.3.12) yields∫ 1

0

∂2
tw(·, t)v = −F (0, t)v(0)−

∫ 1

0

F (·, t)v′ +
∫ 1

0

q(·, t)v, (1.3.13)∫ 1

0

1

α
∂2
t φ(·, t)ν = −M(0, t)ν(0) +

∫ 1

0

F (·, t)ν −
∫ 1

0

M(·, t)ν ′.

(1.3.14)

The space of test functions for the problem is defined as

T [0, 1] = {v ∈ C1[0, 1] | v(0) = 0}.

The substitution of Equations (1.3.7) and (1.3.8) into Equations (1.3.13)
and (1.3.14) results in the standard variational form of the problem:
Given a function q and positive constants α and β, find w, φ where
w(·, t) and φ(·, t) ∈ T [0, 1] for each t > 0 such that∫ 1

0

∂2
tw(·, t)v = −

∫ 1

0

(∂xw(·, t)− φ(·, t))v′ +
∫ 1

0

q(·, t)v,∫ 1

0

1

α
∂2
t φ(·, t)ν =

∫ 1

0

(∂xw(·, t)− φ)(·, t)ν −
∫ 1

0

1

β
∂xφ(·, t)ν ′,

for each v and ν ∈ T [0, 1].

To write the Timoshenko beam model in terms of bilinear forms we
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CHAPTER 1. HYPERBOLIC MATHEMATICAL MODELS 8

add the equations above to obtain∫ 1

0

∂2
tw(·, t)v +

∫ 1

0

1

α
∂2
t φ(·, t)ν =−

∫ 1

0

(∂xw(·, t)− φ(·, t))(v′ − ν)

−
∫ 1

0

1

β
∂xφ(·, t)ν ′ +

∫ 1

0

q(·, t)v.

Define the product space T = T [0, 1]× T [0, 1] and the notation
y = 〈y1, y2〉 for y ∈ T . The following bilinear forms are needed

c(u, v) = (u1, v1) +

(
1

α
u2, v2

)
and

b(u, v) = (u′1 − u2, v
′
1 − v2) +

(
1

β
u′2, v

′
2

)
.

The variational problem is:
Find u(·, t) = 〈w(·, t), φ(·, t)〉 ∈ T such that

c(∂2
t u(·, t), v) + b(u(·, t), v) = (q(·, t), v1) for all v ∈ T .

1.4 Rayleigh and Euler-Bernoulli beam models

The Rayleigh and Euler-Bernoulli models are special cases of the
Timoshenko model. A difference between the beam models is that the
Timoshenko model accounts for shear deformation while the Euler-
Bernoulli and Rayleigh models do not.

For convenience, we recall the equations of motion and constitutive for
the Timoshenko model.

∂2
tw = ∂xF + q, (1.4.1)

1

α
∂2
t φ = F + ∂xM, (1.4.2)

F = ∂xw − φ, (1.4.3)

M =
1

β
∂xφ. (1.4.4)

To derive the Rayleigh model from the Timoshenko model, it is neces-
sary to eliminate F in Equation (1.4.1) and Equation (1.4.2). Assume
that every cross-section of a beam remains perpendicular to the neu-
tral surface, i.e. ∂xw = φ. A consequence of this assumption is that
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CHAPTER 1. HYPERBOLIC MATHEMATICAL MODELS 9

Equation (1.4.3) cannot be used. Differentiating Equation (1.4.2) then
subtracting the result from Equation (1.4.1) yields

∂2
tw −

1

α
∂2
t ∂xφ = −∂2

xM + q. (1.4.5)

Substituting the assumption ∂xw = φ on the cross-sections in Equa-
tion (1.4.5) gives the dimensionless equation of motion for the Rayleigh
model

∂2
tw −

1

α
∂2
t ∂

2
xw = −∂2

xM + q. (1.4.6)

From the assumption ∂xw = φ and the only constitutive equation equa-
tion that can be used, we have that

M =
1

β
∂xφ

=
1

β
∂x(∂xw)

=
1

β
∂2
xw. (1.4.7)

The term − 1

α
∂2
t ∂

2
xw in Equation (1.4.6) is known as rotary inertia.

The Euler-Bernoulli model is obtained by substituting Equation (1.4.7)
into Equation (1.4.6), provided the rotary inertia term is neglected.

Particularly, ∂2
tw = − 1

β
∂4
xw + q.

Remark. In some applications, Equation (1.4.2) is used as a “bound-
ary condition”. It is useful to consider the following example, assume
that a beam is free at one of its endpoints, say x∗. The boundary con-
dition becomes F (x∗, t) = 0, applying this result and allowing ∂xw = φ
in Equation (1.4.2) implies

∂xM(x∗, t) =
1

α
∂2
t ∂xw(x∗, t). (1.4.8)

1.4.1 Damped Rayleigh beam model

To determine the influence of damping on the well-posedness of a
Rayleigh model, we discuss three types of damping namely: Kelvin-
Voigt, viscous and boundary damping. We use an example to introduce
relevant and useful concepts.
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Given non-negative dimensionless constants µ∗, γ∗, k∗0 and k∗1 and pos-
itive constants α and β, find w such that

∂2
tw −

1

α
∂2
t ∂

2
xw =− ∂2

xM − µ∗∂t∂4
xw − γ∗∂tw, (1.4.9)

w(0, t) =∂xw(0, t) = 0, (1.4.10)

1

α
∂2
t ∂xw(1, t)− ∂xM(1, t) =µ∗∂t∂

3
xw(1, t)− k∗0∂tw(1, t), (1.4.11)

M(1, t) =− µ∗∂t∂2
xw(1, t)− k∗1∂t∂xw(1, t),

(1.4.12)

w(·, 0) = w0 and ∂tw(·, 0) = wd. (1.4.13)

According to [VV02], the term µ∗∂t∂
4
xw is used to model Kelvin-Voigt

damping, γ∗∂tw viscous damping and the terms k∗0∂tw(1, t) and
k∗1∂t∂xw(1, t) boundary damping. The constants µ∗, γ∗, k∗0 and k∗1 are
referred to as damping coefficients.

1.4.2 Variational form

The variational form of the damped Rayleigh model problem is ob-
tained by multiplying Equation (1.4.9) by a function v ∈ C1[0, 1]. In-
tegrating and using integration by parts we have that∫ 1

0

∂2
tw(·, t)v −

( 1

α
∂2
t ∂xw(1, t)v(1)− 1

α
∂2
t ∂xw(0, t)v(0)−

∫ 1

0

1

α
∂2
t ∂xw(·, t)v′

)
=

∫ 1

0

∂xM(·, t)v′ +
∫ 1

0

µ∗∂t∂
3
xw(·, t)v′ −

∫ 1

0

γ∗∂tw(·, t)v

−
(
µ∗∂t∂

3
xw(1, t) + ∂xM(1, t)

)
v(1) +

(
µ∗∂t∂

3
xw(0, t) + ∂xM(0, t)

)
v(0)

=−
∫ 1

0

M(·, t)v′′ −
∫ 1

0

µ∗∂t∂
2
xw(·, t)v′′ −

∫ 1

0

γ∗∂tw(·, t)v

+
(
µ∗∂t∂

2
xw(1, t) +M(1, t)

)
v′(1)−

(
µ∗∂t∂

2
xw(0, t) +M(0, t)

)
v′(0)

−
(
µ∗∂t∂

3
xw(1, t) + ∂xM(1, t)

)
v(1) +

(
µ∗∂t∂

3
xw(0, t) + ∂xM(0, t)

)
v(0)

(1.4.14)
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Regrouping the terms of Equation (1.4.14) results in∫ 1

0

∂2
tw(·, t)v +

∫ 1

0

1

α
∂2
t ∂xw(·, t)v′

=−
∫ 1

0

M(·, t)v′′ −
∫ 1

0

µ∗∂t∂
2
xw(·, t)v′′

−
∫ 1

0

γ∗∂tw(·, t)v −
(
∂xM(1, t)− 1

α
∂2
t ∂xw(1, t) + µ∗∂t∂

3
xw(1, t)

)
v(1)

+
(
µ∗∂t∂

3
xw(0, t)− 1

α
∂2
t ∂xw(0, t) + ∂xM(0, t)

)
v(0)

+
(
µ∗∂t∂

2
xw(1, t) +M(1, t)

)
v′(1) +

(
− µ∗∂t∂2

xw(0, t)−M(0, t)
)
v′(0).

The space of test functions is defined by

T [0, 1] = {v ∈ C2[0, 1] | v(0) = v′(0) = 0}.

Substituting Equations (1.4.7), (1.4.11) and (1.4.12) into the modified
Equation (1.4.14) results in the variational form: Given non-negative
damping coefficients µ∗, γ∗, k∗0 and k∗1 and positive constants α and β,
find w where w(·, t) ∈ T [0, 1] for each t > 0 such that∫ 1

0

∂2
tw(·, t)v +

∫ 1

0

1

α
∂2
t ∂xw(·, t)v′

=−
∫ 1

0

1

β
∂2
xw(·, t)v′′ −

∫ 1

0

µ∗∂t∂
2
xw(·, t)v′′ −

∫ 1

0

γ∗∂tw(·, t)v

− k∗0∂tw(1, t)v(1)− k∗1∂t∂xw(1, t)v′(1) (1.4.15)

for each v ∈ T [0, 1].

Define the following bilinear forms

c(u, v) = (u, v) +

(
1

α
u′, v′

)
,

b(u, v) =

(
1

β
u′′, v′′

)
and

a(u, v) = (µ∗u′′, v′′) + (γ∗u, v) + k∗0u(1, t)v(1) + k∗1u
′(1, t)v′(1).

Variational equation (1.4.15) can now be written as

c(∂2
tw(·, t), v) + a(∂tw(·, t), v) + b(w(·, t), v) = 0 ∀ v ∈ T . (1.4.16)

Remark. Variational equations (1.2.7) and (1.4.16) look identical, but
the definition of the bilinear forms differs.
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1.5 Heat conduction

In this section, we discuss various heat conduction models. A summary
of the nomenclature that is used throughout the section is included in
the table below.

Symbol Description Units

[ρ] Volume density of a material kg ·m−3

[cρ] Specific heat capacity of a material J · kg−1· °C−1

[k] Thermal conductivity W ·m−1·°C−1

[α] Thermal diffusivity m2 · s−1

[q] Heat flux W ·m−2

[T ] Temperature °C
[τq] Phase-lag associated to q s
[τT ] Phase-lag associated to T s

Table 1.1: Nomenclature for heat transfer.

1.5.1 Conservation law for heat conduction

Let Ω be an arbitrary region in space with a boundary defined by ∂Ω.
Suppose Σ is a part of ∂Ω. The quantity of heat energy required to
raise the temperature in region Ω from 0 to T is∫∫∫

Ω

ρcpTdV,

where T (r̄) is the temperature at r̄ in region Ω. For convenience, zero
can be taken as the ambient temperature.

The heat flux into region Ω is described by

−
∫∫

∂Ω

q · ndS,

where n is the unit outward normal vector along ∂Ω.

The conservation law of heat energy is given by

d

dt

∫∫∫
Ω

ρcρTdV = −
∫∫

∂Ω

q · ndS.
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From the conservation law it follows

ρcρ∂tT = −div(q). (1.5.1)

Fourier's law of heat conduction is the supposed constitutive equation

q = −k∇T, (1.5.2)

where k is a constant term for thermal conductivity. Substituting Equa-
tion (1.5.2) into Equation (1.5.1) yields a partial differential equation
known as the classical heat equation:

∂tT = α∇2T, with α =
k

ρcp
.

1.5.2 Hyperbolic heat conduction model

Fourier's law is generally considered to yield a reliable model for heat
conduction. However some scientists, for instance Cattaneo and Ver-
notte, criticized the fact that energy can be transplanted at infinite
speed according to the classical heat equation model.

The authors of [Cat48] and [Ver58] independently suggested an alterna-
tive constitutive equation to Fourier's law. Their proposed constitutive
equation is:

q + τq∂tq = −k∇T, (1.5.3)

where τq is the “time delay” in the heat flux, see Subsection 1.5.3.

According to [Tzo95], Equation (1.5.3) is referred to as the Cattaneo-
Vernotte equation, while the authors of [DWJMB08] refer to Equa-
tion (1.5.3) as the Maxwell-Cattaneo equation. In this dissertation,
Equation (1.5.3) will be referred to as the Maxwell-Cattaneo equation.

The hyperbolic heat conduction model is derived as follows: Differen-
tiating Equation (1.5.1) yields

ρcρ∂
2
t T = −div(∂tq). (1.5.4)

Taking the divergence of Equation (1.5.3) it follows

div(q) + div(τq∂tq) = −k∇2T. (1.5.5)

Finally, combining Equations (1.5.4) and (1.5.5), then applying Equa-
tion (1.5.1), the law of conservation of heat energy results in

τqρcρ∂
2
t T + ρcρ∂tT − k∇2T = Q, (1.5.6)

where Q denotes an externally generated heat source.
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One dimensional model

The one-dimensional hyperbolic heat conduction equation is given by

τqρcp∂
2
t T + ρcp∂tT − k∂2

xT = Q. (1.5.7)

Note that Equation (1.5.7) is similar to the one-dimensional wave equa-
tion with viscous damping as seen in Section 1.2, only with a change
in parameters.

Single-phase-lag model

In 1995, Tzou [Tzo95] proposed the following model:

q(r̄, t+ τq) = −k∇T (r̄, t), (1.5.8)

where τq is the phase-lag in the heat flux.

Equation (1.5.8) is referred to as the single-phase-lag (SPL) model.
The model accounts for the brief time delay in the conduction of heat
by a material. Equation (1.5.3) can be derived from Equation (1.5.8)
by taking the linear approximation

q(r̄, t+ τq) = q(r̄, t) + τq∂tq(r̄, t).

1.5.3 Dual-phase-lag model

In addition to the SPL model, the author of [Tzo95] suggested a Dual-
Phase-Lag (DPL) model. For a DPL model, the phase-lag in the heat
flux (τq) and gradient of the temperature (τT ) are taken into account.
The proposed model is of the form:

q(r̄, t+ τq) = −k∇T (r̄, t+ τT ). (1.5.9)

The linearised constitutive equation for the model is:

q + τq∂tq = −k∇T − kτT∂t
(
∇T
)
. (1.5.10)

Combining the conservation law of heat energy (Equation (1.5.4)) with
the linearised constitutive equation (Equation (1.5.10)), results in the
Dual Phase Lag model:

τqρcp∂
2
t T + ρcp∂tT = div(kT ) + ∂tdiv(kτT∇T ). (1.5.11)
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Remark. In literature, SPL models are classified as hyperbolic partial
differential equations, whereas DPL models are not, see [LWC12].

As mentioned, in this dissertation all partial differential equations with
second order time derivatives and a variational form similar to that
of the wave equation will be referred to as second order hyperbolic
problems. This approach follows the work by various authors using the
finite element method.

1.5.4 Dimensionless forms of heat conduction models

To write heat conduction models in their respective dimensionless forms,
we introduce the following dimensionless variables in Equation (1.5.1)
and Equation (1.5.3), using the following parameter transformation:

T ∗ =
T

T0

,

q∗ =
qt0

ρcpT0L
,

x∗ =
x

L
,

t∗ =
t

t0
,

τ ∗q =
τq
t0

and

α∗ =
αt0
L2

. (1.5.12)

Recall that α =
k

ρcp
. In Equation (1.5.12), T0 is an appropriate refer-

ence temperature (e.g, the steady-state or initial temperature) and t0 is
a reference time (e.g, the time required to reach a specific temperature).
L is reference distance (e.g, the length or diameter of a specimen).

The dimensionless form of the law of conservation of heat energy (Equa-
tion (1.5.1)) becomes

∂t∗T
∗ = −div(q∗). (1.5.13)

For Fourier's law of heat conduction (Equation (1.5.2)) we obtain

q∗ = −α∗∇∗T ∗. (1.5.14)
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The constitutive equation for the linearised DPL model takes the form

q∗ + τ ∗q ∂t∗q
∗ = −α∗∇∗T ∗ − α∗τ ∗T∂t∗(∇∗T ∗). (1.5.15)

Returning to the original notation, Equations (1.5.13) to (1.5.15) re-
spectively become

q = −α∇T, (1.5.16)

∂tT = −div(q) and (1.5.17)

∂tT + τq∂tT = −α∇T − ατT∂t(∇T ). (1.5.18)

Setting τT = 0 in Equation (1.5.18) yields the dimensionless and lin-
earised equation for the SPL model

q + τq∂tq = −α∇T. (1.5.19)

The combination of the law of heat conservation with the respective
constitutive equation yields the following dimensionless heat conduc-
tion models:

∂tT = div(α∇T ), (1.5.20)

∂tT + τq∂
2
t T = div(αT ) + ατT∂tdiv(∇T ) and (1.5.21)

∂tT + τq∂
2
t T = div(α∇T ). (1.5.22)

Similarly the one-dimensional single-phase-lag model in dimensionless
form is:

∂tT + τq∂
2
t T = α∂2

xT.

1.5.5 Boundary condition and variational form

In this subsection we discuss specific boundary conditions and the vari-
ational form of a multi-dimensional single-phase-lag model. Recall that
the boundary of the domain is denoted by ∂Ω and that Σ is a part of
the boundary.

The boundary condition for heat conduction models using Equation (1.5.16)
is given by

−α∇T · n = 0 along Σ. (1.5.23)

A problem can be formulated as:
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Given positive constants α and τq, find T for each t > 0 such that

τq∂
2
t T = div(αT )− ∂tT, in Ω for t ∈ (0, t∗] with t∗ <∞. (1.5.24)

with boundary conditions (1.5.23) and

∇T · n = 0 along ∂Ω− Σ for t ∈ (0, t∗], (1.5.25)

and initial conditions

T (x, 0) = T0 and ∂tT (x, 0) = Td for x ∈ Ω. (1.5.26)

The variational form of Equation (1.5.24) with boundary conditions (1.5.23)
and (1.5.25) and initial conditions (1.5.26),is derived by multiplying
Equation (1.5.24) by a function v ∈ C1(Ω̄). Integrate, if T ∈ C2(Ω̄)
and v ∈ C1(Ω̄), use Green's formula to obtain∫∫∫

Ω

τq∂
2
t T (·, t)vdV =−

∫∫∫
Ω

α∇T (·, t) · ∇vdV −
∫∫∫

Ω

∂tT (·, t)vdV

+

∫∫
Σ

v(α∇T (·, t) · n)dS

+

∫∫
∂Ω−Σ

v(α∇T (·, t) · n)dS, (1.5.27)

where n as the unit outward normal vector to ∂Ω.

The space of test functions is defined to be

T (Ω) = {v ∈ C1(Ω̄) | v = 0 along ∂Ω− Σ}.

Substituting the boundary condition (1.5.23) into Equation (1.5.27) we
have that the variational form of the problem is: Given a function α
and a positive constant τq, find T for each t > 0 where T (·, t) ∈ T (Ω)
such that∫∫∫

Ω

τq∂
2
t T (·, t)vdV = −

∫∫∫
Ω

α∇T (·, t) · ∇vdV −
∫∫∫

Ω

∂tT (·, t)vdV,

(1.5.28)

for each v ∈ T (Ω) with T (·, 0) = T0 and ∂tT (·, 0) = Td.

Let the L2(Ω) inner product be denoted by (·, ·) and define bilinear
forms

c(u, v) = (τqu, v),

b(u, v) =

∫∫∫
Ω

α∇u · ∇vdV, and

a(u, v) = (u, v).
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The variational equation (1.5.28) can now be written as:

c(∂2
t T (·, t), v) + a(∂tT (·, t), v) + b(T (·, t), v) = 0, (1.5.29)

for all v ∈ T (Ω).

Remark. The variational form of the one-dimensional case of the
problem in dimensionless form is discussed in Section 2.1.

1.6 Biological application of hyperbolic heat con-
duction

In this section, we consider biological applications of the Single-Phase
Lag (SPL) and Dual-Phase Lag (DPL) models, specifically in bio-heat
transfer in skin. Heat transfer in living tissue is known as bio-heat
transfer see [DWJMB08] and [LWC12].

To introduce bio-heat transfer, we consider the mathematical models
in [DWJMB08] and [LWC12] and will refer to them as model in Dai
et al. and model in Liu et al. respectively. In these articles, the skin
is modelled as a tri-layered structure consisting of: epidermis, dermis
and subcutaneous fat correspondingly.

According to the authors of [DWJMB08] and [LWC12], complexities
arise as a result of the differences in the physiological and thermal prop-
erties of each layer of skin. Both authors insist that blood perfusion
affects the thermal response in living tissues.

To mathematically describe bio-heat transfer with expected difficulties,
characteristics of the complexities are accommodated by introducing
constraints on a model. These constraints differ depending on the
objective of the model.

To illustrate the influence of additional constraints on a model, consider
a layered structure described by a linearised DPL model of the form:

τq,i∂
2
t Ti = αi∇2Ti + αiτT,i(∇2Ti)− ∂tTi, (1.6.1)

where i denotes each quantity for a corresponding layer.

A special case of Equation (1.6.1) is an SPL model of the form:

τq,i∂
2
t Ti = αi∇2Ti − ∂tTi, (1.6.2)
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Additional conditions are required at the interface between the layers
for Equations (1.6.1) and (1.6.2).

For the rest of this section, we consider specified applications of Equa-
tions (1.6.1) and (1.6.2) and the various constraints that are encoun-
tered for some bio-heat transfer models.

1.6.1 Model by Dai et al. [DWJMB08]

In [DWJMB08], a three-dimensional SPL model is applied to investi-
gate the effect of high thermal radiation on skin.

Equation (1.6.2) may be applied for this investigation, where the skin
is described on a three-dimensional domain characterising the three
composites of skin. The composites are considered on a x, y, z system,
where radiation is assumed to occur along the z-axis.

To account for blood perfusion, the authors consider metabolic heat
generation and blood flow in the arteries and veins in their model. The
proposed non-dimensionless model by Dai et al. is:

ki∇2Ti = ρici∂tTi + τqρici∂
2
t Ti + τqwic

b
i∂tTi + wic

b
i(Ti − Tb)−Ri,

(1.6.3)

where wi is the blood perfusion rate in the ith skin layer, Tb is the
temperature of the blood at exit or at entrance of the third level vessel
for the artery or vein. The specific heat of blood at each layer is denoted
by cbi , and Ri is the volumetric heat at each layer.

An additional constraint on the model by Dai et al. is a result of the
assumption that heat transfer on the skin surface is described by:

−k1∂zT1 = h(Ta − T1) + εσ(T 4
a − T 4

1 ), z = 0,

here h is the convective heat transfer co-efficient, Ta is the ambient
temperature, σ is the Stefan-Boltzmann constant, and ε is the emissiv-
ity. For thermal radiation Ta > T1.

An additional assumption is that heat flux approaches zero as the depth
of tissue being heated increases.

The boundary condition for the problem is

∇T1 · n = 0,
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where n is the unit outward normal to the first skin layer.

The interface conditions are given by

T1 = T2, k1∂zT1 = k2∂zT2, z = L1,

T2 = T3, k2∂zT2 = k3∂zT3, z = L1 + L2.

The authors of [DWJMB08], imposed a constraint on the first and
second skin layers, the respective lengths of veins and arteries along
the z-axis.

The prescribed initial conditions are

Ti = T0, t = 0, i = 1, 2, 3.

1.6.2 Model by Liu et al. [LWC12]

As previously mentioned, the authors of [LWC12] also consider a tri-
layered structure describing bio-heat transfer in skin. Unlike [DWJMB08],
the model is regarded on a one-dimensional domain. For their model,
Liu et al. also considered blood perfusion and metabolic heat genera-
tion.

Note that Equation (1.6.1) may be applied for this investigation, where
the skin is described on a one-dimensional domain characterising the
three composites. In this case, heat transfer is considered along the
x-axis.

The proposed non-dimensionless model, on a generalised finite dimen-
sional domain by Liu et al. is of the form

τq,iρici∂
2
t Ti =div(kiTi) + τT,i∂t∇2Ti − ρici∂tTi

+
(
ρbwbcb + τqρbwbcb

∂

∂t

)
(Ti − Tb)

−
(

1 + τq
∂

∂t

)
(rm + rr), (1.6.4)

where ρb, cb and wb are respectively, the density, specific heat and per-
fusion rate of blood. rm is the metabolic heat generation, rr is the heat
source for spatial heating and Tb denotes the arterial temperature.

An additional constraint for their model is that rm is a constant thermal
parameter while rr = 0. The linearised one dimensional DPL model for
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bio-heat transfer is

τq,iρici∂
2
t Ti =ki∂

2
xTi + τT,i∂t∂

2
xTi − ρici∂tTi − rm

+
(
ρbwbcb + τqρbwbcb

∂

∂t

)
(Ti − Tb).

for i = 1, 2, 3.

Additional conditions were also imposed at the boundaries of the ex-
treme layers

T (0, t) = 100[1− u(t− 15)] 0 < t ≤ 45,

T (L3, t) = Tb, t > 0.

where Li denotes the dimension of each ith layer.

In 2012, Liu et al. considered heat conduction in the x direction and
use Li to denote the respective length of the skin layer.

The prescribed interface conditions are

T1(L1, t) = T2(0, t), T2(L1 + L2, t) = T3(0, t),

r1(L1) = r2(0, t) and r2(L1 + L2, t) = r2(0, t).

Initial conditions are

T (x, 0) = Tb and ∂tT (x, 0) = 0.

Remark. A detailed study of these complex biological models is beyond
the scope of this dissertation. However, we consider a simplified model
by [DD19] in Chapter 7.
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Chapter 2

Second order hyperbolic type
problems

This dissertation is mainly about the application of the finite element
method to hyperbolic type problems. However, we consider it prudent
to establish the existence and uniqueness of solutions to such problems
(whenever possible). In this chapter, the variational approach to the
existence for second order hyperbolic type problems is considered.

2.1 Weak variational form

In this section, we introduce the idea of a weak variational form which
serves as motivation for the theory in the next section.

In Chapter 1, various model problems were written in variational form.
Since our interest is in the existence of solutions, we also investigate
when will a solution of a problem in variational form be a solution
of the corresponding boundary value problem. The one-dimensional
hyperbolic heat conduction problem is used as an example.

Problem HHE (Hyperbolic Heat Equation)

Given a function Q and parameters τq and α, find T such that

τq∂
2
t T = α∂2

xT − ∂tT +Q in (0, 1) for each t > 0, (2.1.1)

T (0, t) = ∂xT (1, t) = 0 for each t > 0, (2.1.2)

T (·, 0) = T0 and ∂tT (·, 0) = Td for all x ∈ (0, 1). (2.1.3)

22
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CHAPTER 2. SECOND ORDER HYPERBOLIC TYPE PROBLEMS 23

As previously mentioned, from a mathematical perspective Problem HHE
is the same as the wave equation with viscous damping. In his book
[Wei95], the author rigorously showed how a solution may be obtained
using Fourier series. The result depended on the properties of the func-
tions T0 and Td. The analysis by Weinberger is not at all trivial and
in this chapter, we will show how a general theory can be applied to
obtain the uniqueness and existence of a solution.

To obtain the variational form of Problem HHE, multiply Equation (2.1.1)
by a function v ∈ C1[0, 1] and integrate. From integration by parts we
have∫ 1

0

α∂2
xT (·, t)v =α∂xT (1, t)v(1)− α∂xT (0, t)v(0)−

∫ 1

0

α∂xT (·, t)v′,

(2.1.4)

provided ∂2
xT (·, t) is integrable. Since T (·, t) is a solution of Equa-

tion (2.1.1)∫ 1

0

τq∂
2
t T (·, t)v =α∂xT (1, t)v(1)− α∂xT (0, t)v(0)

−
∫ 1

0

(α∂xT (·, t)v′ + ∂tT (·, t)v) +

∫ 1

0

Q(·, t)v.

(2.1.5)

The space of test functions is defined by

T [0, 1] = {v ∈ C1[0, 1] | v(0) = 0}. (2.1.6)

Note that for any v ∈ T [0, 1], Equation (2.1.5) takes the form∫ 1

0

τq∂
2
t T (·, t)v =−

∫ 1

0

(α∂xT (·, t)v′ + ∂tT (·, t)v) +

∫ 1

0

Q(·, t)v,

(since ∂xT (1, t) = 0).

Notation
The L2(0, 1) inner product is denoted by (·, ·) and the bilinear form b
is defined as

b(u, v) = (αu′, v′).

We can now write the variational form of Problem HHE.
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Problem HHE-V

Find T where T (·, t) ∈ T [0, 1] for each t > 0, such that for each
v ∈ T [0, 1],

(τq∂
2
t T (·, t), v) + (∂tT (·, t), v) + b(T (·, t), v) =(Q(·, t), v), (2.1.7)

while T (·, 0) = T0 and ∂tT (·, 0) = Td.

We have actually proved the following result.

Proposition 2.1.1. A solution of Problem HHE is a solution of
Problem HHE-V.

Proposition 2.1.2. A solution T of Problem HHE-V is a solution of
Problem HHE provided T (·, t) ∈ C2[0, 1] for each t > 0.

Proof. Since T is a solution of Problem HHE-V, T (·, t) ∈ T [0, 1] and
hence T (0, t) = 0.

Next, we prove that T satisfies the partial differential equation (2.1.1).
In this proof, the set S = {v ∈ C1[0, 1] | v(0) = v(1) = 0} is useful.
Since T is a solution of Problem HHE-V and S is a subset of T [0, 1]
we obtain

(τq∂
2
t T (·, t), v) + (∂tT (·, t), v) + b(T (·, t), v) =(Q(·, t), v) for each v ∈ S.

(2.1.8)

Observe that from Equation (2.1.4)

b(T (·, t), v) =− (α∂2
xT (·, t), v) for all v ∈ S. (2.1.9)

Substituting Equation (2.1.9) into Equation (2.1.8) yields

(τq∂
2
t T (·, t) + ∂tT (·, t)− α∂2

xT (·, t), v) =(Q(·, t), v) for each v ∈ S.
(2.1.10)

By Theorem A.1.1 (in Appendix A.1), the set S is dense in L2(0, 1)
and hence Equation (2.1.10) holds for each v ∈ L2(0, 1). It follows that

τq∂
2
t T (·, t) + ∂tT (·, t)− α∂2

xT (·, t) = Q(·, t).

Lastly, we consider the boundary condition at the right endpoint. Since
T (·, t) satisfies Equation (2.1.1), it also satisfies Equation (2.1.5), for
each v ∈ T [0, 1] and hence

(τq∂
2
t T (·, t), v) + (∂tT (·, t), v) + b(T (·, t), v) =α∂xT (1, t)v(1) + (Q(·, t), v).

(2.1.11)
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CHAPTER 2. SECOND ORDER HYPERBOLIC TYPE PROBLEMS 25

Subtracting Equation (2.1.11) from Equation (2.1.7) yields

α∂xT (1, t)v(1) = 0. (2.1.12)

But, by the definition of T [0, 1], v(1) is arbitrary. Thus, ∂xT (1, t) = 0.

It follows that T is a solution of Problem HHE.

It is natural to ask about the relevance of a solution of Problem HHE-
V, which is not a solution of Problem HHE. At this point, the proof
of the validity of the series solution for Problem HHE in [Wei95] pro-
vides some insight. To obtain a classical solution for Problem HHE,
restrictive conditions are imposed on the initial conditions T0 and Td.
To be precise, it is required that the function T0 ∈ C2[0, 1] satisfies the
boundary conditions (2.1.2) and T ′′0 (0) = 0. From a practical point of
view, this appears to be too restrictive.

Problem HHE-V is used to implement the Finite Element Method.

Next, we introduce the weak variational form of the problem.

The function T is defined on [0, 1]× [0, t∗], we now consider a function
u(t)(x) = T (x, t) such that

u : [0, t∗]→ T [0, 1] for each t∗ <∞.

Similarly for Q(x, t), we consider a function q̃(t)(x) = Q(x, t).

To prepare for the abstract problem in the next section we define bi-
linear forms

a(u, v) = (u, v), and c(u, v) = (τqu, v).

Note that the bilinear form b is defined in the sense of weak derivatives.

Let J be an interval containing zero and Z be any Hilbert space.
Consider a function u on J with values in Z. We write u′(t) ∈ Z if the
derivative exists with respect to the norm of Z. Note that all norms are
not equivalent in an infinite dimensional space. We use the following
notation:

1. u ∈ Ck(J , Z) if u(k)(t) ∈ C(J , Z),

2. u(k) ∈ L2(J , Z) if u(k)(t) ∈ Z for each t ∈ J and
∫
J ‖u

(k)‖2
Z <∞.
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Let V (0, 1) be the closure of T [0, 1] in the Sobolev space H1(0, 1) (see
Appendix A.1 for more details). For the weak variational form of Prob-
lem HHE, let Z be the Hilbert space L2(0, 1).

Problem HHE-W

Find u ∈ C2(J ,L2(0, 1)) such that for each t ∈ J , u(t) ∈ V (0, 1) and

c(u′′(t), v) + a(u′(t), v) + b(u(t), v) = (q̃(t), v) for all v ∈ V (0, 1),
(2.1.13)

while u(0) = T0 and u′(0) = Td.

Remark. Note the differences between Problem HHE-V and Problem
HHE-W, especially the requirements on the function to be a solution.
In literature, a solution of Problem HHE-W is referred to as a weak
solution of Problem HHE.

2.2 The general second order hyperbolic problem

In Section 2.1 we derived the weak variational form of a hyperbolic
heat problem. In this section, we consider the solvability of the general
case for second order hyperbolic problems as proposed by the authors
of [VV02].

Suppose there exists real Hilbert spaces V,W and X such that
V ⊂ W ⊂ X. Consider bilinear forms a, b and c, with a and b defined
on V and c defined on W. The basic assumptions are that b is an inner
product for V and c is an inner product for W.

Problem GH below is an abstract weak problem which characterises
hyperbolic vibration type problems.

Problem GH (General Hyperbolic)

Given f : J → X, find u ∈ C(J , V ) such that u′(t) is continuous at
zero with respect to ‖ · ‖W and for each t ∈ J , u(t) ∈ V , u′(t) ∈ V ,
u′′(t) ∈ W and

c(u′′(t), v) + a(u′(t), v) + b(u(t), v) = (f(t), v)X for each v ∈ V,
while u(0) = u0, and u′(0) = ud.

In the formulation above, (·, ·)X is the inner product for X. It may be
helpful to compare Problem GH with the variational form of the wave
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equation in Section 1.2, where a corresponds to a viscous damping
term.

Note that Problem HHE-W in Section 2.1 is a special case of the prob-
lem above.

Assumptions

In [VV02] the following assumptions are used to obtain existence results
for Problem GH.

A1 V is dense in W and W is dense in X.

A2 There exists a positive constant CW such that for each u ∈ W,
‖u‖X ≤ CW‖u‖W .

A3 There exists a positive constant CV such that for each u ∈ V,
‖u‖W ≤ CV ‖u‖V .

A4 The bilinear form a is bounded on V i.e., there exists a positive
constant CA such that for each u and v ∈ V,

|a(u, v)| ≤ CA‖u‖V ‖v‖V .

Additionally, the bilinear form a is non-negative and symmetric
on V.

We state theorems from [VV02] without proofs. However, some discus-
sion of the theory is in the next section.

Theorem 2.2.1. Suppose Assumptions A1, A2, A3 and A4 hold. If
for u0 ∈ V and ud ∈ V, there exists some y ∈ W such that

b(u0, v) + a(ud, v) = c(y, v) for all v ∈ V, (2.2.1)

then for each f ∈ C1([0,∞), X), there exists a unique solution

u ∈ C1([0,∞), V ) ∩ C2([0,∞),W )

for Problem GH.

Note that the condition in Equation (2.2.1) is also a necessary condi-
tion, as proven in [VV02].

The type of damping has an effect on the theory. Viscous damping as
previously mentioned is an example of so called weak damping.
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Assumption A4W (Weak damping) The bilinear form a is bounded
on W, i.e. there exists a positive constant KW such that for all u and
v ∈ W ,

|a(u, v)| ≤ KW‖u‖W‖v‖W .
Additionally, the bilinear form a is non-negative and symmetric on W.

Remark. A special case of weak damping is when a(u, v) = 0 for each
u and v in W. This is discussed further in Subsection 2.3.2.

To formulate an improved result, we define the subspace Eb of V :
Eb := {x ∈ V : for some y ∈ W, such that b(x, v) = c(y, v) for all
v ∈ V.}

Theorem 2.2.2. (Weak damping) Suppose Assumptions A1, A2, A3,
and A4W hold, then there exists a unique solution

u ∈ C1(J , V ) ∩ C2(J ,W )

for Problem GH for all u0 ∈ Eb, ud ∈ V and f ∈ C1(J , X).

Note that, as in Theorem 2.2.1, the conditions on u0 and ud are neces-
sary.

In some applications, the bilinear form a is positive definite with respect
to the V norm. This occurrence is referred to as strong damping.

Assumption A4S (Strong damping) There exists a positive constant
KS such that for each u ∈ V

a(u, u) ≥ KS‖u‖2
V .

Theorem 2.2.3. (Strong damping) Suppose Assumptions A1, A2, A3,
and A4S hold, then there exists a unique solution

u ∈ C1([0,∞), V ) ∩ C2([0,∞),W )

for Problem GH for all u0 ∈ V , ud ∈ W and f which is Hölder contin-
uous on V . If f = 0, then

u ∈ C1([0,∞), V ) ∩ C2([0,∞),W ) ∩ C∞((0,∞), V ).

Remarks.

a. In Theorem 2.2.3, observe that if f is Lipschitz, i.e. for some non-
negative constant κ, ‖f(t2) − f(t1)‖W ≤ κ|t2 − t1|, then f will be
Hölder continuous.
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b. It is important to note that the spaces V and W must be defined for
each application.

c. If b is non-symmetric, there exists two bilinear forms b0 and bn such
that b = b0 + bn, where b0 is symmetric. The inner product of V
is defined by the bilinear form b0. Due to the assumption made in
[VS19], the results in [VV02] become a special case where bn = 0. In
this dissertation and application b is symmetric.

2.3 First order system

In this section, we consider a first-order system that is equivalent to
Problem GH. This makes it possible to show how semigroup theory is
used.

2.3.1 General case

It is necessary to construct an operator A such that Problem GH is
equivalent to a system of the form

U ′(t) = AU(t) + F (t),

U(0) = U0.

Let H = V ×W with inner product

(x, y)H = b(x1, y1) + c(x2, y2) for any x and y ∈ H.

For x ∈ H denote x and its components by x = 〈x1, x2〉.

In [VV02], the existence of an operator A with the following properties
is proved:

1. A is a densely defined closed linear operator on H.

2. For any x ∈ D(A), Ax = y if and only if

x2 = y1, and

b(x1, v) + a(x2, v) = −c(y2, v) for each v ∈ V.

This characterises the operator A and its domain.

3. For any λ ≥ 0, R(λI − A) = H.
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4. x ∈ D(A) if and only if x2 ∈ V and there exists z ∈ W such that

b(x1, v) + a(x2, v) = c(z, v) for each v ∈ V.

5. For each x and y ∈ D(A),

(Ax, y)H = b(x2, y1)− b(x1, y2)− a(x2, y2).

6. (Ax, x)H = −a(x2, x2) for each x ∈ D(A). This is a consequence of
the symmetry of b.

7. A is dissipative whenever a is non-negative. This implies that the
semigroup generated by A satisfies the inequality ‖T (t)x‖ ≤ ‖x‖,
for all t > 0.

Remarks.

a. To prove the properties above, the authors of [VV02] used Assump-
tions A1-A4.

b. Observe that Equation (2.2.1) is a result of property (2).

Recall that the interval J contains zero. Using the properties above,
we present the initial value problem of the first order system for Prob-
lem GH.

Problem IVP (Initial Value Problem)

Given a function F : J → H, find U ∈ C(J , H) such that for each
t ∈ J , U(t) ∈ D(A), U ′(t) ∈ H and

U ′(t) = AU(t) + F (t),

U(0) = U0.

To relate Problem GH to Problem IVP, we use the following result.

Lemma 2.3.1. Suppose F (t) = 〈0, f(t)〉 for each t ∈ J .

a. If u is a solution of Problem GH, then U = 〈u, u′〉 is a solution of
Problem IVP, with U0 = 〈u0, ud〉.

b. If U is a solution of Problem IVP with U0 = 〈u0, ud〉, then the first
component of u = U1 is a solution of Problem GH.

The authors of [VV02] and [VS19] used results from semigroup theory
(see e.g [Paz83] or [Sho77]), to prove that A is an infinitesimal generator
of a C0 semigroup of contractions in H. Therefore, Problem IVP has a
solution if U0 ∈ D(A) and f ∈ C1(J , H).

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

 
 
 



CHAPTER 2. SECOND ORDER HYPERBOLIC TYPE PROBLEMS 31

Remarks

a. The condition U0 ∈ D(A) is necessary, while the condition f ∈ C1(J , H)
is not. The two conditions together are sufficient.

b. The solution U of Problem IVP satisfies U(t) ∈ D(A) for each t.

2.3.2 Weak damping

In the case of weak damping, better results are proved in [VV02]. Recall
that a is non-negative, symmetric and bounded on W .

Property (2) from the general case changes to: D(A) = Eb × V.

Once more, the authors of [VV02] used results from semigroup theory
to prove that A is an infinitesimal generator of a C0 group in H. (Note
that a group is a special case of a semigroup.)

Therefore, we have the following result for weak damping.

Theorem 2.3.1. Let A be the infinitesimal generator of a C0 group
and
F ∈ C1(J , H). Then Problem IVP has a unique solution U ∈ C1(J , H)
for all U0 ∈ D(A). If F = 0, then U ∈ C1((−∞,∞), H).

Using Lemma 2.3.1, Theorem 2.2.2 follows from the above result.

It may be asked, what happens in the absence of damping (a = 0)? By
the definition of weak damping, it appears obvious that Theorem 2.2.2
remains true for the case of no damping. To be on the safe side, we
investigated the construction of the operator A in [VV02], and the
process is not influenced by setting a = 0.

2.4 Application of existence theory to the hyper-
bolic heat conduction problem

In this section, the general theory in Section 2.2 is applied. To this
end, we consider Problem HHE-W as derived in Section 2.1. Recall
bilinear forms a, b and c and the space V (0, 1) defined in Section 2.1.
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2.4.1 Function spaces

As mentioned in Section 2.2, the spaces X,W and V must be defined.
Now, for Problem HHE-V, X is simply the space L2(0, 1). In the next
result we prove that the bilinear from c is an inner product for L2(0, 1).
Let W be equal to the linear space L2(0, 1) but use c(·, ·) as an inner
product. The space V is the space V (0, 1) defined in Section 2.1.

Proposition 2.4.1. The bilinear form c is an inner product for the
space X.

Proof. Since the bilinear form c is symmetric, it is an inner product if
c(u, u) = 0 implies u = 0. Let u ∈ X, then

c(u, u) = (τqu, u) ≥ KC‖u‖2
X , (2.4.1)

where KC = min{τq}.

Definition 2.4.1 (Inertia space W ). The vector space X equipped with
the inner product c is referred to as the Inertia space W . The norm
‖ · ‖W is defined by ‖u‖W =

√
c(u, u).

Proposition 2.4.2. The norms ‖ · ‖W and ‖ · ‖X are equivalent on W .

Proof. First for u ∈ W,

‖u‖2
W = (τqu, u) ≤ KW‖u‖2

X ,

where KW = max{τq}. Using Inequality (2.4.1), the result follows.

Corollary 2.4.1. The space W is complete.

Proof. Applying Proposition A.1.2 in Appendix A and the fact that
L2(0, 1) is complete, it follows that X is complete. Since in this appli-
cation, W = X and the norms ‖ · ‖W and ‖ · ‖X are equivalent and the
desired result is obtained.

Proposition 2.4.3. There exists a positive constant KB, such that

b(u, u) ≥ KB‖u‖2
X for each u ∈ V.

Proof. The space V is the closure of the set of test functions. Since
v(0) = 0, we can use Lemma A.2.4 (in Appendix A.2) to obtain

‖u‖X ≤ ‖u′‖X , (2.4.2)
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with ` = 1. From the definition of the bilinear form b,

b(u, u) = (αu′, u′) ≥ KB‖u′‖2
X ,

where KB = min{α}. Using Inequality (2.4.2) it follows

b(u, u) ≥ KB‖u′‖2
X ≥ KB‖u‖2

X .

Corollary 2.4.2. The bilinear form b is an inner product for the space
V .

Definition 2.4.2 (Energy space V ). The vector space V equipped with
the inner product b is referred to as the Energy space. The norm ‖ · ‖V
is defined by ‖u‖V =

√
b(u, u).

Proposition 2.4.4. There exists a positive constant KI , such that

b(u, u) ≥ KI‖u‖2
W for each u ∈ V.

Proof. Using Propositions 2.4.3 and 2.4.2, for any u ∈ V,

b(u, u) ≥ KB(KW )−1‖u‖2
W .

Proposition 2.4.5. The norms ‖ · ‖V and ‖ · ‖1 are equivalent on V.

Proof. Let u ∈ V, by the definition of the norm on H1

‖u‖2
1 = ‖u‖2

X + ‖u′‖2
X . (2.4.3)

From the proof of Proposition 2.4.3 we obtain

‖u′‖2
X ≤ (KB)−1b(u, u). (2.4.4)

Substituting Inequality (2.4.4) and the result in Proposition 2.4.3 into
(2.4.3) yields

‖u‖2
1 ≤ KEb(u, u) = KE‖u‖2

V ,

where KE = 2(KB)−1.

Consider u ∈ V, from Equation (2.4.3) we have

‖u‖2
V = (αu′, u′) ≤ KV (u′, u′) ≤ KV ‖u‖2

1,

where KV = max{α}.
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CHAPTER 2. SECOND ORDER HYPERBOLIC TYPE PROBLEMS 34

Corollary 2.4.3. The space V is complete.

Proof. The space V is a closed subspace of the Hilbert space H1(0, 1).
Using Proposition A.1.1 we have that V is complete with respect to
the ‖ · ‖1 norm. Since the norms ‖ · ‖V and ‖ · ‖1 are equivalent (Propo-
sition 2.4.5) we have the desired result.

Proposition 2.4.6. The bilinear form a is non-negative, symmetric
and bounded on W.

Proof. The definition of a is the inner product of L2(0, 1). The bilinear
form a is therefore symmetric and non-negative on W. Let u and v ∈ W,
using the Cauchy-Schwartz inequality on a yields

|a(u, v)| = |(u, v)| ≤ ‖u‖X‖v‖X . (2.4.5)

By the equivalence of the norms on X and W, a is bounded on W.

2.4.2 Existence

Proposition 2.4.7. V is dense in X.

Proof. The set C∞0 (0, 1) is contained in T [0, 1] and T [0, 1] is contained
in V. Since C∞0 (0, 1) is dense in X = L2(0, 1) (Theorem A.1.1) we have
V is dense in X.

Remark. In this application, the three sets W,X and L2(0, 1) are the
same.

For convenience, we recall a second order hyperbolic heat problem.

Problem HHE-W

Find u ∈ C2(J ,L2(0, 1)) such that for each t ∈ J , u(t) ∈ V (0, 1) and

c(u′′(t), v) + a(u′(t), v) + b(u(t), v) = (q̃(t), v) for all v ∈ V (0, 1),
(2.4.6)

while u(0) = u0 and u′(0) = ud.

Assumptions A1-A3 are respectively satisfied due to Propositions 2.4.7,
2.4.2 and 2.4.4. As a result of Proposition 2.4.6, Assumption A4W
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CHAPTER 2. SECOND ORDER HYPERBOLIC TYPE PROBLEMS 35

holds for Problem HHE-W. Using Theorem 2.2.2, we have a unique
solution

u ∈ C1(J , V ) ∩ C2(J ,W ),

provided u0 ∈ Eb, ud ∈ V and f ∈ C1(J , X).

It needs to be emphasised that u0 ∈ Eb and ud ∈ V are necessary
conditions as proven in [VV02].

2.4.3 Nonexistence

The benchmark problem below is well known for the fact that numerical
approximations show spurious oscillations (see [SV12]). Some authors
claim to have derived an improved numerical technique that reduces the
oscillations. In [SV12], the authors dismiss the claim and proved that
the benchmark problem is not well-posed. There is either no solution
or many solutions.

Benchmark problem.

∂2
t T + 2∂tT − ∂2

xT = 0 for all x ∈ (0, 1) for each t > 0,

T (0, t) = 1, ∂xT (1, t) = 0 for each t > 0,

T (x, 0) = ∂tT (x, 0) = 0 for all x ∈ (0, 1).

The following transformation is made in [SV12]: θ(x, t) = T (x, t) − 1
and the Benchmark problem is written in terms of θ. This is done
to obtain a problem with homogeneous boundary conditions that is
equivalent to the Benchmark problem.

Special case of Problem HHE

∂2
t θ + 2∂tθ − ∂2

xθ = 0 for all x ∈ (0, 1) for each t > 0,

θ(0, t) = ∂xθ(1, t) = 0 for each t > 0,

θ(x, 0) = θin(x) = −1, ∂tθ(x, 0) = 0 for all x ∈ (0, 1).

For convenience, we refer to the problem above as Problem SC. Note
that Problem SC is a special case of Problem HHE when τq = 1, α = 1
and the weak damping co-efficient is 2. Since θin(x) = −1, it follows
that T = θ+ 1 is a solution of the Benchmark problem if and only if θ
is a solution of Problem SC.

As previously mentioned, it was proved by [Wei95] that a classical solu-
tion for Problem SC can be obtained if θin ∈ C2[0, 1] and θin(0) = θ′in(1) =
0 and θ′′in(0) = 0. Note that as a result of transforming the benchmark
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problem θin(0) 6= 0. In [Wei95], the conditions on θin are sufficient and
were not proved to be necessary. To this end, we do not expect to
obtain a classical solution.

Consider the possibility that Problem SC has a weak solution. To apply
the theory in Subsections 2.4.1 and 2.4.2, it is important to note that
Problem SC is a special case of Problem HHE-W where f = 0. The
initial conditions still need to be considered.

Recall the space of test functions for Problem SC is defined as
T [0, 1] = {v ∈ C1[0, 1] | v(0) = 0}. The space V (0, 1) is the closure of
the space of test functions in the Sobolev space H1(0, 1). Lastly,
Eb(0, 1) = {y ∈ V (0, 1) : for some z ∈ W (0, 1), such that b(y, v) = c(z, v)
for all v ∈ V (0, 1)}.

Note the following relation holds for the three sets T [0, 1] ⊂ V (0, 1)
and Eb(0, 1) ⊂ V (0, 1). We are required to show that θin(x) ∈ Eb(0, 1)
and ∂tθ(x, 0) ∈ V (0, 1). Let θd(x) = ∂tθ(x, 0) = 0 for all x ∈ [0, 1].

Proposition 2.4.8. θd ∈ V (0, 1) and θin /∈ Eb(0, 1).

Proof. To prove that θd ∈ V (0, 1), we show that θd ∈ T [0, 1]. By the
definition of the set T (0, 1), θd is in T [0, 1] a subset of V (0, 1). There-
fore, θd ∈ V (0, 1).

To prove that θin /∈ Eb(0, 1), we show that θin /∈ V (0, 1). The proof
is by contradiction. Suppose that θin ∈ V (0, 1). Then θin must satisfy
the inequality

‖θin‖ ≤ ‖θ′in‖.

See Lemma A.2.4 in Appendix A.2. Since ‖θin‖ = 1 and ‖θ′in‖ = 0 the
inequality above does not hold as 1 > 0. Particularly, this contradicts
the fact that V (0, 1) is the closure of T [0, 1]. Therefore, θin /∈ V (0, 1).
Since Eb(0, 1) ⊂ V (0, 1), it follows that θin /∈ Eb(0, 1).

From Proposition 2.4.8, there is no weak solution for Problem SC since
the necessary condition θin ∈ Eb(0, 1) is not satisfied.

The logical conclusion is that the benchmark problem is not well-posed
and one cannot expect numerical methods to yield satisfactory results.
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Chapter 3

Finite element
approximation theory

In 2013, Basson and Van Rensburg generalised the work in [Bak76] by
deriving error estimates for the Galerkin finite element approximation
for a second order hyperbolic type problem with viscous type damping.
Particularly, the authors of [BV13] identified the conditions required in
the convergence analysis, using the same existence results as in Chap-
ter 2.

In this chapter, we consider the work done in [BV13]. The initial
focus is therefore the Galerkin finite element approximate solution for
Problem GH, with viscous type damping.

In convergence analysis, the smoothness of a solution is significant.
Specific attention was given to the differentiability of the projection
of the exact solution in [BV13]. This must be kept in mind when
considering applications. It is important to note that the approach
in [BV13] permits the comparison of the required conditions for the
existence, uniqueness and convergence of solution.

As previously stated, we restrict our attention to second order hy-
perbolic type problems with viscous type damping as in [BV13]. In
Chapter 2, we examined the existence and uniqueness of a solution for
Problem HHE. For this special case, it was established that Assump-
tions A1, A2, A3 and A4W were required for the existence of a solution.
It is important to note that it is necessary to verify the assumptions
for each application of the theory, we refer the reader to Section 2.4 for
details.

37
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CHAPTER 3. FINITE ELEMENT APPROXIMATION THEORY 38

3.1 Galerkin approximation

In this section, we consider the Galerkin finite element approximation
of Problem GH, with viscous damping. For this, suppose Assumptions
A1, A2, A3 and A4W hold.

For the finite element method (FEM), the solution to Problem GH is
approximated on Sh, a finite dimensional subspace of V. We denote the
Galerkin approximation by Problem GHh.

Recall that the interval J contains zero and can be of the form (−∞,∞), [0, t∗)
or (t∗, 0], where t∗ ∈ R. For convenience, consider the case 0 < t∗ <∞.

Problem GHh.

Given a function f : [0, t∗] → X, find a function uh ∈ C2[0, t∗] such
that for each t ∈ (0, t∗), uh(t) ∈ Sh and

c(u′′h(t), v) + a(u′h(t), v) + b(uh(t), v) = (f(t), v)X for all v ∈ Sh,
(3.1.1)

while uh(0) = uh0 and u′h(0) = uhd .

The initial conditions uh0 and uhd are approximations of u0 and ud re-
spectively in Sh. In [BV13], uh0 and uhd are chosen to be the interpolants.

Note that a solution to Problem GHh exists if f is continuous, partic-
ularly, when f is Lipschitz continuous on W.

3.1.1 Projection and fundamental estimate

Our first aim is to obtain an estimate for the semi discrete error
eh(t) = u(t) − uh(t), the difference between the exact solution and
Galerkin approximation. Following [BV13], the semi discrete error is
split using a projection.

The projection operator P is defined by

b(u− Pu, v) = 0 for each v ∈ Sh.

P denotes the projection Pu of a function u that is, (Pu)(t) = Pu(t) for each
t ∈ (0, t∗). Now, let

e(t) = Pu(t)− uh(t) and ep(t) = u(t)− Pu(t),
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CHAPTER 3. FINITE ELEMENT APPROXIMATION THEORY 39

then
eh(t) = ep(t) + e(t).

To obtain an estimate for e(t) certain properties are required of the
projection. From Theorem 2.2.2, u ∈ C1([0, t∗), V ) ∩ C2((0, t∗),W ).
For the differentiability of the projection, the authors of [BV13] use
properties of the exact solution. They proved that if u ∈ C1([0, t∗), V ),
then Pu ∈ C1[0, t∗) and (Pu)′(t) = Pu′(t).

The linear operator P is bounded and maps from V to V . It is not
necessarily the case that P maps from W to W, hence an additional
assumption for the projection of u ∈ C2((0, t∗),W ) is required.

Assumption C1. The solution u ∈ C(J, V ) of Problem GH has the
property (Pu) ∈ C2(0, t∗).

The above condition on the operator P is necessary to obtain the fun-
damental estimate below, proved in [BV13].

Lemma 3.1.1. If the solution u of Problem GH satisfies Assump-
tion C1, then for each t ∈ [0, t∗],

‖e(t)‖W ≤
√

2
(
‖e(0)‖W + 3t∗‖e′h(0)‖W + 3

∫ t∗

0

‖e′p(t)‖W

+ 3Kat∗‖eh(0)‖W + 3Ka

∫ t∗

0

‖ep(t)‖W
)
,

where Ka =

(
1

2ε

)2

for some arbitrary ε.

Using approximation theory, one can obtain estimates for the norm of
ep(t). As done in [BV13], we use the following assumption, regarding
the error when an element of V is approximated by an element of Sh,
to determine estimates for the error of the projection of u. Note that
h relates to the dimension of Sh and that h → 0 as the dimension
n→∞.

Assumption C2. There exists a subspace H of V, and a positive
integer α∗ such that if u ∈ H, then

inf
v∈Sh
‖u− v‖V ≤ Ĉhα∗‖u‖H ,

where ‖ · ‖H is a norm or semi norm associated with H.

The result below for the projection error ep is a trivial consequence of
Assumption C2 combined with Assumption A3.
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Proposition 3.1.1. There exists a subspace H of V and positive con-
stants Ĉ and α∗ such that for u ∈ H

‖u− Pu‖W ≤ CV Ĉh
α∗‖u‖H ,

where ‖ · ‖H is a norm or semi norm associated with H.

3.1.2 Error for the semi discrete problem

We use the fact that eh(t) = ep(t)+e(t), to obtain a semi discrete error
estimate.

Theorem 3.1.1. If the solution u of Problem GH satisfies Assumption
C1, then

‖u(t)− uh(t)‖W ≤‖u(t)− Pu(t)‖W +
√

2
(
‖Pu0 − u0‖W

+ 3t∗‖ud − uhd‖W + 3

∫ t∗

0

‖u′(t)− Pu′(t)‖W

+ (1 + 3Kat∗)‖u0 − uh0‖W + 3Ka

∫ t∗

0

‖u(t)− Pu(t)‖W
)
,

for each t ∈ [0, t∗].

Finally, we need estimates for terms on the right hand side of Theo-
rem 3.1.1. For instance, consider ‖ud − uhd‖. If we follow [BV13] and
choose uhd = Πud where Π is the interpolation operator, we can use
Assumption C2 and obtain

‖ud − Πud‖W ≤ CV ‖ud − Πud‖V ≤ CV Ĉh
α∗‖ud‖H .

The final result follows from combining Theorem 3.1.1 with the pro-
jection errors.

Theorem 3.1.2. Suppose Assumption C2 holds and uh0 = Πu0 and
uhd = Π ud. If the solution u of Problem GH satisfies Assumption C1,
u ∈ L2([0, t∗], H) and u′ ∈ L2([0, t∗], H), then

‖u(t)− uh(t)‖W ≤CV Ĉhα∗
(
‖u(t)‖H + 3t∗

√
2 max ‖u′(t)‖H

+ 3Kat∗max ‖u(t)‖H + (2 + 3Kat∗)‖u0‖H
+ 3t∗‖ud‖H

)
,

for each t ∈ [0, t∗] and some positive constant CV .
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CHAPTER 3. FINITE ELEMENT APPROXIMATION THEORY 41

Note that the results above hold in a finite dimensional space. However,
the dimension of Sh is not fixed and the norms may not be equivalent for
a solution uh of Problem GHh. Since the semi-discrete error estimate is
obtained with respect to the norm of W, the fully discrete error estimate
must be determined with respect to the same norm.

3.2 Error for the fully discrete problem

Recall that the solution u of Problem GH is approximated in a finite
dimensional subspace of V. The Galerkin approximation is now rewrit-
ten to obtain a system of ordinary differential equations (ODEs) which
can be solved using a finite difference scheme. In this section, we first
consider the difference between the Galerkin approximation uh and the
approximation obtained using the finite difference scheme. Using this
estimate together with the error estimate from Section 3.1 we obtain
the final estimate.

3.2.1 A system of ordinary differential equations

Suppose Sh is the span of the set {δ1, δ2, · · · , δn}.

Notation
Define the matrices K,L,N and the vector F by

Kij =b(δj, δi), Lij = a(δj, δi),

Nij =c(δj, δi) and Fi(t) = (f(t), δi)X

for i, j = 1, . . . , n.

If a function uh ∈ Sh, that is

uh =
n∑
j=1

ujδj, (3.2.1)

then the n-tuple (u1, u2, · · · , un) denoted by ū, with values in Rn corre-
sponds to uh. It is convenient to use dh and vh for the initial conditions
instead of uh0 and uhd respectively.

Suppose dh and vh ∈ Sh that is, there are n-tuples d̄ = (d1, d2, · · · , dn)
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and v̄ = (v1, v2, · · · , vn) such that

dh =
n∑
j=1

djδj, and vh =
n∑
j=1

vjδj.

Using the notation above, we write a system of second order ordinary
differential equations for Problem-GHh.

Problem GH-ODE

Determine ū ∈ C2[0, t∗] such that

Nū′′+Lū′ +Kū = F (t), (3.2.2)

while ū(0) = d̄ and ū′(0) = v̄.

Before we consider the error, it is wise to present results that relate the
solution uh of Problem GHh to ū a solution of Problem GH-ODE.

Proposition 3.2.1. If the matrices N,L,K, F and the vectors d̄ and
v̄ are defined as seen above, then the function uh is a solution of Prob-
lem GHh if and only if the function ū is a solution of Problem GH-ODE.

Proposition 3.2.2. If F ∈ C[0, t∗] then Problem GH-ODE has a
unique solution for each pair of vectors d̄ and v̄.

From Propositions 3.2.1 and 3.2.2, if there exists a unique solution
uh ∈ C2[0, t∗] of Problem GHh, then there is a unique solution ū ∈
C2[0, t∗] of Problem GH-ODE. This of course is a result of the condi-
tions imposed on the function f ∈ C([0, t∗], X).

3.2.2 Fully discrete Galerkin scheme

Assume the interval [0, t∗] is divided into N subintervals of length

τ =
t∗
N

and denote the nodes by tk. The approximation of uh at tk is

then denoted by uhk.

Notation
For any sequence {xk} ⊂ Rn :

δtxk = τ−1 [xk+1 − xk] ,

xk+ 1
2

=
1

2
[xk+1 + xk] .
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We present the discretised Problem GHh in variational form, using the
central difference average acceleration difference scheme.

Problem GHh-D

Find a sequence {uhk} ⊂ Sh, such that for each k = 0, 1, 2, · · · , N − 1,

δtuk =vk+ 1
2
, (3.2.3)

c (δtvk, ψ) + a
(
vk+ 1

2
, ψ
)

+ b
(
uh
k+ 1

2
, ψ
)

=
1

2
([f(tk) + f(tk+1)], ψ)X ,

(3.2.4)

while uh(0) = dh and u′h(0) = vh,

for each ψ ∈ Sh.

Using the finite difference scheme, the system of ODEs is approximated
using the problem below.

Problem GH-FD

Find a sequence {ūk} ⊂ Rn such that for each k,

ūk+1 = ūk + τ v̄k+ 1
2
,(

N +
τ

2
L+

τ 2

4
K

)
v̄k+1 =

(
N − τ

2
L− τ 2

4
K

)
v̄k − τKūk

+
τ

2
[F (tk) + F (tk+1)] ,

with ū0 = d̄ and v̄0 = v̄.

The result below was proved in [BV13] to obtain the error estimate for
the fully discrete problem.

Theorem 3.2.1. If f ∈ C2([0, t∗], X), then

‖uh(tk)− uhk‖W ≤7t2∗τ
2 max ‖u(4)

h ‖W + 7t∗τ
2 max ‖u′′′h ‖W

+
√

2Kaτ
4 max ‖u′′′h ‖W

for each t ∈ (0, t∗).

Remark. Note that the continuity of F is a sufficient condition for
the existence and F ∈ Cm[0, t∗] if f ∈ Cm([0, t∗], X). However, for ū
to have derivatives of order 2 + m, it is necessary to assume F has
derivatives of order m, hence the condition on f in Theorem 3.2.1.
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3.2.3 Convergence and error estimates

To determine the final error estimate the following equation is used:

(u(tk)− uhk) =(u(tk)− uh(tk)) + (uh(tk)− uhk). (3.2.5)

The error estimate is therefore obtained using the sum of the semi
discrete (u(tk) − uh(tk)) and the fully discrete (uh(tk) − uhk) errors.
Since the error estimates were determined using the W norm, we have
the following error estimate.

‖u(tk)− uhk‖W ≤‖u(tk)− uh(tk)‖W + ‖uh(tk)− uhk‖W .

The estimate can be completed using Theorems 3.1.2 and 3.2.1

3.3 Application of convergence theory to the hy-
perbolic heat conduction problem

An illustration of the application of the convergence theory in Sec-
tion 3.2 is useful. In this section, we apply the estimates used in
the convergence theory to the solution u of Problem HHE (see Sec-
tion 2.1). Recall the definitions of the bilinear forms and spaces in
Section 2.1. Note that Assumptions A1, A2, A3 and A4W hold for
the problem as proved in Section 2.4, and therefore the existence of a
solution u ∈ C1(J , V ) ∩ C2(J ,W ) was established.

3.3.1 Galerkin approximation

For the convergence theory, we construct the finite dimensional sub-
space Sh of V using the span of piecewise linear basis functions.

The Galerkin finite element approximation of Problem HHE is referred
to as Problem HHEh.

Problem HHEh

Find a function uh(t) ∈ Sh such that for each t ∈ [0, t∗]

c(u′′h(t), v) + a(u′h(t), v) + b(uh(t), v) = (q(·, t), v) for each v ∈ Sh,
while uh(0) = uh0 and u′h(0) = uhd .

Note that Problem HHEh is a special case of Problem GHh.
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Interpolation

For interpolation error estimates, we use well known results on inter-
polation theory. This can be found in [OR76, Chapter 6] and [SF73,
Chapter 5] for example.

We consider the interpolation operator for piecewise linear basis func-
tions, denoted by Πl. The following interpolation error estimate re-
places Assumption C2.

Corollary 3.3.1. There exists a constant Ĉl such that if u ∈ Hk(0, 1)
for k ≥ 2, then

‖Πlu− u‖V ≤ Ĉlh|u|2, (3.3.1)

where | · |2 denotes the semi-norm.

Using Assumption A3 and Equation (3.3.1), the error estimate for the
projection is

‖u− Pu‖W ≤ CV ‖u− Pu‖V ≤ Ĉlh|u|2.

Application of Theorem 3.1.2
Suppose uh0 = Πlu0 and uhd = Πlud. If the solution u of Problem HHE-
W satisfies Assumption C1, u(t) ∈ L2([0, t∗], H

2(0, 1) ∩ V ) and
u′(t) ∈ L2([0, t∗], H

2(0, 1) ∩ V ), then

‖u(t)− uh(t)‖W ≤CV Ĉlh
(
|u(t)|2 + 3t∗

√
2 max |u′(t)|2

+ 3Kat∗max |u(t)|2 + (2 + 3Kat∗)|u0|2
+ 3t∗|ud|2

)
,

for each t ∈ [0, t∗].

As previously mentioned in Subsection 3.2.3, the sum of the semi dis-
crete and fully discrete errors yields the final error estimate. For this,
we combine the estimates obtained in Theorems 3.1.2 and 3.2.1. Sup-
pose we use the same algorithm as in Problem GHh-D, we then obtain
the following problem.

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

 
 
 



CHAPTER 3. FINITE ELEMENT APPROXIMATION THEORY 46

Problem HHEh-D

Find a sequence {uhk} ⊂ Sh, such that for each k = 0, 1, 2, · · · , N − 1,

δtuk =vk+ 1
2
,

c (δtvk, ψ) + a
(
vk+ 1

2
, ψ
)

+ b
(
uh
k+ 1

2
, ψ
)

=
1

2
([f(tk) + f(tk+1)], ψ)X ,

while uh0 = dh and uhd = vh,

for each ψ ∈ Sh.

Application of the combination of Theorems 3.1.2 and 3.2.1
Suppose uh0 = Πlu0 and uhd = Πlud. If u(t) ∈ L2([0, t∗], H

2(0, 1) ∩
V ), u′(t) ∈ L2([0, t∗], H

2(0, 1) ∩ V ), f ∈ C2([0, t∗],L2(0, 1)) and the
sequence {uhk} is a solution of Problem HHEh-D, then

‖u(tk)− uhk‖W ≤CV Ĉlh
(
|u(t)|2 + 3t∗

√
2 max |u′(t)|2

+ 3Kat∗max |u(t)|2 + (2 + 3Kat∗)|u0|2
+ 3t∗|ud|2

)
+ 7t2∗τ

2 max ‖u(4)
h ‖W + 7t∗τ

2 max ‖u′′′h ‖W

+
√

2Kaτ
4 max ‖u′′′h ‖W ,

for each tk ∈ [0, t∗].
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Chapter 4

Serially connected double
beams

In this chapter, we consider a model that consists of two serially con-
nected Timoshenko beams. This model is used in a biological applica-
tion in Chapter 5.

4.1 Model problem

Consider two beams that are attached at one of their respective end-
points. For convenience, the beams are considered to have a horizontal
orientation, so that the beam on the left is referred to as Beam 1, and
the other as Beam 2. For convenience, we use subscripts 1 and 2 to
distinguish between the beams. The beams are modelled using the
Timoshenko theory (see Section 1.3). If the respective lengths of the
beams are L1 and L2, then the dimensionless length of the each beam
is obtained by scaling such that Beam 1 is one dimensionless unit and
is denoted by `1, while the dimensionless length of Beam 2 is

`2 =
L2

L1

.

Equations of motion

∂2
twi = ∂xFi + qi,

1

αi
∂2
t φi = Fi + ∂xMi.

47
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Constitutive equations

Fi = ∂xwi − φi,

Mi =
1

βi
∂xφi,

for i = 1, 2.

In the rest of this chapter (unless stated otherwise) Beam 1 is assumed
to be embedded in an elastic material and that it does not experience
any load. To model this, we let q1 = −gw1 where g is the parameter for
the elastic material. In this case, the reaction of the elastic material is
considered as a load, while q2(x, t) denotes the external load on Beam 2.

Boundary and interface conditions

Boundary conditions

Various boundary conditions are possible for each of the beams. Except
where stated otherwise, we restrict our attention to the case where
Beam 1 is clamped at its left end, and Beam 2 is free at its right
endpoint, that is

Beam 1:

w1(0, t) = φ1(0, t) = 0. (4.1.1)

Beam 2:

F2(`2, t) = M2(`2, t) = 0. (4.1.2)

In Section 4.3, we consider some of the other possible configurations
for the attached Timoshenko beams. Specifically, we are interested in
the effect of some boundary conditions on the solvability of a problem.

Interface conditions

The interaction between the beams can be rigid or elastic. For sim-
plicity, we consider a rigid interface between the beams. As such, the
continuity conditions at the point of attachment are

w1(`1, t) = w2(0, t) and φ1(`1, t) = φ2(0, t). (4.1.3)

We also have

F1(`1, t) = F2(0, t) and M1(`1, t) = M2(0, t). (4.1.4)
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Problem EDB (Embedded Double Beam)

Given functions qi and positive constats αi and βi, find wi and φi such
that

∂2
twi = ∂xFi + qi, (4.1.5)

1

αi
∂2
t φi = ∂xMi + Fi, (4.1.6)

Fi = ∂xwi − φi, (4.1.7)

Mi =
1

βi
∂xφi, (4.1.8)

with boundary conditions (4.1.1) and (4.1.2), interface conditions (4.1.3)
and (4.1.4), while

wi(·, 0) = wi0, ∂twi(·, 0) = wid,

φi(·, 0) = φi0 and ∂tφi(·, 0) = φid,

for i = 1, 2.

4.2 Existence of a unique solution

In this section we consider the solvability of Problem EDB by apply-
ing the existence theory in Chapter 2. As such, we start by writing
Problem EDB in variational form.

4.2.1 Variational form

The variational form of Problem EDB is obtained by multiplying Equa-
tions (4.1.5) and (4.1.6) respectively by vi and νi ∈ C1[0, `i] and inte-
grating. If ∂xF (·, t) and ∂xM(·, t) are integrable, using integration by
parts (on the terms on the right side of the equality sign in Equa-
tions (4.1.5) and (4.1.6)) yields∫ `i

0

∂2
twi(·, t)vi =Fi(`i, t)vi(`i)− Fi(0, t)vi(0)−

∫ `i

0

Fi(·, t)v′i

+

∫ `i

0

qi(·, t)vi, (4.2.1)
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1

αi

∫ `i

0

∂2
t φi(·, t)νi =Mi(`i, t)νi(`i)−Mi(0, t)νi(0) +

∫ `i

0

Fi(·, t)νi

−
∫ `i

0

Mi(·, t)ν ′i, (4.2.2)

for i = 1, 2.

Adding Equation (4.2.1) for both beams and substituting the function
qi for each i we obtain∫ `1

0

∂2
tw1(·, t)v1 +

∫ `2

0

∂2
tw2(·, t)v2

=F1(`1, t)v1(`1)− F1(0, t)v1(0) + F2(`2, t)v2(`2)− F2(0, t)v2(0)

−
∫ `1

0

F1(·, t)v′1 −
∫ `2

0

F2(·, t)v′2 −
∫ `1

0

gw1(·, t)v1 +

∫ `2

0

q2(·, t)v2.

(4.2.3)

Similarly, for Equation (4.2.2) we obtain

1

α1

∫ `1

0

∂2
t φ1(·, t)ν1 +

1

α2

∫ `2

0

∂2
t φ2(·, t)ν2

=M1(`1, t)ν1(`1)−M1(0, t)ν1(0) +M2(`2, t)ν2(`2)−M2(0, t)ν2(0)

+

∫ `1

0

F1(·, t)ν1 +

∫ `2

0

F2(·, t)ν2 −
∫ `1

0

M1(·, t)ν ′1 −
∫ `2

0

M2(·, t)ν ′2.

(4.2.4)

The following test function spaces are defined:

TB[0, `1] = {v1 ∈ C1[0, `1] | v1(0) = 0} and TA[0, `2] = C1[0, `2].

Remark. Due to the interface conditions, the following restriction
holds for all cases of test functions

v1(`1) = v2(0).

Next, we define the product space of test functions

Tp = TB[0, `1]× TA[0, `2]× TB[0, `1]× TA[0, `2].

We present the variational form of Problem EDB.
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Problem EDB-V

Given functions q2 and g and positive constants α1, α2, β1 and β2, find
w1, w2, φ1 and φ2 where w1(·, t), φ1(·, t) ∈ TB[0, `1] and w2(·, t),
φ2(·, t) ∈ TA[0, `2] for each t > 0 such that∫ `1

0

∂2
tw1(·, t)v1 +

∫ `2

0

∂2
tw2(·, t)v2 +

1

α1

∫ `1

0

∂2
t φ1(·, t)ν1 +

1

α2

∫ `2

0

∂2
t φ2(·, t)ν2

=−
∫ `1

0

(∂xw1(·, t)− φ1(·, t))(v′1 − ν1)−
∫ `2

0

(∂xw2(·, t)− φ2(·, t))(v′2 − ν2)

−
∫ `1

0

gw1v1 −
∫ `1

0

1

β1

∂xφ1(·, t)ν ′1 −
∫ `2

0

1

β2

∂xφ2(·, t)ν ′2 +

∫ `2

0

q2(·, t)v2,

for all 〈v1, v2, ν1, ν2〉 ∈ Tp, with

wi(·, 0) = wi0, ∂twi(·, 0) = wid,

φi(·, 0) = φi0 and ∂tφi(·, 0) = φid,

for i = 1, 2.

Recall for Problem EDB q1(x, t) = −gw1(x, t) and q2(x, t) is a specified
load. In this case, the reaction of the elastic material is considered as
a load, while q2(x, t) denotes the external load on Beam 2.

Consider a function u : [0, t∗]→ Tp for each t∗ <∞, such that

u(t)(x) = 〈w1(x, t), w2(x, t), φ1(x, t), φ2(x, t)〉.

Similarly, q̃(t)(x) = 〈0, q2(x, t), 0, 0〉.

We define the following bilinear forms in terms of the L2 inner products:

c(u, v) = (u1, v1) +

(
1

α1

u3, v3

)
+ (u2, v2) +

(
1

α2

u4, v4

)
,

b(u, v) = (u′1 − u3, v
′
1 − v3) + (u′2 − u4, v

′
2 − v4) + (gu1, v1) +

(
1

β1

u′3, v
′
3

)
+

(
1

β2

u′4, v
′
4

)
.

In this application we assume that inf |g| > 0, but a(u, v) = 0.

4.2.2 Weak variational form

In Subsection 4.2.1 we derived the variational form of Problem EDB.
The aim of this section is to write Problem EDB-V in its weak varia-
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tional form.

Recall that for Problem EDB-V we have the test function product space

Tp = TB[0, `1]× TA[0, `2]× TB[0, `1]× TA[0, `2], where

TB[0, `1] = {v1 ∈ C1[0, `1] | v1(0) = 0} and TA[0, `2] = C1[0, `2],

with v2 ∈ TA[0, `2] and the continuity condition

v1(`1) = v2(0).

The spaces VB[0, `1] and VA[0, `2] are the closure of the test functions
TB[0, `1] and TA[0, `2] in the Sobolev spaces H1(0, `1) and H1(0, `2)
respectively.

It is necessary to define the value of f(p), for a function f ∈ H1(0, `i)
with i = 1, 2. Of use to us is the one-dimensional case of the trace
operator. The reader is referred to Appendix A.3 for further details on
the trace operator.

To write Problem EDB-V in weak variational form, the product spaces
defined below are of importance. The table illustrates the notation
used for each space.

X = L2(0, `1)× L2(0, `2)× L2(0, `1)× L2(0, `2),

H1 = H1(0, `1)×H1(0, `2)×H1(0, `1)×H1(0, `2),

Vp = VB(0, `1)× VA(0, `2)× VB(0, `1)× VA(0, `2),

V = {u = 〈u1, u2, u3, u4〉 ∈ Vp | u1(`1) = u2(0) and u3(`1) = u4(0)}.

Space Inner product Norm

L2 (·, ·) ‖ · ‖
X (x, y)X = (x1, y1) + (x2, y2) + (x3, y3) + (x4, y4) ‖ · ‖X
H1 (·, ·)H = (x1, y1)1 + (x2, y2)1 + (x3, y3)1 + (x4, y4)1 ‖ · ‖1

Proposition 4.2.1. The bilinear form c is an inner product for the
space X.

Proof. Since the bilinear form c is symmetric, it is an inner product if
c(u, u) = 0 implies u = 0. Consider u ∈ X,

c(u, u) = (u1, u1) +

(
1

α1

u3, u3

)
+ (u2, u2) +

(
1

α2

u4, u4

)
≥ BC‖u‖2

X ,

(4.2.5)
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where BC = min

{
1,

1

α1

,
1

α2

}
.

Definition 4.2.1 (Inertia space W ). The vector space X equipped with
the inner product c is referred to as the Inertia space W . The norm
‖ · ‖W is defined by ‖u‖W =

√
c(u, u).

Proposition 4.2.2. The norms ‖ · ‖W and ‖ · ‖X are equivalent.

Proof. Let u ∈ W,

‖u‖2
W = (u1, u1) +

(
1

α1

u3, u3

)
+ (u2, u2) +

(
1

α2

u4, u4

)
≤ BW‖u‖2

X ,

with BW = max

{
1,

1

α1

,
1

α2

}
. Using Inequality (4.2.5) the result fol-

lows.

Corollary 4.2.1. The space W is complete.

Proof. Using the remark to Proposition A.1.3 in the Appendix and the
fact that L2 is complete, it follows that X is complete. Since W = X
and the norms ‖ · ‖W and ‖ · ‖X are equivalent the desired result is
obtained.

Recall that J is an interval that contains zero.

Problem EDB-W

Find u ∈ C1(J , X) such that for each t ∈ J , u(t) ∈ V, u′′(t) ∈ W and

c(u′′(t), v)+ b(u(t), v) = (q̃(t), v)X for each v ∈ V,
while u(0) = u0 and u′(0) = ud.

If the model problem has a classical solution, then

u1(t)(x) = w1(x, t), u2(t)(x) = w2(x, t),

u3(t)(x) = φ1(x, t) and u4(t)(x) = φ2(x, t).

4.2.3 Existence

Next we obtain results in order to define the energy space V and its
properties.
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The energy space V

To prove Proposition 4.2.4 below, we need the following auxiliary result.

Proposition 4.2.3. Suppose the function f ∈ C1[0, `]. Then,

‖f‖ ≤ `‖f ′‖+
√
`|f(0)|.

Proof. Let σ(x) = f(0) for each x ∈ [0, `] and h = f − σ. Applying the
Triangle inequality on f and substituting σ yields

‖f‖ = ‖h+ σ‖ ≤ ‖h‖+ ‖σ‖ = ‖h‖+
√
`|f(0)|. (4.2.6)

Using the fact that the function h has a zero in [0, `], by Lemma A.2.3
we have

‖h‖ ≤ `‖h′‖.
It follows from Inequality (4.2.6) and the definition of h

‖f‖ ≤ ‖h‖+
√
`|f(0)| ≤ `‖f ′‖+

√
`|f(0)|. (4.2.7)

Proposition 4.2.4. There exists a positive constant BB such that

b(u, u) ≥ BB‖u‖2
X for each u ∈ V.

Proof. For convenience, recall

b(u, u) = ‖u′1 − u3‖2 + ‖u′2 − u4‖2 + ‖√gu1‖2 +
1

β1

‖u′3‖2 +
1

β2

‖u′4‖2.

For any u ∈ V, u3 has a zero in [0, `1]. Using Lemma A.2.4 we have

‖u3‖2 ≤ `2
1‖u′3‖2 ≤ B3b(u, u), (4.2.8)

for some constant B3 > 0.

Let η = inf
[0,`1]
|g|, then ‖√gu1‖2 = (gu1, u1) ≥ η‖u1‖2. It follows that

‖u1‖2 ≤ η−1‖√gu1‖2 ≤ B1b(u, u), (4.2.9)

for some constant B1 > 0.

Recall for any u ∈ V the following continuity restriction holds

u1(`1) = u2(0).
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Applying Lemma A.3.1 on the trace of u1 yields

|u1(`1)| ≤ K`‖u1‖1,

where K` =
√

2 max
{√

`1,
(√

`1

)−1
}
.

Using the result in Proposition 4.2.3 and the inequality above on u2 we
have

‖u2‖2 ≤ (`2‖u′2‖+K`

√
`2‖u1‖1)2 ≤ B2b(u, u), (4.2.10)

for some constant B2 > 0. Similarly, for u4 there exists a constant
B4 > 0 such that

‖u4‖2 ≤ (`2‖u′4‖+K`

√
`2‖u3‖1)2 ≤ B4b(u, u). (4.2.11)

Adding Inequalities (4.2.8) to (4.2.11) we obtain

‖u‖2
X ≤ (B1 +B2 +B3 +B4)b(u, u).

Collecting the results above we obain the following corollary.

Corollary 4.2.2. The bilinear form b is an inner product for the
space V.

Remark. Note that the property b(u, u) = 0 ⇐⇒ u = 0 is satisfied
due to the continuity condition.

Definition 4.2.2 (Energy space V ). The vector space V equipped with
the inner product b is referred to as the energy space. The norm ‖ · ‖V
is defined by ‖u‖V =

√
b(u, u).

Proposition 4.2.5. There exists a positive constant BV such that

b(u, u) ≥ BV ‖u‖2
W for each u ∈ V.

Proof. Using Propositions 4.2.4 and 4.2.2 for any u ∈ V,

b(u, u) ≥ BB(BW )−1‖u‖2
W .

Theorem 4.2.1. The norms ‖ · ‖V and ‖ · ‖1 are equivalent on V.
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Proof. Recall for any u ∈ V,
‖u1‖2 ≤ η−1‖√gu1‖2, (4.2.12)

where η = inf
[0,`1]
|g|. Since u1 has a zero in [0, `1], from Lemma A.2.3 we

have

B1b(u, u) ≥ ‖u′1‖2 ≥ (η`1)−1‖u1‖2, (4.2.13)

for some constant B1 > 0. Also, for some constant B3 > 0,

B3b(u, u) ≥ ‖u′3‖2 ≥ `−1
1 ‖u3‖2. (4.2.14)

Using

‖u′1‖+ ‖u′2‖ ≤ ‖u′1 − u3‖+ ‖u3‖+ ‖u′2 − u4‖+ ‖u4‖
together with (4.2.11) and (4.2.14), we obtain the result that

B∗b(u, u) ≥ ‖u′‖2
X . (4.2.15)

Combining the result in Proposition 4.2.4 and Inequality (4.2.15) yields

Bb(u, u) ≥ ‖u‖2
1.

Next, recall that for any u ∈ V the energy norm is defined by

‖u‖2
V = ‖u′1 − u3‖2 + ‖√gu1‖2 + ‖u′2 − u4‖2 +

∥∥∥∥ 1

β1

u′3

∥∥∥∥2

+

∥∥∥∥ 1

β2

u′4

∥∥∥∥2

.

(4.2.16)

(Recall that the continuity condition is required to ensure that ‖ · ‖V
is a norm.) Let η1 = max

[0,`1]
|g|. Using the Triangle inequality on u ∈ V

in Equation (4.2.16) yields

‖u‖2
V ≤ 2

(
‖u′1‖2 + ‖u3‖2 + ‖u′2‖2 + ‖u4‖2

)
+ η1‖u1‖2 +

∣∣∣∣ 1

β1

∣∣∣∣ ‖u′3‖2 +

∣∣∣∣ 1

β2

∣∣∣∣ ‖u′4‖2

≤ BV ‖u‖2
1,

where BV = max
{

2, η1,
1

β1

,
1

β2

}
.

Corollary 4.2.3. The space V is complete.

Proof. Since VB(0, `1) and VA(0, `2) are the closures of the test functions
in the Hilbert spaces H1(0, `1) and H1(0, `2) respectively, the spaces
VB(0, `1) and VA(0, `2) are complete. Using the remark to Proposi-
tion A.1.3 we have that the product space V is complete with respect
to the norm ‖ ·‖1. Since the ‖ ·‖V and ‖ ·‖1 norms are equivalent, it fol-
lows from Proposition A.1.2 that the product space V is complete.
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Existence

Proposition 4.2.6. V is dense in W and W is dense in X.

Proof. Recall that V is the product space VB(0, `1)×VA(0, `2)×VB(0, `1)×
VA(0, `2), where VB(0, `1) and VA(0, `2) are the closures of the test func-
tions in H1(0, `i).

By Corollary A.1.1 we have that for i = 1, 2, C1[0, `i] is dense in
L2(0, `i). That is, for any u ∈ X there exists u∗ ∈ V with
u∗ = 〈u∗1, u∗2, u∗3, u∗4〉 ∈ C1[0, `1] × C1[0, `2] × C1[0, `1] × C1[0, `2], such
that for any ε > 0

‖ui − u∗i ‖2 <
ε

4
for i = 1, 2, 3, 4.

It follows that
‖u− u∗‖2

X < ε.

Therefore V is dense in X. The result follows from Proposition 4.2.2.

To apply the theory in Chapter 2, we define Hilbert spaces X,W and
V that are specific to Problem EBD-W.

In this application the sets X and W are the same. The definitions are
as seen in Subsection 4.2.2.

Theorem 4.2.2. Suppose q ∈ C1(J , X). If u0 ∈ Eb and ud ∈ V, then
there exists a unique weak solution u such that

u ∈ C1(J , V ) ∩ C2(J ,W ),

for Problem EDB-W.

Proof. As a result of Propositions 4.2.6, 4.2.2 and 4.2.5, Assumptions
A1, A2 and A3 are respectively satisfied. Since a = 0, from the remark
in Section 2.2, Assumption A4W is satisfied. As a consequence of
Theorem 2.2.2 a unique weak solution exists for Problem EDB-W.

4.3 Special cases of the model

Thus far, we have considered the well-posedness of a double beam prob-
lem, where Beam 1 is clamped at its left end while embedded in an
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elastic material. Other configurations are possible for such a problem
for instance, varying properties of a beam and boundary conditions.
However, such conditions have implications on the existence theory.
As motivation for our discussion in Chapter 5, it is useful to consider
some configurations and their influence to the theory in Section 4.2.

4.3.1 Cantilever double beam

Consider Problem EDB-W given that g = 0. This implies that Beam
1 is not embedded; it is a special case of Problem EDB-W. With the
exception of inequality (4.2.9) all the Definitions, Corollaries, Propo-
sitions and Theorem 4.2.1 in Section 4.2 all hold. To this end, we
consider the result below which is a replacement for Inequality (4.2.9).

Proposition 4.3.1. Consider Problem EDB-W, where g = 0. There
exists a positive constant BN such that

BNb(u, u) ≥ ‖u1‖2 for each u ∈ V.

Proof. Note that

‖u1‖2 ≤ ‖u‖2
X for all u ∈ V. (4.3.1)

From Lemma A.2.4 we have

‖u‖2
X ≤`2

1‖u′1‖2 + `2
1‖u′3‖2 ≤ 2`2

1

(
‖u′1 − u3‖2 + ‖u′3‖2

)
. (4.3.2)

Using the definition of b and substituting g = 0 we have

b(u, u) =‖u′1 − u3‖2 + ‖u′2 − u4‖2 +
1

β1

‖u′3‖2 +
1

β2

‖u′4‖2

≥min

{
1,

1

β1

,
1

β2

}(
‖u′1 − u3‖2 + ‖u′2 − u4‖2 + ‖u′3‖2 + ‖u′4‖2

)
.

(4.3.3)

Let Bα = min

{
1,

1

β1

,
1

β2

}
and BN =

Bα

2`2
1

. It follows from Inequali-

ties (4.3.1), (4.3.2) and (4.3.3) that

b(u, u) ≥ (BN)−1‖u1‖2.
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As previously stated, the estimate in Proposition 4.3.1 replaces In-
equality (4.2.9) when g = 0. As such, the result in Proposition 4.2.4
still holds.

As before, Problem EDB-W has a unique solution u such that

u ∈ C1((−∞,∞), V ) ∩ C2((−∞,∞),W ),

provided u0 ∈ Eb and ud ∈ V. Briefly, the existence theory for Prob-
lem EDB-W does not change irrespective of whether Beam 1 is embed-
ded in an elastic material or not.

4.3.2 Partially embedded beam

Unlike in Subsection 4.3.1, we now consider different boundary con-
ditions on Beam 1 when it is embedded in an elastic material. The
boundary conditions imposed are:

F1(0, t) = M1(0, t) = 0. (4.3.4)

For clarity, we refer to Problem EDB with boundary conditions (4.3.4)
as Problem F-EDB. To obtain the variational form of Problem F-EDB
the required test function space is

Tp = TA[0, `1]× TA[0, `2]× TA[0, `1]× TA[0, `2].

Note that the space TA[0, `i] is defined as

TA[0, `i] = C1[0, `i] for i = 1, 2.

The weak variational forms of Problem EDB and Problem F-EDB are
similar, but with different test function spaces. We define the product
spaces as in Section 4.2 with

Vp = VA[0, `1]× VA[0, `2]× VA[0, `1]× VA[0, `2].

With the exception of Proposition 4.2.4 and Theorem 4.2.1, the Defini-
tions, Corollaries and Propositions discussed in Section 4.2 are satisfied.
But, to prove Proposition 4.2.4 we require estimates for u ∈ V. By the
definition of V, Lemma A.2.3 cannot be applied since the test functions
(in TA[0, `i]) do not necessarily have zeros. The authors of [VZV09]
considered a similar problem. Specifically, a non-dimensionless pinned-
pinned Timoshenko beam problem. For completeness, we present the
boundary conditions for a pinned-pinned beam problem

w(0, t) = M(0, t) = 0 and w(`, t) = M(`, t) = 0.
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The test function space for the problem is

Tp = TC [0, `]× TA[0, `],

where TC [0, `] = {v ∈ C1[0, `] | v(0) = v(`) = 0} and TA[0, `] = C1[0, `].

A difficulty is encountered when determining an estimate for
φ ∈ TA[0, `]. This challenge is discussed further by the authors of
[VZV09]. Consequently, proving Propositions 4.2.4, 4.2.5 and The-
orem 4.2.1 is beyond the scope of this dissertation. Regardless, we
assume that Propositions 4.2.4, 4.2.5 and Theorem 4.2.1 hold for the
weak variational form of Problem F-EDB.

Our assumption enables us to establish the existence of a unique so-
lution of Problem F-EDB such that if u0 ∈ Eb and ud ∈ V, there is a
solution

u ∈ C1(J , V ) ∩ C2(J ,W ).

4.3.3 Conclusion

From our discussion, note that if Beam 1 is clamped, regardless of being
embedded in an elastic material or not, the theory in Chapter 2 can
be used to prove the existence and uniqueness of a weak solution for
Problem EDB.

If the boundary conditions imposed on Beam 1 are as in Equation (4.3.4),
there are difficulties encountered in determining some estimates. Nev-
ertheless, we agree with [VZV09] that it is possible to obtain an esti-
mate for u. Therefore, the existence theory in Chapter 2 can be applied
and a solution for Problem F-EDB be determined.

Besides the difference in the definition of the spaces V , it is impor-
tant to note that Problem EDB-W and the weak variational form of
Problem F-EDB are the same. For the rest of this discussion, we con-
sider Problem EDB-W as the general problem for a serially double
connected beam model, which is rigidly attached at the interface. The
imposed boundary conditions on the model are ignored. Consequently,
the existence of a unique solution for Problem EDB-W is established.
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4.4 Finite element approximation

In this section, the convergence of the finite element method approxi-
mation for the solution of Problem EDB-W is considered. Recall that
Assumptions A1, A2, A3 and A4W for the existence and uniqueness
of a weak solution u ∈ C1(J , V ) ∩ C2(J ,W ) has been established in
Section 4.2.

4.4.1 Galerkin approximation

Suppose Sh(0, `i) is the span of piecewise linear basis functions on [0, `i].
Let the product space Sh denote a finite dimensional subspace of V
where Sh is defined as:

Sh(0, `1)× Sh(0, `2)× Sh(0, `1)× Sh(0, `2).

Problem EDB-Wh

Find a function uh(t) ∈ Sh such that for each t ∈ [0, t∗],

c(u′′h(t), v) + b(uh(t), v) = (q(·, t), v) for each v ∈ Sh,
while uh(0) = uh0 and u′h(0) = uhd .

Using the approach in Chapter 3, we will interpolate to find the initial
conditions uh0 and uhd . Note that Problem EDB-Wh is a special case of
Problem GHh.

4.4.2 Convergence and error estimates

Recall Problem EDB-W is undamped. It was discussed in Chapter 2
that the absence of damping is a special case of weak damping. As
such, we will proceed, using the results in Chapter 3 to determine error
estimates. This subsection is based on the approach in [Bas14].

Suppose that Assumption C1 holds, as in Subsection 3.3.1 we use re-
sults on interpolation theory to replace Assumption C2.

We define a generalised interpolation operator Π in the product space
H1 by

Πu = 〈Π`u1,Π`u2,Π`u3,Π`u4〉 for u ∈ H1,
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where Πl is the usual interpolation operator for piecewise linear basis
functions.

To apply the results in Chapter 3 (and therefore in [BV13]), we require
u ∈ C2((0, t∗), V ) and that u(t) and u′′(t) ∈ H2.

The following interpolation error estimate replaces Assumption C2.

Corollary 4.4.1. There exists a constant ĈΠ such that if u ∈ Hk for
k ≥ 2, then

‖ΠΠu− u‖V ≤ ĈΠh|u|2, (4.4.1)

where | · |2 denotes the semi-norm.

Application of Theorem 3.1.2
Suppose uh0 = Πu0 and uhd = Πud. If the solution u of Problem EDB-W
satisfies Assumption C1, u(t) ∈ L2([0, t∗], H

2 ∩ V ) and
u′(t) ∈ L2([0, t∗], H

2 ∩ V ), then

‖u(t)− uh(t)‖W ≤CV ĈΠh
(
|u(t)|2 + 3t∗

√
2 max |u′(t)|2

+ 3Kat∗max |u(t)|2 + (2 + 3Kat∗)|u0|2
+ 3t∗|ud|2

)
,

for each t ∈ [0, t∗].

Suppose we use the same algorithm as in Problem GHh-D, we then
obtain the following problem.

Problem EDBh-D

Find a sequence {uhk} ⊂ Sh, such that for each k = 0, 1, 2, · · · , N − 1,

δtuk =vk+ 1
2
,

c (δtvk, ψ) + b
(
uh
k+ 1

2
, ψ
)

=
1

2
([f(tk) + f(tk+1)], ψ)X ,

while uh0 = dh and uhd = vh,

for each ψ ∈ Sh.

To obtain the final error estimate, we combine the results from Theo-
rems 3.1.2 and 3.2.1 to obtain the result below.

Application of the combination of Theorems 3.1.2 and 3.2.1
Suppose uh0 = Πu0 and uhd = Πud. If u(t) ∈ L2([0, t∗], H

2 ∩ V ),
u′(t) ∈ L2([0, t∗], H

2 ∩ V ), f ∈ C2([0, t∗],L2) and the sequence {uhk} is
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a solution of Problem EDBh-D, then

‖u(tk)− uhk‖W ≤CV ĈΠh
(
|u(t)|2 + 3t∗

√
2 max |u′(t)|2

+ 3Kat∗max |u(t)|2 + (2 + 3Kat∗)|u0|2
+ 3t∗|ud|2

)
+ 7t2∗τ

2 max ‖u(4)
h ‖W + 7t∗τ

2 max ‖u′′′h ‖W

+
√

2Kaτ
4 max ‖u′′′h ‖W ,

for each tk ∈ [0, t∗].

4.5 Single beam model for serially connected beams

Thus far, we have considered the solvability and convergence of the
Galerkin approximation of a serially connected double beam model
problem. In this section, we consider it as a single beam where the
beam is embedded. This investigation is motivated by the effect of
the interface condition imposed on the serially connected double Tim-
oshenko beam model.

4.5.1 Single Timoshenko beam problem

We begin by writing Problem EDB as an embedded single beam model
problem. Recall Beam 1 is configured to be one dimensionless unit,
while the dimensionless length of Beam 2 is `2.

Let I1 = [0, 1] and I2 = [1, L∗], where L∗ = 1 + `2.

Consider the function w such that

w(x, t) =

{
w1(x, t) on I1,

w2(x− 1, t) on I2.

The functions φ, F,Q and M are defined similarly.

Note that the interval I1 ∪ I2 = I, so that the point x = 1 is the
interface. That is, the right end of Beam 1 corresponds to the left end
of Beam 2.

Remark. Since the functions w1 and w2 are equal at the interface, it
is acceptable to define w1 and w2 on closed intervals. We have that
w(1, t) = w1(1, t) = w2(0, t). This is also the case for the functions
φ, F and M.
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Boundary and interface conditions

Consider the case where the beam is free at the endpoints, that is

F (0, t) = M(0, t) = 0 and F (L∗, t) = M(L∗, t) = 0. (4.5.1)

The interface conditions are:

w(1, t) =w1(1, t) = w2(0, t), φ(1, t) = φ1(1, t) = φ2(0, t),

F (1, t) =F1(1, t) = F2(0, t) and M(1, t) = M1(1, t) = M2(0, t).
(4.5.2)

We formulate the model problem.

Problem ESB (Embedded Single Beam)

Given a function Q and positive constants α and β, find w and φ such
that

∂2
tw = ∂xF +Q, (4.5.3)

1

α
∂2
t φ = ∂xM + F, (4.5.4)

F = ∂xw − φ, (4.5.5)

M =
1

β
∂xφ, (4.5.6)

with boundary conditions (4.5.1), interface conditions (4.5.2) and ini-
tial conditions

w(·, 0) = w0, φ(·, 0) = φ0, ∂tw(·, 0) = wd and ∂tφ(·, 0) = φd. (4.5.7)

The function Q is defined as

Q =

{
−gw(x, t) on I1,

q2(x− 1, t) on I2,

where g is a function that describes the elasticity of a material.

4.5.2 Variational form

To obtain the variational form of Problem ESB, multiply Equation (4.5.3)
by a function v ∈ C1(Ī), multiply Equation (4.5.4) by a function
ν ∈ C1(Ī) and integrate. If ∂xF and ∂xM are integrable, integrating
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the terms on the right side of the equality signs in Equation (4.5.3) and
(4.5.4) yields∫ L∗

0

∂2
tw(·, t)v =F (L∗, t)v(L∗)− F (0, t)v(0)−

∫ L∗

0

F (·, t)v′

+

∫ L∗

0

Q(·, t)v, (4.5.8)∫ L∗

0

1

α
∂2
t φ(·, t)ν =M(L∗, t)ν(L∗)−M(0, t)ν(0)−

∫ L∗

0

M(·, t)ν ′

+

∫ L∗

0

F (·, t)ν. (4.5.9)

The substitution of boundary conditions (4.5.1) into Equations (4.5.8)
and (4.5.9) necessitates the introduction of a test function space

TA(I) = C1(Ī)

Let
Tp = TA(I)× TA(I).

The L2(I) inner product is denoted by (·, ·), such that (·, ·) = (·, ·)I1 +
(·, ·)I2 .

Combining Equations (4.5.8) and (4.5.9) then substituting constitutive
equations (4.5.5) and (4.5.6) results in the variational form of Prob-
lem ESB.

Problem ESB-V

Given functions g and q2, find 〈w, φ〉 where 〈w(·, t), φ(·, t)〉 ∈ Tp for
each t > 0, such that∫

I

∂2
tw(·, t)v =−

∫
I

(∂xw(·, t)− φ(·, t))(·, t)v′ −
∫
I1

gw(·, t)v

+

∫
I2

q2(·, t)v,∫
I

1

α
∂2
t φ(·, t)ν =

∫
I

(∂xw(·, t)− φ(·, t))ν −
∫
I

1

β
∂xφ(·, t)ν ′,

for all 〈v, ν〉 ∈ Tp with

w(·, 0) =w0, ∂tw(·, 0) = wd, φ(·, 0) = φ0 and ∂tφ(·, 0) = φd.

Other variational forms of Problem ESB are possible, we discuss this
in Chapter 5.
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Note that Problem EDB-V and Problem ESB-V are equivalent. Since
a solution u of Problem EDB-W is a solution of Problem EDB-V, it
follows that u is a solution of Problem ESB-V. For theoretical purposes
we treat the problem as a double beam. For computations however,
the single beam model is used (see Chapter 5).
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Chapter 5

Beam models for tap root
systems

In this chapter, we consider an application of the beam models intro-
duced in Chapter 4, namely the embedded single and double beam
models. Specifically, the Timoshenko beam theory is used to study the
reaction of plants with a tap root to lateral static and dynamic loads.
The aim is to compare numerical results obtained for the finite element
approximations to the experimental findings in [Enn00].

In his study, Ennos (2000) states that the significance of roots in plants
is not limited to the absorption of water and nutrients. Another major
function of the roots is to anchor plants. An outcome of the successful
work in [Enn00] is that a framework on how to stabilise crops was
established.

Recall Problems EDB and ESB considered in Chapter 4. In this chap-
ter, the Galerkin approximations of the problems are examined and
compared. The various parameters influencing the dynamics of a plant
with a tap root system are also investigated. Finally, in Section 5.4
these results are discussed and compared to the findings in the above
mentioned article.

5.1 Single beam model

Recall that the single beam model introduced in Section 4.5 is an out-
come of the rigid attachment of two serially connected beams. In this

67
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CHAPTER 5. BEAM MODELS FOR TAP ROOT SYSTEMS 68

investigation, a plant is modelled as a beam of length L∗, with an em-
bedded part (0 to 1) which represents the root and the rest (1 to L∗)
represents the exposed part of the plant.

For convenience, we rewrite the variational form of the embedded single
beam model. Recall the interval I = I1 ∪ I2, where I1 = [0, 1] and
I2 = [1, L∗]. The space of test functions for Problem ESB-V is denoted
by Tp = TA(I) × TA(I), where TA(I) = v ∈ C1(I).

Problem ESB-V

Given functions g ∈ C(I1), q2 ∈ C1(I2) and positive constants α and β,
find 〈w, φ〉 where 〈w(·, t), φ(·, t)〉 ∈ Tp for each t > 0, such that for any
〈v, ν〉 ∈ Tp∫

I

∂2
tw(·, t)v =−

∫
I

(∂xw(·, t)− φ(·, t))(·, t)v′ −
∫
I1

gw(·, t)v

+

∫
I2

q2(·, t)v, (5.1.1)∫
I

1

α
∂2
t φ(·, t)ν =

∫
I

(∂xw(·, t)− φ(·, t))ν −
∫
I

1

β
∂xφ(·, t)ν ′, (5.1.2)

with initial conditions

w(·, 0) =w0, ∂tw(·, 0) = wd, φ(·, 0) = φ0 and ∂tφ(·, 0) = φd.

Variational forms

The standard variational form of Problem ESB was introduced in Sub-
section 4.5.2. When this variational form is used to obtain approxima-
tions using the finite element method, we refer to it as the Standard
Finite Element Method (SFEM).

Alternatively, only the second constitutive equation (4.5.6) can be
substituted into Equation (5.1.2), while the other is multiplied by a
smooth function and is used as a separate equation. This method is
referred to as the Mixed Finite Element Method (MFEM). A modi-
fication of MFEM is obtained when both the constitutive equations
are used separately by multiplying them by arbitrary smooth func-
tions. This method is referred to as the Variant Mixed Finite Element
Method (VMFEM).

In this section, the VMFEM is used to show how a system of differential
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equations is obtained. Similar arguments hold when SFEM and MFEM
is considered.

For this application, we define the function g to be a constant function
c, where c is the measure of elasticity of the soil (see Section 5.3 for
more detail).

To start, we present the variant mixed variational form of Problem ESB.
For this case, the space of test functions is defined to be

Tp = TA(I)× TA(I)× TA(I)× TA(I).

Problem ESB-VV

Given a function q2 ∈ C1(I2) and positive constants α, β and c for each
t > 0, find 〈w, φ, F,M〉 where 〈w(·, t), φ(·, t), F (·, t),M(·, t)〉 ∈ Tp such
that for any 〈v, ν, y, z〉 ∈ Tp∫

I

∂2
tw(·, t)v = −

∫
I

F (·, t)v′ −
∫
I1

cw(·, t)v +

∫
I2

q2(·, t)v, (5.1.3)∫
I

1

α
∂2
t φ(·, t)ν =

∫
I

F (·, t)ν −
∫
I

M(·, t)ν ′, (5.1.4)∫
I

F (·, t)y =

∫
I

(∂xw(·, t)− φ(·, t))y, (5.1.5)∫
I

M(·, t)z =

∫
I

1

β
∂xφ(·, t)z, (5.1.6)

with initial conditions

w(·, 0) = w0, ∂tw(·, 0) = wd, φ(·, 0) = φ0 and ∂tφ(·, 0) = φd.

5.1.1 Galerkin approximation

In this subsection, we consider the Galerkin approximation of Prob-
lem ESB-VV. Recall the intervals I1 = [0, 1], I2 = [1, L∗] and that
I = I1 ∪ I2. To obtain the Galerkin approximation, we consider piece-
wise linear basis functions on n subintervals of I and denote the basis
functions by δ0, δ1, · · · , δn.

Define the following finite dimensional subspace

Sh = span{δ0, δ1, · · · , δn}.
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Problem ESBh

Given a function qh2 ∈ C1(I2) and positive constants α, β and c, find
wh(·, t), φh(·, t), F h(·, t) and Mh(·, t) ∈ Sh such that for i = 0, . . . , n∫

I

∂2
tw

h(·, t)δi =−
∫
I

F h(·, t)δ′i −
∫
I1

cwh(·, t)δi +

∫
I2

qh2 (·, t)δi,

(5.1.7)∫
I

1

α
∂2
t φ

h(·, t)δi =

∫
I

F h(·, t)δi −
∫
I

Mh(·, t)δ′i, (5.1.8)∫
I

F h(·, t)δi =

∫
I

∂xw
h(·, t)δi −

∫
I

φh(·, t)δi, (5.1.9)∫
I

Mh(·, t)δi =

∫
I

1

β
∂xφ

h(·, t)δi, (5.1.10)

with initial conditions wh0 , w
h
d , φ

h
0 and φhd ∈ Sh. As before, we use inter-

polation to obtain these approximations.

5.1.2 System of ordinary differential equations

We begin by defining the general form of the matricesK,L andN which
can be modified according to the restriction on the basis functions.
Later, we present a system of ordinary differential equations used to
obtain an approximate solution for Problem ESBh. For convenience,
we denote time derivatives by a dot.

Let

Kji =

∫ L∗

0

δ′iδ
′
j,

Lji =

∫ L∗

0

δiδ
′
j and

Nji =

∫ L∗

0

δiδj,

for i, j = 0, . . . , n.

Since wh(t) ∈ Sh, we can write it as

wh(x, t) =
n∑
j=0

wj(t)δj(x). (5.1.11)
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The n-tuple (w1, w2, · · · , wn) is denoted by w̄ and corresponds to wh.

Similarly, we have

φh(x, t) =
n∑
j=0

φj(t)δj(x), F h(x, t) =
n∑
j=0

Fj(t)δj(x) (5.1.12)

and

Mh(x, t) =
n∑
j=0

Mj(t)δj(x), (5.1.13)

which are denoted by φ̄, F̄ and M̄ respectively.

Piecewise linear basis functions

As mentioned, we use piecewise linear basis functions. Let x0, x1, . . . , xn
be equally spaced points such that

0 = x0 < x1 < · · · < xm = 1 < xm+1 < · · · < xn = L∗.

The distance between two consecutive points is denoted by h.

For illustration, we only show how Equation (5.1.7) is rewritten. To
rewrite Equations (5.1.8) to (5.1.10) similar arguments are used. Sub-
stituting Equations (5.1.11) and (5.1.12) into Equation (5.1.7) we have

n∑
j=0

ẅj

∫ xn

x0

δjδi = −
n∑
j=0

Fj

∫ xn

x0

δjδ
′
i − c

m∑
j=0

wj

∫ xm

x0

δjδi +
n∑

j=m

qj

∫ xn

xm

δjδi

(5.1.14)

for i = 0, . . . , n.

Using the L and N matrices, Equation (5.1.14) takes the form

N ¨̄w = −LF̄ − cNgw̄ +Nq q̄, (5.1.15)

where

Ng :=


Ni,j for j < m,

Nn,n for j = m,

0 for j > m.

Nq :=


0 for j < m,

N0,0 for j = m,

Ni,j for j > m,
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for i, j = 0, . . . , n.

Equations (5.1.8), (5.1.9) and (5.1.10), respectively become

1

α
N ¨̄φ = NF̄ − LM̄, (5.1.16)

NF̄ = LT w̄ −Nφ̄ and (5.1.17)

NM̄ =
1

β
LTφ. (5.1.18)

5.1.3 Static problem

We will consider both the dynamic and static problems. In this sub-
section, we consider Problem ESB at equilibrium.

Equations (5.1.15) to (5.1.18) take the form

Nq q̄ = cNgw̄ + LF̄ , (5.1.19)

0̄ = NF̄ − LM̄, (5.1.20)

0̄ = LT w̄ −Nφ̄−NF̄ , (5.1.21)

0̄ =
1

β
LT φ̄−NM̄. (5.1.22)

This is equivalent to solving, A0ū0 = R̄0 with

A0 =



cNg 0 L 0

0 0 N −L

LT −N −N 0

0
1

β
LT 0 −N


, ū0 =


w̄
φ̄
F̄
M̄

 and R̄0 =


Nq q̄

0̄
0̄
0̄

 .

5.2 Static embedded double beam model

In this section we consider the static embedded double beam model.
Recall the model discussed in Chapter 4, we have the following equa-
tions for the static case:

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

 
 
 



CHAPTER 5. BEAM MODELS FOR TAP ROOT SYSTEMS 73

Equations of motion

F ′i + qi = 0 and

Fi +M ′
i = 0, for i = 1 and 2.

Constitutive equations

Fi = w′i − φi,

Mi =
1

β i
φ′i, for i = 1 and 2.

To distinguish between the embedded and clamped beam it is conve-
nient to denote the embedded beam by E, and the cantilever beam by
C. This notation will be used throughout this section. Relative to the
theory in Chapter 4, let Beam 1 be the embedded beam and Beam 2
be the cantilever beam.

The load on E is qE = −cwE where c is a positive constant as in
Section 5.1. The wind load on C (qC) will be specified. For simplicity,
homogeneous beams are considered in this model.

5.2.1 Model problem

In this subsection, we present a mathematical model that is simplified
by making qC a constant. The outcome of the simplification is that we
can explicitly solve for the shear force and moment of the cantilever
beam.

Problem SDB (Static Double Beam)

Find wi and φi for each t > 0 such that

F ′i + qi = 0, (5.2.1)

Fi +M ′
i = 0, (5.2.2)

Fi = w′i − φi and (5.2.3)

Mi =
1

β
φ′i, (5.2.4)

for i = E and C.

For the cantilever beam, given a constant qC , solving Equations (5.2.1)
and (5.2.2) yields

FC(x) = −qCx+ CF and MC(x) =
1

2
qCx

2 − CFx+ CM . (5.2.5)
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In Equation (5.2.5), if CF and CM are known, wC and φC can be explic-
itly determined. This is an additional advantage of the simplification
of the static double beam model.

Boundary and interface conditions

The boundary conditions on the embedded and cantilever beams re-
spectively are:

FE(0) = ME(0) = 0.

FC(L∗) = MC(L∗) = 0. (5.2.6)

Problem SDB is a special case of Problem EDB as such, the supposition
at the interface holds. Specifically, at the interface we have that w, φ, F
and M are continuous.

For convenience, we present the interface conditions.

FE(1) = FC(0) and ME(1) = MC(0)

also, wE(1) = wC(0) and φE(1) = φC(0).

Cantilever beam

Substitution of Equation (5.2.6) into Equation (5.2.5) yields

CF = qCL
∗ and CM =

1

2
qC(L∗)2.

Embedded beam

The following equations follow from Problem SDB.

F ′E − cwE = 0, (5.2.7)

FE +M ′
E = 0, (5.2.8)

and

FE = w′E − φE, (5.2.9)

ME =
1

β
φ′E. (5.2.10)

Since the interface conditions are

FE(1) = FC(0) and ME(1) = MC(0),

then
FE(1) = CF and ME(1) = CM .
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5.2.2 General solution

The equations in (5.2.5) enable us to determine a general solution for
the cantilever beam. The existence of a solution for Problem SDB
implies that a solution for the embedded beam exists as well.

To determine a general solution for the embedded beam, we substitute
Equations (5.2.9) and (5.2.10) into Equations (5.2.7) and (5.2.8) re-
spectively. Using the original notation yields,

w′′ − φ′ − cw = 0, (5.2.11)
1

β
φ′′ − φ+ w′ = 0. (5.2.12)

Following a similar approach as in [VV06], we let ū = [u1 u2]T and
suppose that emxū is a solution of Equations (5.2.11) and (5.2.12);
that is [

w
φ

]
= emx

[
u1

u2

]
.

emx
[
m2 − c −m
βm m2 − β

] [
u1

u2

]
=

[
0
0

]
. (5.2.13)

For any nontrivial solution ū, the determinant of Equation (5.2.13) is
zero. So,

m4 − cm2 + βc = 0. (5.2.14)

Let k = m2 and rewrite Equation (5.2.14) as

k2 − ck + βc = 0. (5.2.15)

Using the quadratic formula to find the roots of Equation (5.2.15) we
have

∆ = c2 − 4βc.

There are three options:

i. If ∆ > 0, then there are two distinct real roots.

ii. If ∆ = 0, then there is a repeated root.

iii. If ∆ < 0, then there are complex roots.
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For simplicity, suppose Equation (5.2.15) has two distinct real roots.
Thus, c > 4β where c and β are positive. Equation (5.2.15) has real
roots r1 and r2 such that

r1 =
c+
√

∆

2
and r2 =

c−
√

∆

2
.

Therefore, Equation (5.2.14) has four distinct roots specifically,

m1 =
√
r1, m2 = −

√
r1, m3 =

√
r2 and m4 = −

√
r2 .

Let f(m) = m4 − cm2 + βc and suppose that c > 4β, then the turning

points of f are p1 = 0, p2 =

√
c

2
and p3 = −

√
c

2
.

The Newton-Raphson method can be used to approximate the roots of
f, provided the starting values are not chosen near the turning points
on the interval [−c − βc, c + βc]. The following results were obtained
for the choice β = 100, c = 450 and ten iterative steps were used:

m1 = 12.24745, m2 = −12.24745, m3 = 17.32051, andm4 = −17.32051.

Let ū =
[
1
(m2 − c

m

)]T
then,[

m2 − c −m
βm m2 − β

]
ū = 0̄. (5.2.16)

Hence, ū is a solution of Equation (5.2.16) and emxū is a solution of
Equations (5.2.11) and (5.2.12).

If m1,m2,m3 and m4 are the roots of Equation (5.2.14), then the gen-
eral solution of the system takes the form:[

w(x)
φ(x)

]
=a1e

m1x

 1
m2

1 − c
m1

+ a2e
m2x

 1
c−m2

2

m2

 (5.2.17)

+a3e
m3x

 1
m2

3 − c
m3

+ a4e
m4x

 1
c−m2

4

m4

 .
Theoretically, an exact solution for the embedded beam can be calcu-
lated. However, the coefficients of Equation (5.2.17) are small (close to
zero) as a result of the roots being large.
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5.2.3 Variational forms

In Subsection 4.3.2, we established the existence of a unique solution
for Problem EDB. A difficulty is encountered in describing a general
solution of the static embedded beam as discussed in Subsection 5.2.2,
although in Subsection 5.2.1 a general solution of the cantilever beam
was formulated. In this subsection, we derive the mixed and standard
variational forms of Problem SDB in order to consider the convergence
of the Galerkin approximations later. For this discussion, it is conve-
nient to recall the following equations for the embedded beam:

Equations of motion

F ′E − cwE = 0, (5.2.18)

FE +M ′
E = 0. (5.2.19)

Constitutive equations

FE = w′E − φE, (5.2.20)

ME =
1

β
φ′E, (5.2.21)

with boundary conditions

FE(0) = 0 and ME(0) = 0 and

interface conditions

FE(1) = CF and ME(1) = CM .

Mixed variational form

To obtain the mixed variational form (using the original notation) mul-
tiply Equations (5.2.18), (5.2.19) and (5.2.20) by arbitrary smooth
functions v, ν and y respectively. Integrate and use integration by
parts.

Equations (5.2.18) and (5.2.19) respectively become

0 = F (1)v(1)− F (0)v(0)−
∫ 1

0

Fv′ −
∫ 1

0

cwv,

0 = M(1)ν(1)−M(0)ν(0)− 1

β

∫ 1

0

φ′ν ′ +

∫ 1

0

Fν using ME = M =
1

β
φ′.
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Substituting the boundary and interface conditions we have

0 = CFv(1)−
∫ 1

0

Fv′ −
∫ 1

0

cwv, (5.2.22)

0 = CMν(1)− 1

β

∫ 1

0

φ′ν ′ +

∫ 1

0

Fν. (5.2.23)

Lastly, Equation (5.2.20) becomes∫ 1

0

Fy =

∫ 1

0

w′y −
∫ 1

0

φy. (5.2.24)

Standard variational form

For the standard variational form, substitute Equations (5.2.20) into
Equations (5.2.22) and (5.2.23)

CFv(1)−
∫ 1

0

w′v′ −
∫ 1

0

cwv +

∫ 1

0

φv′ = 0, (5.2.25)

CMν(1)− 1

β

∫ 1

0

φ′ν ′ +

∫ 1

0

w′ν −
∫ 1

0

φν = 0. (5.2.26)

Note that for both variational forms, the space of test functions is

TA[0, 1] = C1[0, 1].

5.2.4 Galerkin approximations

To obtain the Galerkin approximation for the embedded problem, us-
ing the mixed and standard finite element methods we consider the
variational forms discussed in Subsection 5.2.3.

Define the subspace Sh by

Sh = span{δ0, δ1, · · · , δn},

where δi are piecewise linear basis functions on [0, 1] as discussed before.

The Galerkin approximations for the static embedded problem are pre-
sented below.
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Problem SDBh (MFEM)

Find wh, φh and F h ∈ Sh such that

CFv(1) =c

∫ 1

0

whv +

∫ 1

0

F hv′, (5.2.27)

CMν(1) =
1

β

∫ 1

0

(φ′)hν ′ −
∫ 1

0

F hν, (5.2.28)

0 =

∫ 1

0

(w′)hy −
∫ 1

0

φhy −
∫ 1

0

F hy, (5.2.29)

for each v, ν and y ∈ Sh.

Problem SDBh (SFEM)

Find wh and φh ∈ Sh such that

CFv(1) =

∫ 1

0

(w′)hv′ + c

∫ 1

0

whv −
∫ 1

0

φhv′, (5.2.30)

CMν(1) = −
∫ 1

0

(w′)hν +
1

β

∫ 1

0

(φ′)hν ′ +

∫ 1

0

φhν, (5.2.31)

for each v and ν ∈ Sh.

5.2.5 System of equations

The aim in this subsection is to write the Galerkin approximations
for the static embedded beam problem as a system of equations. The
notation and method used in this subsection follow from the discussion
in Subsection 5.1.2.

MFEM

From the definition of the mass matrix N, Equation (5.2.27) becomes

CF ēn = cNw̄ + LF̄ , (5.2.32)

where ēn is a row vector with zero entries, except in its nth component
where it is 1.

Equation (5.2.28) takes the form

CM ēn =
1

β
Kφ̄−NF̄ , (5.2.33)
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and Equation (5.2.29) becomes

0̄ = LT w̄ −Nφ̄−NF̄ . (5.2.34)

This is equivalent to solving A1ū1 = R̄1 where

A1 =


cN 0 L

0
1

β
K −N

LT −N −N

 , ū1 =

w̄φ̄
F̄

 and R̄1 =

CF ēnCM ēn
0̄

 .

SFEM

For the SFEM, Equations (5.2.30) and (5.2.31) respectively take the
form

CF ēn = cNw̄ +Kw̄ − Lφ̄ and (5.2.35)

CM ēn = −LT w̄ +
1

β
Kφ̄+Nφ̄. (5.2.36)

This is equivalent to solving A2ū2 = R̄2 where

A2 =

 cN +K −L

−LT 1

β
K +N

 , ū2 =

[
w̄
φ̄

]
and R̄2 =

[
CF ēn
CM ēn

]
.

5.3 Numerical results

In this section, we first discuss the numerical results obtained for the
static embedded double beam model as well as the equilibrium problem
for a single beam model. The aim is to compare the results obtained for
the static cases of the two beam models when the MFEM and SFEM
are implemented. In Subsection 5.3.3, the dynamics of the single beam
model is investigated.

5.3.1 Static: Embedded double beam

The numerical results obtained when the MFEM and SFEM are used
to approximate the deflection (w) of the static embedded beam are
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presented in this subsection. The wind load (qC) on the cantilever
beam is assumed to be constant.

The following parameters are used in the numerical results:

β = 300,

L∗ = c = 1,

qC = 0.01,

CF = 0.01 and

CM = 0.005.

The number of elements were varied, in order to illustrate convergence.
We show n = 8, n = 16 and n = 64 in the table below.

Table 5.1: Deflection w for MFEM and SFEM

n=8 n=16 n=64

x MFEM SFEM MFEM SFEM MFEM SFEM

0 -0.01138 -0.01801 -0.01163 -0.01348 -0.01170 -0.01182
0.25 -0.01852 -0.01974 -0.01875 -0.01911 -0.01882 -0.01884
0.5 -0.01674 -0.01276 -0.01691 -0.01576 -0.01696 -0.01688
0.75 0.02345 0.02641 0.02345 0.02436 0.02346 0.02352

1 0.1465 0.1278 0.1468 0.1411 0.1469 0.1465

From Table 5.1 we conclude that both the mixed and standard finite
element methods converge. The rate of convergence for MFEM is faster
than the rate of SFEM. It is important to note that there is a sign
change in the interval (0.5, 0.75). This point is referred to as the centre
of rotation (CoR). This terminology is also used in the literature and
is discussed more in Subsection 5.4.

5.3.2 Static: Single beam model

Next, the equilibrium problem for the single beam model is considered
and compared to the results obtained in Subsection 5.3.1. To obtain
numerical results the wind load qC is kept constant, and the system of
equations as discussed in Subsection 5.1.3 (VMFEM) is implemented.

For this comparison, our investigation is restricted to the results ob-
tained when the VMFEM is implemented for the single beam model
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and MFEM is used for the static embedded double beam model. The
choice of parameters is similar to those discussed in Subsection 5.3.1.

Table 5.2: Approximations of w for the static embedded beam.

n = 64

x Single beam Double beam

0 -0.01170 -0.01170
0.25 -0.01883 -0.01882
0.5 -0.01701 -0.01696
0.75 0.02333 0.02346

1 0.1467 0.1469

It is clear from Table 5.2 that the deflection of the static embedded
beam for these two models is not remarkably different. This was ex-
pected and confirms the reliability of the results.

For the rest of this subsection, we consider results obtained from the
VMFEM on the single beam model.

Thus far, the examination of the behaviour of the embedded beam has
been limited to a fixed length of the exposed beam (L∗ = 1). To this
end, we investigate the behaviour of the static embedded beam when
the length of the exposed beam is varied.

Table 5.3: Approximate values of w for the embedded beam with varying
lengths of the exposed beam.

x L∗ = 1 L∗ = 1.5 L∗ = 2

0 -0.01170 -0.02079 -0.03205
0.25 -0.01883 -0.03856 -0.06517
0.5 -0.01701 -0.03927 -0.07070
0.75 0.02333 0.03667 0.05111

1 0.1467 0.2850 0.4664

From Table 5.3 it can be seen that the deflection of the embedded beam
increases as the length of the exposed part of the beam increases. This
agrees with what is expected.
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5.3.3 Dynamic single beam model

Finally, in this subsection we examine the motion and the influence of
various parameters on the single beam model. The wind load, qC , is
chosen to be a periodic function.

The central difference average acceleration finite difference scheme is
applied. To ensure that the number of elements are the only factor
influencing the accuracy of the solution, the number of time steps are
chosen to be “large enough”so that it does not interfere with the inter-
pretation of the results.

For this experiment, we consider the following initial conditions:

φ̄0 = w̄0 = 0̄, where φ̄1 = φ̄−1 and w̄1 = w̄−1.

The default parameters that are used for the numerical results pre-
sented are chosen to be:

α =75,

γ =0.25,

c =1,

L∗ =1,

qC =0.01x sin
(π

4
t
)

and

Tf =6.

Tf denotes the final time where the beam is considered in dimensionless
units .

As in Subsection 5.3.1, we first determine the number of elements re-
quired so that implementation of the MFEM yields reliable results.

Table 5.4: Deflection for w for different number of elements.

x n = 16 n = 64 n = 256

0 −0.001124 −0.001124 −0.001124
0.5 −0.001300 −0.001244 −0.001244
1 0.009651 0.009818 0.009827

1.5 0.04212 0.04221 0.04221
2 0.08568 0.08568 0.08445
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The difference between 64 and 256 elements are not substantial. As
such, a default value of n = 64 will be used to obtain the numerical
results in this subsection.

It is important to note that even though graphs are useful to visualize
the motion of the beam, the values on the y-axis are very small. There-
fore, the scale on the two axes are not the same so that the figures are
an exaggeration of the behaviour of the beam.

Figure 5.1: Deflection of the beam at different final times.

For a final time of one dimensionless unit, the exposed beam is displaced
less than 0.02 dimensionless units. The maximum deflection of the
exposed beam is reached after 16 dimensionless time units. This is seen
in Figure 5.1 when Tf = 16. The exposed beam reaches its maximum
deflection in the opposite direction at Tf = 36. Note that CoR is located
in the same position for the different final times.
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Figure 5.2: Deflection of the beam for varying β values.

Next the shear deformation parameter β is varied. In Figure 5.2. it is
observed that for larger values of β the deflection of the beam does not
differ significantly. Note that the CoR increases with β however.

Figure 5.3: Deflection of a single beam for varying c values.

Finally, we investigate the influence of the soil resistance. An increase
in the soil resistance results in a shift in the location of the CoR. This
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may suggest that the resistance of the beam increases when the soil
resistance increases.

5.4 Discussion of results

In this section we consider the findings in the articles [SBFBC96],
[CE98] and [Enn00] and compare it to what was observed in our nu-
merical experiments.

In their article, the authors of [SBFBC96] state that the critical com-
ponents in preventing uprooting of an embedded plant are the length
and depth of the root system in the soil. According to the experimental
findings in [CE98], it is suggested that the size of a plant with a tap
root system is the determining factor in a plant's ability to suppress
uprooting. We agree with the results in [CE98] and that they support
the work by [SBFBC96].

In 2000, Ennos supplemented the findings in [SBFBC96] and [CE98]
by describing the significant elements responsible for the resistance to
overturning of a simple tap root system. The main identified elements
were the soil resistance and the resistance of the tap root itself. In
addition, it is stated in [Enn00] that the movement of a plant is relative
to a point beneath the stem. This point is referred to as the centre of
movement or centre of rotation (CoR).

The results in Table 5.3 suggest that the solution of our model prob-
lem support the findings as reported above. It can be observed, from
the deflection of the embedded beam, that an increase in the length
of the stem results in the resistance of the root increasing to prevent
uprooting. In all the simulations the CoR was observed in the embed-
ded beam, which agrees with the point beneath the stem as described
by [CE98] and [Enn00].

For the default values, the CoR lies in the dimensionless interval (0.5, 0.75)
of the tap root (embedded beam). However, when the soil resistance,
c, is increased, the resistance of the tap root results in a shift of the
location of the CoR. This is also observed when the dimension of the
beam (β) is varied. The graphs in Figures 5.2 and 5.3 illustrate this.

We conclude that the single Timoshenko beam model yields a reliable
quantitative description of the experimental findings in [SBFBC96],
[CE98] and [Enn00].

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

 
 
 



CHAPTER 5. BEAM MODELS FOR TAP ROOT SYSTEMS 87

Although the results obtained from the model are reliable, there are
restrictions to its applications resulting from the assumptions imposed
on the model. Future work may include a modification of the single
beam model so that the morphology of a plant is taken into account.
Also, an examination of the effect of gravity on the dynamics of a plant
with branches, leaves and tap root system should be considered.
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Chapter 6

Rigid bodies attached to
beams

There are a number of articles that investigate the behaviour of a beam
with a tip body. For instance, the authors of [AS02] considered a model
of a damped beam with a tip body attached at an endpoint. Their
proposed model used the Euler-Bernoulli theory. Later, the authors of
[BDV14] considered the work by [AS02] and used a variational approach
to analyse the motion of a beam with a tip body. The variational
approach enabled the authors to prove the existence and uniqueness of
a solution for the proposed model.

Other studies include the work by [ZVV04] and Chapter 6 in the PhD
thesis [DuT21]. The authors of [ZVV04] investigated the effects of
boundary damping on a cantilevered Timoshenko beam with a rigid
body attached to it's free end. As such, artificially imposed devices
are of significance in dampening oscillations. This process is known
as stabilisation. A study that specifically examines the process is by
[RA15]. In [DuT21], the focus is on a realistic modelling of the interface
between the cantilever Timoshenko beam and the attached body.

According to the authors of [FE17], over the past three decades there
were a number of studies that examined the analytical analysis of Euler-
Bernoulli beams with intermediate rigid bodies. Also, the analyti-
cal and experimental analysis of Timoshenko beams with intermediate
rigid bodies had not been covered then.

In their work, [FE17] proposed a mathematical model that consists
of two elastic beam segments with an intermediate extended eccentric

88
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CHAPTER 6. RIGID BODIES ATTACHED TO BEAMS 89

rigid mass. Timoshenko theory of elasticity was used to obtain the
eigenfrequencies and their associated mode shapes. The validity of
their model was investigated using analytical and experimental results.

6.1 Dynamics of a beam with a tip body

6.1.1 Dynamics

In this section we discuss the dynamics of a rigid body attached to an
endpoint of a beam.

Consider a righthand triad of basis vectors denoted by (i, j, k). The
basis vectors are constant for a non-accelerating and non-rotating frame
of reference. Assume i is in the direction of the axis of the undeformed
beam, and that j is the direction that the beam executes small trans-
verse vibrations. The deflection of the axis of the beam is denoted by
w.

For convenience let the rigid body be attached at the right end of a
beam, and the position of the center of mass of the tip body be denoted
by xC then,

xC = w(`, t)j + d cos θ(t)i + d sin θ(t)j.

The expression for the velocity of the center of mass is

vC = ∂tw(`, t)j− dθ̇(t) sin θ(t)i + dθ̇(t) cos θ(t)j.

It follows that the acceleration is given by

aC =− dθ̈(t) sin θ(t)i− dθ̇2(t) cos θ(t)i + ∂2
tw(`, t)j

+ dθ̈(t) cos θ(t)j− dθ̇(t)2 sin θ(t)j.

For the linear approximation, it is assumed that θ is small, cos θ ≈ 1
and that sin θ ≈ θ. Using these assumptions on the acceleration yields

aC ≈ −dθ̈(t)θ(t)i− dθ̇2(t)i + ∂2
tw(`, t)j + dθ̈(t)j− dθ̇(t)2θ(t)j.

Consequently, the transverse component of the velocity is

v2 = ∂tw(`, t) + dθ̇(t), (6.1.1)

while for the acceleration we have

a2 = ∂2
tw(`, t) + dθ̈(t)− dθ̇(t)2θ(t).
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Using Newton's second law of motion, for the center of mass, results in

m∂2
tw(`, t) +mdθ̈(t)−mdθ̇(t)2θ(t) = FB(t), (6.1.2)

where m is the mass of the tip body and FB(t) is the force acting on
the tip body at the interface.

Taking moments about the center of mass yields the equation of motion
for rotation

Jθ̈(t) = MB(t)− dFB(t), (6.1.3)

where J is the moment of inertia about the center of mass and MB(t)
is the couple on the rigid body.

It is useful to rewrite the equations for the dynamics of a rigid body in
dimensionless form.

For θ, we use the scaling θ∗(τ) = θ(t). Importantly,
dθ∗

dτ
=

1

ζ

dθ

dt
.

From Equations (6.1.2) and (6.1.3) we have

m`

(ζ2AGκ2)
∂2
τw
∗ +

md

(ζ2AGκ2)

d2θ∗

dτ 2
−md

(dθ∗
dτ

)2

θ∗ = −F ∗,

J

(ζ2AGκ2`)

d2θ∗

dτ 2
+M∗ =

d∗`AGκ2

AGκ2`
F ∗.

Recall the dimensionless quantity ζ =

√
ρ`2

Gκ2
(defined in Subsection 1.3.2).

Substituting ζ in the result above yields

m

ρA`
∂2
τw
∗ +

md

ρA`2

d2θ∗

dτ 2
− md

ρA`2

(dθ∗
dτ

)2

θ∗ = −F ∗,

J

ρA`3

d2θ∗

dτ 2
+M∗ − d∗F ∗ = 0.

Let

mB =
m

ρA`
, d∗ =

d

`
, JB =

J

ρA`3
, F ∗B =

FB
AGκ2

and M∗
B =

MB

AGκ2`
.

Returning to the original notation, the acceleration of the tip body in
dimensionless form is

a2 = ∂2
tw(1, t) + dθ̈(t)− dθ̇2θ.
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Neglecting the nonlinear term we have

a2 = ∂2
tw(1, t) + dθ̈(t). (6.1.4)

(We assume that θ and θ̇ are small).

The dimensionless form of Equations (6.1.2) and (6.1.3) is

m∂2
tw(1, t) +mdθ̈(t) = FB(t), (6.1.5)

Jθ̈(t) = MB(t)− dFB(t). (6.1.6)

6.1.2 Models in previous publications

In this section we familiarise ourselves with previous work on Euler-
Bernoulli and Timoshenko beam models with an attached tip body at
an end of a beam. Recall that a Timoshenko beam model accounts
for shear deformation of a cross-section of a beam, while the Euler-
Bernoulli beam model does not.

The authors in [AS02] proposed a model that accounted for the centre
of mass of the body not being at an end of the beam. As previously
mentioned, the authors of [BDV14] considered the model proposed
by [AS02]. They used the variational approach. This was done so
that they could apply the theory in [VV02] to prove the existence and
uniqueness of a solution. In addition, the authors briefly discussed the
finite element approximation of a solution.

In their studies [AS02] and [BDV14] considered Kelvin-Voight damp-
ing, and proposed the following non-dimensionless interface conditions:

m∂2
tw(`, t) +md∂2

t ∂xw(`, t) + k0∂tw(`, t) = FB(t),

J∂2
t ∂xw(`, t) + dk1∂t∂xw(`, t) = MB(t)− dFB(t),

where k0 and k1 are damping parameters. Due to function conventions,

FB(t) = −F (`, t) and MB(t) = −M(`, t).

In 2014 Basson et al. noted that [AS02] neglected the term d∂t∂xw(`, t)
in their expression for the transverse component of the velocity of the
tip body. Even more, in [BDV14] a justification is given on why the
term should not be neglected.

The general opinion is that the Timoshenko theory is closer to reality.
In [ZVV04] the authors considered the effect of boundary damping on
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the dynamics of a cantilevered Timoshenko beam with a rigid body
attached at the free end. Their aim was to investigate the behaviour
of the model by establishing the efficiency and accuracy of the finite
element method for calculating eigenvalues and eigenmodes.

The authors [ZVV04] chose the centre of mass of the body to be at the
end of a beam. Their proposed dimensionless interface conditions are:

m∂2
tw(1, t) = −F (1, t)− k0∂tw(1, t),

J∂2
t φ(1, t) = −M(1, t)− k1∂tw(1, t).

The uniform exponential stability of a hybrid Timoshenko beam model
with a tip body was examined in the study by [RA15]. The aim of their
study was to show that a hybrid Timoshenko beam model with a tip
body is not uniformly exponentially stable, rather it is polynomially
stable.

Our interpretation of the main result in [RA15] is that it supports
the empirical results obtained in the study by [ZVV04]. The proofs
in [RA15] were achieved through the use of semigroup theory. The pro-
posed interface conditions are similar to those stated by [ZVV04] how-
ever, the authors of [RA15] presented them in their non-dimensionless
form.

Remark. There are two possibilities of modelling a beam with a tip
body. The first option is when θ(t) ≈ ∂xw(`, t) as in [AS02] and
[BDV14], the other is when θ(t) = φ(`, t) as in [ZVV04] and [RA15].

6.2 The intermediate body

The authors of [KT02] claim that two-part beam systems are of prac-
tical importance.

According to [FE17], [KT02] considered the transverse vibration of a
system consisting of a rigid body carried by two uniform beams of
different flexural rigidity, length and pinned at the beams ends. The
center of mass of the body was located at the mid-point of the axial
width.

The aim in this section is to model an intermediate rigid body between
two Timoshenko beams, see Figure 6.1.
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6.2.1 The model problem

In this section, we assume the beams are clamped at the extreme ends.
We refer to the beam on the left of the body as Beam 1 and the other
as Beam 2.

The line LB connects the endpoints of the deflection curves, and the
centre of mass of the body xC . The angle θ is between the line LB
and the direction of i. In the undeformed state of the beams, the line
LB lies on the neutral axes of the beams and the center of mass of the
body also lies on the line.

The distance from the endpoint of Beam 1 to the center of mass of the
body is denoted by d1, similarly the distance from the end of Beam 2
to the center of mass of the body is denoted by d2.

We assume that the beams can only execute small transverse vibra-
tions. We refer the reader to Section 6.1 for our discussion on a Timo-
shenko beam with a tip body attached at the right end.

The dimensionless form is the same as in Section 6.1. The lengths are
scaled by `, the length of Beam 1. The dimensionless lengths are `1 = 1
and `2.

Figure 6.1: Intermediate body between beams (undeformed)

As in Section 6.1, θ(t) denotes the angle of rotation of the body. Recall
that

xC = w1(`1, t)j + d1 cos θ(t)i + d1 sin θ(t)j,
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with d replaced by d1. Similarly,

xC = w2(0, t)j− d2 cos θ(t)i− d2 sin θ(t)j.

Let u(t) be the transverse displacement of the center of mass of the
body in the direction ē2. Since we consider small vibrations, we assume
that

u(t) = w1(`1, t) + d1θ(t) = w2(0, t)− d2θ(t).

Consequently,

u(t) =
d2w1(`1, t) + d1w2(0, t)

d1 + d2

.

Figure 6.2: Direction of force and moment on the body

Once more, we start with the dynamics of a rigid body. The equations
of motion for the body are:

mü(t) = FL(t) + FR(t), (6.2.1)

Jθ̈(t) = MR(t) +ML(t) + d2FR(t)− d1FL(t). (6.2.2)

Beam 1 is clamped at its left end and Beam 2 clamped at its right end,
it follows that the boundary conditions are

w1(0, t) = φ1(0, t) = 0 and w2(`2, t) = φ2(`2, t) = 0. (6.2.3)

Due to the convention for the functions Fi and Mi,

FL(t) = −F1(1, t) and FR(t) = F2(0, t),

and
ML(t) = −M1(1, t) and MR(t) = M2(0, t).
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These relations can now be substituted into Equations (6.2.1) and
(6.2.2) to formulate interface conditions.

A result of the configuration is that the angle of rotation of the body
is equal to the rotation of the cross-section at the ends of each of the
beams. In summary, the dimensionless constraints for a model of an
intermediate body between two Timoshenko beams are as follows.

Constraints

φ1(1, t) = φ2(0, t) = θ(t)

ü(t) = ∂2
tw1(1, t) + d1θ̈(t)

ü(t) = ∂2
tw2(0, t)− d2θ̈(t) (6.2.4)

Problem IB (Intermediate Body)

Given positive constants αi and βi for i = 1, 2, find wi and φi such that

∂2
twi = ∂xFi, (6.2.5)

1

αi
∂2
t φi = ∂xMi + Fi, (6.2.6)

Fi = ∂xwi − φi, (6.2.7)

Mi =
1

βi
∂xφi, (6.2.8)

with interface conditions

mü(t) = F2(0, t)− F1(`1, t), (6.2.9)

Jθ̈(t) = M2(0, t)−M1(`1, t) + d2F2(0, t) + d1F1(`1, t), (6.2.10)

and boundary conditions (6.2.3) as well as constraints (6.2.4), while

wi(·, 0) = wi(0), φi(·, 0) = φi(0),

∂twi(·, 0) = wid(0) and ∂tφi(·, 0) = φid(0).

Problem IB is similar to the problem in Chapter 5 of [DuT21].

Remark. This model ignores the loads on the beams and assumes that
the force of gravity experienced by the body is negligible.

6.2.2 Variational form

To write Problem IB in variational form, multiply Equation (6.2.5) by
vi ∈ C1[0, `i] and Equation (6.2.6) by ψi ∈ C1[0, `i]. Using integration
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by parts on the terms on the right side of Equations (6.2.5) and (6.2.6)
yields∫ `i

0

∂2
twi(·, t)vi =Fi(`i, t)vi(`i)− Fi(0, t)vi(0)−

∫ `i

0

Fi(·, t)v′i,

(6.2.11)∫ `i

0

1

αi
∂2
t φi(·, t)ψi =Mi(`i, t)ψi(`i)−Mi(0, t)ψi(0)−

∫ `i

0

Mi(·, t)ψ′i

+

∫ `i

0

Fi(·, t)ψi, (6.2.12)

for i = 1, 2.

The space of test functions for Beam 1 is defined by

TB[0, `1] = {v ∈ C1[0, `1] | v(0) = 0},

and the test function space for Beam 2 is defined by

TC [0, `2] = {v ∈ C1[0, `2] | v(`2) = 0}.

To derive the variational form, we assume that v1 and ψ1 are in TB[0, `1]
and v2 and ψ2 are in TC [0, `2]. Adding Equation (6.2.11) for beams 1
and 2 and using the boundary conditions, we have∫ `1

0

∂2
tw1(·, t)v1 +

∫ `2

0

∂2
tw2(·, t)v2

=F1(`1, t)v1(`1)− F2(0, t)v2(0)−
∫ `1

0

F1(·, t)v′1 −
∫ `2

0

F2(·, t)v′2.

(6.2.13)

Due to the rotation of the body, a constraint on the test functions is

θ(t) = ψ1(`1) = ψ2(0). (6.2.14)

For some real number r we also have the following constraints

v1(`1) = r − d1ψ1(`1) and v2(0) = r + d2ψ2(0). (6.2.15)

Now consider the terms containing F1(`1, t) and F2(0, t) in Equation (6.2.13).
From Equations (6.2.9), (6.2.14) and (6.2.15) we have

F (`1, t)v1(`1)− F2(0, t)v2(0)

=F1(`1, t)(r − d1ψ1(`1))− F2(0, t)(r + d2ψ2(0))

=(F1(`1, t)− F2(0, t))r − F1(`1, t)d1ψ1(`1)− F2(0, t)d2ψ2(0)

=(F1(`1, t)− F2(0, t))r − (F1(`1, t)d1 + F2(0, t)d2)ψ1(`1)

=−mü(t)r − (F1(`1, t)d1 + F2(0, t)d2)ψ1(`1). (6.2.16)
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Substituting Equation (6.2.16) into Equation (6.2.13) results in∫ `1

0

∂2
tw1(·, t)v1 +

∫ `2

0

∂2
tw2(·, t)v2

=−mü(t)r − (d1F1(`1, t) + d2F2(0, t))ψ1(`1)

−
∫ `1

0

F1(·, t)v′1 −
∫ `2

0

F2(·, t)v′2. (6.2.17)

Following the same procedure, adding Equation (6.2.12) for beams 1
and 2 and using the boundary conditions, we have∫ `1

0

1

α1

∂2
t φ1(·, t)ψ1 +

∫ `2

0

1

α2

∂2
t φ2(·, t)ψ2

=M1(`1, t)ψ1(`1)−M2(0, t)ψ2(0)−
∫ `1

0

M1(·, t)ψ′1

−
∫ `2

0

M2(·, t)ψ′2 +

∫ `1

0

F1(·, t)ψ1 +

∫ `2

0

F2(·, t)ψ2. (6.2.18)

Substituting Equation (6.2.10) into Equation (6.2.18) and using the
fact that ψ1(`1) = ψ2(0), yields∫ `1

0

1

α1

∂2
t φ1(·, t)ψ1 +

∫ `2

0

1

α2

∂2
t φ2(·, t)ψ2

=(d1F1(`1, t) + d2F2(0, t)− Jθ̈(t))ψ1(`1)−
∫ `1

0

M1(·, t)ψ′1

−
∫ `2

0

M2(·, t)ψ′2 +

∫ `1

0

F1(·, t)ψ1 +

∫ `2

0

F2(·, t)ψ2. (6.2.19)

Finally, adding Equations (6.2.17) and (6.2.19) we have∫ `1

0

∂2
tw1(·, t)v1 +

∫ `2

0

∂2
tw2(·, t)v2 +

∫ `1

0

1

α1

∂2
t φ1(·, t)ψ1

+

∫ `2

0

1

α2

∂2
t φ2(·, t)ψ2 +mü(t)r + Jθ̈(t)ψ1(`1)

=−
∫ `1

0

F1(·, t)v′1 −
∫ `2

0

F2(·, t)v′2 +

∫ `1

0

F1(·, t)ψ1

+

∫ `2

0

F2(·, t)ψ2 −
∫ `1

0

M1(·, t)ψ′1 −
∫ `2

0

M2(·, t)ψ′2. (6.2.20)

Consider the linear space

Z = TB[0, `1]× TC [0, `2]× TB[0, `1]× TC [0, `2]× R× R.
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The test function space Tp is a subspace of Z with the condition:
z = 〈z1, z2, z3, z4, z5, z6〉 ∈ Tp if

z5 =
d2z1(`1) + d1z2(0)

d1 + d2

(6.2.21)

and

z6 =z3(`1) = z4(0). (6.2.22)

It is now possible to present the variational form of Problem IB.

Problem IB-V

Given positive constants αi and βi for i = 1, 2, find 〈w1, w2, φ1, φ2, u, θ〉
where

〈w1(·, t), w2(·, t), φ1(·, t), φ2(·, t), u(t), θ(t)〉 ∈ Tp for all t > 0,

such that∫ `1

0

∂2
tw1(·, t)z1 +

∫ `2

0

∂2
tw2(·, t)z2 +

∫ `1

0

1

α1

∂2
t φ1(·, t)z3

+

∫ `2

0

1

α2

∂2
t φ2(·, t)z4 +mü(t)z5 + Jθ̈(t)z6

=−
∫ `1

0

(∂xw1(·, t)− φ1(·, t))(z′1 − z3)−
∫ `1

0

1

β1

∂xφ1(·, t)z′3

−
∫ `2

0

(∂xw2(·, t)− φ2(·, t))(z′2 − z4)−
∫ `2

0

1

β2

∂xφ2(·, t)z′4,

(6.2.23)

for each z ∈ Tp while

wi(·, 0) = wi(0), φi(·, 0) = φi(0),

∂twi(·, 0) = wid(0), ∂tφi(·, 0) = φid(0),

for i = 1, 2.

We define the following bilinear forms in terms of the L2 inner products:
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For f and g in Tp

c(f, g) =(f1, g1) + (f2, g2) +

(
1

α1

f3, g3

)
+

(
1

α2

f4, g4

)
+mf5g5 + Jf6g6, (6.2.24)

b(f, g) =(f ′1 − f3, g
′
1 − g3) + (f ′2 − f4, g

′
2 − g4) +

(
1

β1

f ′3, g
′
3

)
+

(
1

β2

f ′4, g
′
4

)
. (6.2.25)

6.3 Weak variational form

To write Problem IB in weak variational form, it is convenient to con-
struct the spaces V and W. To start, introduce the product space

X = L2(0, `1)× L2(0, `2)× L2(0, `1)× L2(0, `2)× R× R,

with inner product

(y1, z1) + (y2, z2) + (y3, z3) + (y4, z4) + y5z5 + y6z6.

The space X is clearly complete.

6.3.1 Function spaces

In this subsection we investigate the properties of the bilinear forms
and functions spaces to verify if Assumptions A1, A2, A3 and A4W
are satisfied.

Proposition 6.3.1. The bilinear form c is an inner product for the
space X.

Proof. Since the bilinear form c is symmetric, it is an inner product if
c(u, u) = 0 implies u = 0. Let u ∈ X, then

c(u, u) =(u1, u1) + (u2, u2) +

(
1

α1

u3, u3

)
+

(
1

α2

u4, u4

)
+mu2

5 + Ju2
6

≥MC

(
‖u1‖2 + ‖u2‖2 + ‖u3‖2 + ‖u4‖2 + u2

5 + u2
6

)
≥MC‖u‖2

X , (6.3.1)
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where MC = min
{

1,
1

α1

,
1

α2

,m, J
}
.

Definition 6.3.1 (Inertia space W ). The vector space X equipped with
the inner product c is referred to as the Inertia space W . The norm
‖ · ‖W is defined by ‖u‖W =

√
c(u, u).

Proposition 6.3.2. The norms ‖ · ‖W and ‖ · ‖X are equivalent on W .

Proof. First for u ∈ W,

‖u‖2
W =(u1, u1) + (u2, u2) +

(
1

α1

u3, u3

)
+

(
1

α2

u4, u4

)
+mu2

5

+ Ju2
6

≤MW

(
‖u1‖2 + ‖u2‖2 + ‖u3‖2 + ‖u4‖2 + u2

5 + u2
6

)
≤MW‖u‖2

X ,

where MW = max
{

1,
1

α1

,
1

α2

,m, J
}
. Using Inequality (6.3.1), the re-

sult follows.

Corollary 6.3.1. The space W is complete.

Proof. Since X is the product of complete spaces it follows from the
remark to Proposition A.1.3 that X is complete. In addition, the norms
‖ · ‖X and ‖ · ‖W are equivalent it follows from Proposition A.1.2 that
the space W is complete.

Problem IB-W

Find u such that for each t > 0, u(t) ∈ V, u′′(t) ∈ W and

c(u′′(·, t), v) + b(u(·, t), v) = 0 for each v ∈ V,
while u(0) = u0 and u′(0) = ud.

6.3.2 The energy space V

First, define the product space

H1 = H1(0, `1)×H1(0, `2)×H1(0, `1)×H1(0, `2)× R× R,
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with inner product

(x, y)H1 = (x1, y1)1 + (x2, y2)1 + (x3, y3)1 + (x4, y4)1 + x5y5 + x6y6.

Define V to be the closure of Tp in H1.

Proposition 6.3.3. There exists a positive constant MK such that

‖u‖H1 ≤MK(‖u1‖2
1 + ‖u2‖2

1 + ‖u3‖2
1 + ‖u4‖2

1) for each u ∈ V.

Proof. Let u ∈ V, then using the definition of the H1 norm

‖u‖2
H1 =‖u1‖2

1 + ‖u2‖2
1 + ‖u3‖2

1 + ‖u4‖2
1 + u2

5 + u2
6. (6.3.2)

Consider ‖u1‖2
1. Applying Lemma A.2.4 yields ‖u1‖2 ≤ `2

1‖u′1‖2 and
hence

‖u1‖2
1 = ‖u1‖2 + ‖u′1‖2 ≤ (1 + `2

1)‖u′1‖2.

Similar estimates hold for u2, u3 and u4. Consequently, using Equa-
tion (6.3.2) we have

‖u‖2
H1 ≤(1 + `2

1)‖u′1‖2 + (1 + `2
2)‖u′2‖2 + (1 + `2

1)‖u′3‖2 + (1 + `2
2)‖u′4‖2

+ u2
5 + u2

6

≤MM

(
‖u′1‖2 + ‖u′2‖2 + ‖u′3‖2 + ‖u′4‖2 + u2

5 + u2
6

)
(6.3.3)

where MM = max{1, 1 + `2
1, 1 + `2

2}.

To estimate u2
5 and u2

6 we use Lemma A.3.1. First, since u6 = u3(`1)

|u6|2 ≤ K2
`1
‖u3‖2

1,

where K`1 =
√

2 max{
√
`1, (
√
`1)−1}.

To estimate u2
5, we use Equation (6.2.21) and this implies that we must

estimate u1(`1) and u2(0). Now,

|u1(`1)|2 ≤ K2
`1
‖u1‖2

1 and |u2(0)|2 ≤ K2
`2
‖u2‖2

1,

where K`2 =
√

2 max{
√
`2, (
√
`2)−1}.

From Equation (6.2.21) we have

|u5|2 ≤M2
I (‖u1‖2

1 + ‖u2‖2
1),

where MI = (d1 + d2)−1 max{d2K`1 , d1K`2}.
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It follows from Equation (6.3.3) that

‖u‖H1 ≤MM(‖u′1‖2 + ‖u′2‖2 + ‖u′3‖2 +K2
`1
‖u3‖2 +M2

I (‖u1‖2
1 + ‖u2‖2

1))

≤MK(‖u1‖2
1 + ‖u2‖2

1 + ‖u3‖2
1 + ‖u4‖2

1)

where MK = MM max{K2
`1
,M2

I }.

Corollary 6.3.2.

[u, v]1 = (u1, v1)1 + (u2, v2)1 + (u3, v3)1 + (u4, v4)1

is an inner product for H1 and the induced norm ‖| · ‖|1 is equivalent
to ‖ · ‖H1 .

Proof. The definition above implies [u, v]1 is an inner product. Clearly,
‖|u‖|1 ≤ ‖u‖H1 . It follows from Proposition 6.3.3 that
MK‖u‖H1 ≤ ‖|u‖|1.

Proposition 6.3.4. There exists a positive constant MB such that

b(u, u) ≥MB‖u‖2
H1 for each u ∈ V.

Proof. Applying the Triangle inequality and Lemma A.2.4 on ‖u′1‖ we
have

‖u′1‖ = ‖u′1 − u3 + u3‖
≤ ‖u′1 − u3‖+ ‖u3‖
≤ ‖u′1 − u3‖+ `1‖u′3‖. (6.3.4)

Note that

‖u′1‖2 ≤ ‖u′1 − u3‖2 + 2(‖u′1 − u3‖`1‖u′3‖) + `2
1‖u′3‖2.

Using Lemma A.2.6 when ε = 1 on the term 2(‖u′1 − u3‖`1‖u′3‖) yields

2(‖u′1 − u3‖`1‖u′3‖) ≤ ‖u′1 − u3‖2 + `2
1‖u′3‖2

It follows that

‖u′1‖2 ≤ 2(‖u′1 − u3‖2 + `2
1‖u′3‖2).

Clearly,

‖u′1‖2 + ‖u′3‖2 ≤2(‖u′1 − u3‖2 + `2
1‖u′3‖2) + ‖u′3‖2

≤M`1

(
‖u′1 − u3‖2 + ‖u′3‖2

)
, (6.3.5)
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where M`1 = max{2, 1 + 2`2
1}. Similarly,

‖u′2‖2 + ‖u′4‖2 ≤M`2

(
‖u′2 − u4‖2 + ‖u′4‖2

)
, (6.3.6)

where M`2 = max{2, 1 + 2`2
2}.

As in the proof of Proposition 6.3.3 we have

‖|u‖|21 ≤MK(‖u1‖2
1 + ‖u2‖2

1 + ‖u3‖2
1 + ‖u4‖2

1).

It follows that

‖|u‖|21 ≤MKM`1(‖u′1 − u3‖2 + ‖u′3‖2)

+MKM`2(‖u′2 − u4‖2 + ‖u′4‖2)

≤MJ(‖u′1 − u3‖2 + ‖u′2 − u4‖2 + ‖u′3‖2 + ‖u′4‖2), (6.3.7)

where MJ = MK max{M`1 ,M`2}.

From the definition of the bilinear form b we have

b(u, u) =‖u′1 − u3‖2 + ‖u′2 − u4‖2 +
1

β1

‖u′3‖2 +
1

β2

‖u′4‖2

≥MA

(
‖u′1 − u3‖2 + ‖u′3‖2 + ‖u′2 − u4‖2 + ‖u′4‖2

)
, (6.3.8)

where MA = min

{
1,

1

β1

,
1

β2

}
.

From Equations (6.3.7) and (6.3.8) we have

MJ

MA

b(u, u) ≥MJ

(
‖u′1 − u3‖2 + ‖u′3‖2 + ‖u′2 − u4‖2 + ‖u′4‖2

)
≥MJ‖|u‖|21.

Finally, using Corollary 6.3.2

b(u, u) ≥MB‖u‖2
H1 ,

where MB =
MAMK

MJ

.

Corollary 6.3.3. The bilinear form b is an inner product for the
space V.

Definition 6.3.2 (Energy space V). The vector space V equipped with
the inner product b is referred to as the Energy space. The norm ‖ · ‖V
is defined by ‖u‖V =

√
b(u, u).
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Proposition 6.3.5. There exists a positive constant ME such that

b(u, u) ≥ME‖u‖2
W for each u ∈ V.

Proof. From the proof of Proposition 6.3.2 we have ‖u‖2
W ≤ MW‖u‖2

X

and from the definition of the norms ‖u‖2
X ≤ ‖u‖2

H1 . Finally, from
Proposition 6.3.4 we have ‖u‖2

H1 ≤ M−1
B b(u, u). Combining these in-

equalities we obtain the desired result where ME = MB(MW )−1.

Proposition 6.3.6. The norms ‖ · ‖V and ‖ · ‖H1 are equivalent on V .

Proof. The equivalence of norms is obtained using the results in Propo-
sition 6.3.3 and 6.3.4.

Corollary 6.3.4. The space V is complete.

Proof. From Proposition A.1.3 we have that the product space H1 is
complete. Since V is a subset of H1, V is complete with respect to the
norm ‖ · ‖1. It follows from the equivalence of the ‖ · ‖V and ‖ · ‖H1

norms (Proposition A.1.2) that the product space V is complete.

The following table summarises the spaces and notation:

Space Inner product

L2(0, `i) (·, ·)
X (x, y)X = (x1, y1) + (x2, y2) + (x3, y3) + (x4, y4) + x5y5 + x6y6

W c(x, y) = (x1, y1) + (x2, y2) +

(
1

α1
x3, y3

)
+

(
1

α2
x4, y4

)
+mx5y5 + Jx6y6

H1 (x, y)H1 = (x1, y1)1 + (x2, y2)1 + (x3, y3)1 + (x4, y4)1 + x5y5 + x6y6

V b(x, y) = (x′1 − x3, y
′
1 − y3) + (x′2 − x4, y

′
2 − y4) +

(
1

β1
x′3, y

′
3

)
+

(
1

β1
x′4, y

′
4

)

Existence

Proposition 6.3.7. V is dense in W and W is dense in X.
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Proof. Recall that V is the closure of test functions Tp in H1.

By Corollary A.1.1 we have that C1[0, `i] is dense in L2(0, `i). It follows
that for any u ∈ X we can find u∗ ∈ V with
u∗ = 〈u∗1, u∗2, u∗3, u∗4, u∗5, u∗6〉 ∈ C1[0, `1]×C1[0, `2]×C1[0, `1]×C1[0, `2]×
R× R such that for any ε > 0

‖ui − u∗i ‖2 <
ε

6
for i = 1, 2, 3, 4, 5, 6.

It follows that
‖u− u∗‖2

X < ε.

Therefore, V is dense in X. The result follows from Proposition 6.3.2.

Theorem 6.3.1. Suppose q ∈ C1([0, t∗), X). If u0 ∈ Eb and ud ∈ V,
then there exists a unique weak solution u such that

u ∈ C1([0, t∗), V ) ∩ C2([0, t∗),W ),

for Problem IB-W.

Proof. As a result of Propositions 6.3.7, 6.3.2 and 6.3.5, Assumptions
A1, A2 and A3 are respectively satisfied. Since a = 0, from the remark
in Section 2.2, Assumption A4W is satisfied. As a consequence of
Theorem 2.2.2 a unique weak solution exists for Problem IB-W.

6.4 Galerkin approximation

To obtain the Galerkin approximation of Problem IB, we need to define
the finite dimensional subspace Sh. Recall that we have the intervals
I1 = [0, 1] and I2 = [0, `2]. These two intervals are divided into n and
m subintervals respectively.

Consider piecewise linear basis functions and denote them by δi,j, where
i = 1 or 2 denotes the interval and j counts from 0 to the number of
subintervals.

Define the following finite dimensional subspaces

Sh1 = span{δ1,1, · · · , δ1,n}
Sh2 = span{δ2,0, δ2,1, · · · , δ2,m−1}.

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

 
 
 



CHAPTER 6. RIGID BODIES ATTACHED TO BEAMS 106

The Galerkin approximation of Problem IB is:

Find whi and φhi in Shi , and real values u and θ such that∫ 1

0

∂2
tw

h
1 (·, t)z1 +

∫ `1

0

∂2
tw

h
2 (·, t)z2 +

∫ 1

0

1

α1

∂2
t φ

h
1(·, t)z3 +

∫ `2

0

1

α2

∂2
t φ

h
2(·, t)z4

= −müz5 − Jθ̈z6 −
∫ 1

0

(∂xw
h
1 (·, t)− φh1(·, t))(z′1 − z3)−

∫ 1

0

1

β1

∂xφ
h
1(·, t)z′3

−
∫ `2

0

(∂xw
h
2 (·, t)− φh2(·, t))(z′2 − z4)−

∫ `2

0

1

β2

∂xφ
h
2(·, t)z′4

for z1, z3 in Sh1 ; z2, z4 in Sh2 and the constraints

z5 =
d2z1(1) + d1z2(0)

d1 + d2

and z6 = z3(1) = z4(0) hold.

6.4.1 System of ordinary differential equations

In order to obtain the system of ordinary differential equations, we
consider the equations for wh1 , wh2 , φh1 and φh2 separately. First, let
z1 6= 0 and zi = 0 for i = 2, 3, 4 in the Galerkin approximation. This
results in∫ 1

0

∂2
tw

h
1 (·, t)z1 = −müz5 −

∫ 1

0

(∂xw
h
1 (·, t)− φh1(·, t))z′1. (6.4.1)

Similarly, we obtain the other three equations∫ `1

0

∂2
tw

h
2 (·, t)z2 =−müz5 −

∫ `2

0

(∂xw
h
2 (·, t)− φh2(·, t))z′2 (6.4.2)∫ 1

0

1

α1

∂2
t φ

h
1(·, t)z3 =− Jθ̈z6 +

∫ 1

0

(∂xw
h
1 (·, t)− φh1(·, t))(z3) (6.4.3)

−
∫ 1

0

1

β1

∂xφ
h
1(·, t)z′3∫ `2

0

1

α2

∂2
t φ

h
2(·, t)z4 =− Jθ̈z6 +

∫ `2

0

(∂xw
h
2 (·, t)− φh2(·, t))z4) (6.4.4)

−
∫ `2

0

1

β2

∂xφ
h
2(·, t)z′4.
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Since whi (t) and φhi (t) are in Shi , we can write it as

wh1 (x, t) =
n∑
j=1

w
(1)
j (t)δ1,j(x), φh1(x, t) =

n∑
j=1

φ
(1)
j (t)δ1,j(x),

wh2 (x, t) =
m−1∑
j=0

w
(2)
j (t)δ2,j(x) and φh2(x, t) =

m−1∑
j=0

φ
(2)
j (t)δ2,j(x).

The n-tuple (w
(1)
1 , w

(1)
2 , · · · , w(1)

n ) is denoted by w̄1 and corresponds to
wh1 . Similar notation is used for the other variables.

As mentioned, we use piecewise linear basis functions. Let x
[i]
j be grid

points for the finite element mesh, where i denotes which interval (I1 or
I2) the grid point forms part of. The length of elements on an interval
are chosen to be equal and is denoted by h[i].

First, for illustration, we show how Equation (6.4.1) is rewritten, when
the interaction with the body is not considered. Substituting whi and
φhi with the partial sums, we have

n∑
j=1

ẅ
(1)
j

∫ x
[1]
n

x
[1]
0

δ1,jδ1,i = −
n∑
j=1

w
(1)
j

∫ x
[1]
n

x
[1]
0

δ′1,jδ
′
1,i −

n∑
j=1

φ
(1)
j

∫ x
[1]
n

x
[1]
0

δ1,jδ
′
1,i

(6.4.5)

for i = 1, . . . , n.

Recall the standard finite element matrices K, N and L defined in Sub-
section 5.1.2. We use superscripts as above to indicate which interval
(and therefore which length of elements) is used. Using the matrices,
Equation (6.4.5) takes the form

N [1] ¨̄w1 = −K [1]w̄1 − L[1]φ̄1. (6.4.6)

Following the same procedure, Equations (6.4.2), (6.4.3) and (6.4.4),
respectively become

N [2] ¨̄w2 = −K [2]w̄2 − L[2]φ̄2, (6.4.7)

1

α1

N [1] ¨̄φ1 = (L[1])T w̄1 −N [1]φ̄1 −
1

β1

K [1] ¨̄φ1 and (6.4.8)

1

α2

N [2] ¨̄φ2 = (L[2])T w̄2 −N [2]φ̄2 −
1

β2

K [2] ¨̄φ2. (6.4.9)
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Finally, the terms with z5 and z6 need to be considered. Applying the
constraints, it follows from straight forward (but elaborate) calculations
that Equation (6.4.6) can be written as

Ñ [1]
n

¨̄w1 +
md1d2

d1 + d2

Ñ [1]
nn

¨̄φ1 = −K [1]w̄1 − L[1]φ̄1, (6.4.10)

where Ñ
[1]
n is the same as the matrix N [1], but the entry N

[1]
nn is changed

by adding
md2

d1 + d2

and Ñ
[1]
nn is the N matrix where everything is zero

except for the entry in row n and column n. Applying similar argu-
ments to Equations (6.4.7) and (6.4.8), the rest of the system can be
written as

Ñ
[2]
0

¨̄w2 +
md1d2

d1 + d2

Ñ
[2]
00

¨̄φ2 =−K [2]w̄2 − L[2]φ̄2, (6.4.11)

1

α1

N [1] ¨̄φ1 + JÑ [1]
nn

¨̄φ1 =(L[1])T w̄1 −N [1]φ̄1 −
1

β1

K [1] ¨̄φ1 and

(6.4.12)

1

α2

N [2] ¨̄φ2 =(L[2])T w̄2 −N [2]φ̄2 −
1

β2

K [2] ¨̄φ2. (6.4.13)

We substitute into Equation (6.4.12). Equation (6.4.13) does not change

where Ñ
[2]
0 is the same as the matrix N [2], but the entry N

[2]
00 is changed

by adding
md1

d1 + d2

and Ñ
[2]
00 is the N matrix where everything is zero

except for the entry in row 0 and column 0.

Convergence and error estimates

The error estimates for this problem are obtained using similar methods
and arguments as in Chapter 4 (application of Theorems in Chapter 3).
Therefore we will not repeat everything here, but only explain how the
interpolation operator is defined.

Define an interpolation operator ΠI on the product space H1 by

ΠIu = 〈Π[1]
` u1,Π

[2]
` u2,Π

[1]
` u3,Π

[2]
` u4〉 for each u ∈ H1,

where Π
[i]
` is the usual interpolation operator for piecewise linear basis

functions on the interval Ii.

The interpolation and convergence estimates can now be obtained fol-
lowing the same pattern as in Chapter 4. Recall that u ∈ C2((0, t∗), V )
and u(t) and u′′(t) ∈ H2 are required to apply the general results.
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Chapter 7

Hyperbolic heat conduction
problem

In this chapter, we consider a multi-dimensional heat transfer model
proposed by the authors of [DD19], motivated by the model in
[DWJMB08]. (The reader may wish to take another look at Sec-
tion 1.6.) In [DD19], the authors propose a finite element method
for a duplex layered hyperbolic heat equation problem defined on two-
dimensional domains. They investigate the well-posedness of the prob-
lem, which is presented in its abstract form. They also found [VV02]
(the theory in Chapter 2) useful to establish solvability. However, the
connection between the article [VV02] and the theory in [DD19] is not
clear. (For more detail see Section 7.3.) One of the achievements in
this dissertation is to rectify this.

Specifically, we are interested in the verification of the assumptions
necessary for the existence of a weak solution, and the estimates used
in convergence theory. This investigation will be referred to as the
variational approach to existence.

7.1 Model problem

Let Ω ⊂ R2 be a convex polygonal domain with a Lipschitz boundary
∂Ω, such that Ω consists of two subdomains i.e., Ω = Ω1∪Γ∪Ω2, where
Γ is the boundary of Ω1. It is important to note that ∂Ω1 ⊂ Ω̄2.

Suppose the domain Ω consists of open subdomains Ω1 and Ω2 with

109
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CHAPTER 7. HYPERBOLIC HEAT CONDUCTION PROBLEM 110

interface Γ.

Figure 7.1: Domain

Remark. It is not immediately clear why the domain should be convex
polygonal.

Consider the hyperbolic heat equation

∂2
t Ti = div(βi∇Ti)− ∂tTi +Qi in Ωi × (0, t∗] where t∗ <∞, (7.1.1)

for i = 1 and 2, with Ti(·, t) the restriction of T (·, t) to Ωi.

In Equation (7.1.1), Ti and βi denote a quantity T and non-negative
functions respectively, while Qi is the source function. The source and
non-negative functions are defined in Ω.

For simplicity, we proceed as in [DD19] and define βi to be a piecewise
constant and discontinuous function on Ω. Note that β was previously
used in the beam problems, however in this chapter it has different
parametric properties.

Remark. Comparing Equations (7.1.1) and (1.6.2) (the modified and
dimensionless multi-layered SPL model), we see that it is drastically
simplified. Consequently, Equation (7.1.1) is a special case of a di-
mensionless multi-layered SPL model. It is important to note that the
authors in [DD19] do not give a justification for this choice of param-
eters. Note that Equation (7.1.1) can also be compared to the multi-
dimensional model in Section 1.5 of this dissertation.
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Boundary and interface conditions

We consider the boundary condition

T (x, t) = 0, along ∂Ω× [0, t∗) where t∗ <∞,

As a consequence

T2(x, t) = 0 along ∂Ω. (7.1.2)

Note that the boundary of Ω1 is Γ = ∂Ω1 ⊂ ∂Ω2. The interface condi-
tions along Γ are

T1(x, t) = T2(x, t), and (7.1.3)

β1∇T1(x, t) · n1 = β2∇T2(x, t) · n2. (7.1.4)

The interface conditions are used to describe the jump of a quantity
T across Γ, where T1 = T2. The unit outward normal to Ω1 at its
boundary is n1, while n2 is the unit outward normal to Ω2. This implies
that n1 = −n2 at the interface Γ.

The model of interest is formulated as

Problem MC (Maxwell-Cattaneo)

Given a non-negative function β, find T for each t > 0, such that

∂2
t T = div(β∇T )− ∂tT +Q, in Ω× (0, t∗] where t∗ <∞, (7.1.5)

T (x, t) = 0 along ∂Ω× [0, t∗), (7.1.6)

T (x, 0) = T0, ∂tT (x, 0) = Td, (7.1.7)

and interface conditions (7.1.3) and (7.1.4).

7.2 Variational approach to existence

The variational approach is used to determine the solvability of Prob-
lem MC. We will examine whether the theory in Chapter 2 can be
applied to Problem MC by verifying that Assumptions A1, A2, A3
and A4W are satisfied. Problem MC is similar to Problem HHE in
Section 2.1. The spatial domain is now two-dimensional instead of an
interval.
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7.2.1 Variational form

Unlike in Subsection 1.5.5, the multi-dimensional hyperbolic heat prob-
lem is considered on a two-dimensional domain instead of a three-
dimensional domain. Even more, in this subsection we consider the
variational form of an interfacial multi-dimensional hyperbolic heat
problem. Note that ∂Ω2 = ∂Ω ∪ Γ and ∂Ω1 = Γ.

To obtain the variational form of Problem MC, multiply Equation (7.1.5)
by a function v ∈ C(Ω̄) and integrate. If the restriction of v to Ωi is
contained in C1(Ωi), then Green's formula (see Appendix A.2) may
be used on the term on the right side of the equality sign of Equa-
tion (7.1.5) to obtain (for i = 1, 2)∫∫

Ωi

div(βi∇Ti(·, t))vidA =−
∫∫

Ωi

βi∇Ti(·, t) · ∇vidA

+

∫
∂Ωi

βi(∇Ti(·, t) · ni)vids, (7.2.1)

provided that ∇Ti(·, t) and div(βi∇Ti(·, t)) are integrable. Since Ti(·, t)
is a solution of Equation (7.1.5), it follows from Equation (7.2.1) that∫∫

Ωi

∂2
t Ti(·, t)vidA =−

∫∫
Ωi

βi∇Ti(·, t) · ∇vidA−
∫∫

Ωi

∂tTi(·, t)vidA

+

∫
∂Ωi

βi(∇Ti(·, t) · ni)vids+

∫∫
Ωi

Qi(·, t)vidA,

(7.2.2)

for i = 1 and 2. To proceed, recall that ∂Ω2 = ∂Ω ∪ Γ and ∂Ω1 = Γ,
hence∫
∂Ω2

βi(∇Ti(·, t)·ni)vids =

∫
∂Ω

βi(∇Ti(·, t)·ni)vids+
∫

Γ

βi(∇Ti(·, t)·ni)vids

Since n1 = −n2 on Γ, the boundary integral in Equation (7.2.2) reduces
to ∫

∂Ω

βi(∇Ti(·, t) · ni)vids.
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Adding Equation (7.2.2) on each subdomain yields

2∑
i=1

∫∫
Ωi

∂2
t Ti(·, t)vidA

=−
2∑
i=1

∫∫
Ωi

βi∇Ti(·, t) · ∇vidA−
2∑
i=1

∫∫
Ωi

∂tTi(·, t)vidA

+
2∑
i=1

∫∫
Ωi

Qi(·, t)vidA+

∫
∂Ω

β2(∇T2(·, t) · n2)v2ds. (7.2.3)

To define the test functions, introduce C1
p(Ω̄):

v ∈ C1
p(Ω̄) if v

∣∣
Ω̄i
∈ C1(Ω̄i).

The test function space is then

T (Ω) = {v ∈ C1
p(Ω̄) | v = 0 along ∂Ω}.

Note that C1
p(Ω̄) ⊂ H1(Ω).

The L2(Ω) inner product is denoted by (·, ·) and the bilinear form
b(u, v) is defined as

b(u, v) =

∫∫
Ω1

β1∇u(·, t) · ∇v +

∫∫
Ω2

β2∇u(·, t) · ∇v. (7.2.4)

Problem MC-V

Given a function Q ∈ C1(Ω̄) and a non-negative function β ∈ C(Ω̄),
find T where T (·, t) ∈ T (Ω) for each t > 0, such that for each v ∈ T (Ω)(

∂2
t T (·, t), v

)
+(∂tT (·, t), v) + b (T (·, t), v) = (Q(·, t), v), (7.2.5)

while T (·, 0) = T0, ∂tT (·, 0) = Td.

Remark. The bilinear forms c and a are both equal to the inner product
for L2(Ω).

Remark. The conditions (7.1.3) and (7.1.4) along ∂Ω and Γ are de-
fined in the sense of trace (see Appendix A.2)

Consider the following spaces. First, in this special case

W =X = L2(Ω).

Next

V (Ω) = Closure of T (Ω) in H1(Ω).
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Remark. Note that in this case the space V (Ω) = H1
0 (Ω), see Ap-

pendix A.2.

Define q̃ by q̃(t) = 〈Q1(x, t), 0〉.

Problem MC-W

Find u ∈ C2([0, t∗);W ) such that for each t > 0, u(t) ∈ V, u′(t) ∈ V,
u′′(t) ∈ W and

c(u′′(t), v) + a(u′(t), v) + b(u(t), v) =(q̃(t), v)X for each v ∈ V,
(7.2.6)

while u(0) = u0, u
′(0) = ud.

The formulation of a weak variational problem differs from [DD19].
(Their formulation is not compatible with [VV02].) We emphasise
that a solution of Problem MC-W is not necessarily a solution of Prob-
lem MC-V.

7.2.2 Properties of function spaces

For the present problem, the vector space X is equipped with the inner
product c. The norm ‖ · ‖W is defined by ‖u‖W =

√
c(u, u) which

equals the norm for L2(Ω). Clearly, the space W is complete. To prove
Proposition 7.2.2 below, we need the following auxiliary result.

Notation
For any u ∈ W ‖u‖2

Ωi
= (u, u)Ωi

=
∫

Ωi
u2
i .

Proposition 7.2.1. There exists a constant CΩ such that

‖u‖Ωi
≤ CΩ‖∇u‖Ωi

(7.2.7)

for each i and each u ∈ T (Ω).

Proof. We use Friedrichs' inequality, see Lemma A.2.7 in Appendix A.2.

The next result is necessary for the existence theory. It is not mentioned
in [DD19] although the authors claim to use the theory in [VV02].

Proposition 7.2.2. There exists a positive constant DB such that

b(u, u) ≥ DB‖u‖2
W for each u ∈ V. (7.2.8)
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Proof. Note that b(u, u) ≥ βmin‖∇u‖2 since

b(u, u) = β1‖∇u‖2
Ω1

+ β2‖∇u‖2
Ω2
≥ βmin

(
‖u‖2

Ω1
+ ‖u‖2

Ω2

)
.

It follows that
b(u, u) ≥ βminC

−1
Ω ‖u‖

2
W

using Inequality (7.2.7). This proves Inequality (7.2.8) for each
u ∈ T (Ω). The result follows (as before) from the fact that V (Ω) is the
closure of T (Ω) in H1(Ω).

Corollary 7.2.1. The bilinear form b is an inner product for the space
V (Ω).

Definition 7.2.1 (Energy Space V ). The vector space V equipped with
the inner product b is referred to as the Energy space. The norm ‖ · ‖V
is defined by ‖u‖V =

√
b(u, u).

Theorem 7.2.1. The norms ‖ · ‖V and ‖ · ‖1 are equivalent on V.

Proof. Clearly, |b(u, v)| ≤ βmax‖u‖1‖v‖1, where βmax is the maximum
of βi.

It follows from Propositions 7.2.1 and 7.2.2 that

b(u, u) ≥ βmin‖∇u‖2 +DB‖u‖2
W ≥ DM‖u‖2

1,

where DM = min{βmin, DB}.

Corollary 7.2.2. The space V is complete.

7.2.3 Existence

In this section we have a system with weak damping. As mentioned at
the beginning of the section, it is necessary to investigate whether the
necessary assumptions for existence are satisfied.

Proposition 7.2.3. V (Ω) is dense in W.

Proof. We know that T (Ω) ⊂ V (Ω) ⊂ W. But C∞0 (Ω̄) ⊂ T (Ω) and
C∞0 (Ω̄) is dense in W (see Corollary A.1.1). It follows that T (Ω) is
dense in W and V (Ω) is dense in W.
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It is necessary to investigate the space Eb. Recall that an element of
V is in Eb if there exists a y ∈ W such that b(u, v) = c(y, v) for each
v ∈ V. The first result in this regard is Proposition 7.2.4 below.

Theorem 7.2.2. Suppose q̃ ∈ C1([0, t∗), X). If u0 ∈ Eb and ud ∈ V,
then there exists a unique weak solution u such that

u ∈ C1([0, t∗), V ) ∩ C2([0, t∗),W ),

for Problem MC-W.

Proof. As a result of Proposition 7.2.3, the definition of the spaces X
and W as well as Proposition 7.2.2, Assumptions A1, A2 and A3 are
respectively satisfied. Since a is symmetric, nonnegative and bounded
on W , Assumption A4W is satisfied. Using Theorem 2.2.2 a unique
weak solution exists for Problem MC-W provided u0 ∈ Eb, ud ∈ V and
q̃ ∈ C1([0, t∗), X).

Remark. In [DD19] the necessary conditions to apply Theorem 2.2.2,
are not considered. What the authors call a weak solution is not a
solution of Problem MC-W. Some authors refer to such a solution as
a mild solution, see e.g. [Paz83] or [VS19].

In this dissertation, the conditions for the application of Theorem 2.2.2
are established except for one. It remains to identify the set Eb. (When
is u0 ∈ Eb?)

Definition 7.2.2. TΓ(Ω) is a subset of T (Ω) such that u|Ωi
∈ C2(Ω̄i)

and u satisfies the interface conditions on Γ.

Proposition 7.2.4. If u ∈ TΓ(Ω), then u is in Eb.

Proof. If ∇u and div(∇u) are integrable, then∫∫
Ωi

div(βi∇u)vdA =−
∫∫

Ωi

βi∇u · ∇vdA

+

∫
∂Ωi

βi(∇u · n)vds,

for each v ∈ T (Ω).

We intend to sum the two identities above over the whole region Ω.
First, we consider the boundary term. Recall that ∂Ω2 = ∂Ω ∪ Γ and
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∂Ω1 = Γ. Since n1 = −n2 on Γ, the boundary integral reduces to∫
∂Ω
β2(∇u2 · n2)v2ds. This term vanishes if v ∈ T (Ω). Consequently

2∑
i=1

∫∫
Ωi

div(βi∇u)vdA = −
2∑
i

∫∫
Ωi

βi∇u · ∇vdA = −b(u, v).

(7.2.9)

Now, let F ∈ L2(Ω) such that F |Ωi
= div(βi∇ui), then

b(u, v) = −
∫∫

Ω

FvdA for each v ∈ V (Ω).

This proves that u ∈ Eb.

Corollary 7.2.3. If u0 ∈ TΓ(Ω) and ud ∈ V (Ω) then there exists a
unique weak solution u such that

u ∈ C1([0, t∗), V ) ∩ C2([0, t∗),W ).

Remark. From Subsection 2.3.1 the pair 〈u(t), u′(t)〉 ∈ D(A). From
Subsection 2.3.2 D(A) = Eb × V for weak damping. It follows that
u(t) ∈ Eb for each t and u′(t) ∈ V (Ω). The fact that u(t) ∈ Eb is
important as will become clear in the next section.

7.3 Approach to existence by Dekka and Dutta

The jump of the temperature flux over Γ creates a problem; for an
accurate numerical algorithm one needs a sufficiently regular solution.
One may consider following the approach in Chapter 4, but our aim
is to study the method in [DD19]. For convenience, recall the model
problem and its variational forms.

Problem MC

∂2
t u = ∇ · (β∇u)− ∂tu+ f, in Ω× (0, t∗] where t∗ <∞, (7.3.1)

u(x, t) = 0 along ∂Ω× (0, t∗], (7.3.2)

u(x, 0) = u0, ∂tu(x, 0) = ud. (7.3.3)

The domains are defined as in Section 7.1.
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Interface conditions

The proposed interface conditions were formulated as

[u] = 0,
[
β(x)

∂u

∂n

]
= 0 along Γ× [0, t∗], (7.3.4)

where [u] is the jump of a quantity u across the interface Γ and n is
the unit outward normal to the boundary ∂Ω1.

Recall the weak variational form of the problem as derived in Sec-
tion 7.2

Problem MC-W

Find u ∈ C2([0, t∗);W ) such that for each t > 0, u(t) ∈ V, u′(t) ∈ V,
u′′(t) ∈ W and

c(u′′(t), v) + a(u′(t), v) + b(u(t), v) =(q̃(t), v)X for each v ∈ V,
(7.3.5)

while u(0) = u0, u
′(0) = ud.

The authors of [DD19] refer to Theorem 2.2.2 (in Chapter 2) for suf-
ficient conditions such that Equation (7.3.5) has a unique solution
u ∈ L2(H1

0 (Ω) ∩H2(L2(Ω)).

7.3.1 Weak and strong solutions

In [DD19], the authors formulate sufficient conditions for a weak solu-
tion to be a strong solution. To show the existence of a weak solution,
the spaces in Section 7.2 are significant.

Recall that

b(w, v) =

∫
Ω1

β1(x)∇w · ∇vdx+

∫
Ω2

β2(x)∇w · ∇vdx for all w, v ∈ V.

To show the existence of a weak solution to Problem MC, the authors
in [DD19] introduce similar notation as used in this dissertation (see
end of Section 2.1 of this dissertation).

For convenience, some of the notation is repeated here:

1. Let J be a interval containing zero and Z any Hilbert space.

2. u(k) ∈ L2(J , Z) if u(k)(t) ∈ Z for each t ∈ J and
∫
J ‖u

(k)‖2
Z <∞.
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Remark. The notation in [DD19] is confusing. For instance, the nota-

tion for a derivative (for example
∂u

∂t
) is used for classical derivatives,

weak derivatives and functionals.

Definition 7.3.1 (Weak solution). Let u0 ∈ V, ud ∈ W and f ∈ L2(V ′).
A function u ∈ L2(V ) ∩H1(W ) ∩H2(W ) is called a weak solution of
Equations (7.3.1) to (7.3.3) if u(0) = u0 and ∂tu(0) = ud with jump
conditions (Equation (7.3.4)), and it satisfies the following weak for-
mulation

(∂2
t u, v) + (∂tu, v) + b(u, v) = 〈f, v〉V ′×V , (7.3.6)

for all v ∈ H1
0 (Ω) and a.e. t ∈ J.

The authors of [DD19] refer to Theorem 2 in [VV02] (Theorem 2.2.2
in this dissertation) for sufficient conditions such that Equation (7.3.6)
has a unique solution u ∈ L2(H1

0 (Ω)∩H2(L2(Ω)). However, for such a u
higher regularity is necessary at the interface. The statement regarding
the existence of a weak solution is not useful and should be replaced by
Corollary 7.2.3. Their weak solution is not a solution of Problem MC-
W and is referred to as a mild solution by [Paz83] and [VS19], for
example. Furthermore, ∂2

t u and ∂tu do not exist in the sense of a
weak derivative and should be interpreted as functionals. A detailed
discussion can be found in Section 5 of [VS19].

In [DD19], the authors point out that a weak solution (their definition)
is not useful for the application of FEM and introduce the idea of a
strong solution. To do this, additional spaces are introduced:

X = {v ∈ H1
0 (Ω) | v|Ωi

∈ H2(Ωi) i = 1, 2}
and the Banach space

Y = {v ∈ L2(Ω) | v|Ωi
∈ H2(Ωi) i = 1, 2 and v = 0 on ∂Ω},

with the corresponding norm

‖v‖Y = ‖v‖+ ‖v‖H2(Ω1) + ‖v‖H2(Ω2).

This norm is not desirable since we lose some properties of the Hilbert
space Y . Instead, we introduce the inner product

(u, v)Y = (u, v) + (u, v)H2(Ω1) + (u, v)H2(Ω2).

Consequently,

‖v‖2
Y = ‖v‖2 + ‖v‖2

H2(Ω1) + ‖v‖2
H2(Ω2).

Note that X is a subset of Y .
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Definition 7.3.2 (Strong solution). Let u0 ∈ X , ud ∈ W and
f ∈ L2(W ). A function u ∈ L2(X )∩H1(W )∩H2(W ) is called a strong
solution of Equations (7.3.1) to (7.3.3) if u(0) = u0 and ∂tu(0) = ud
with jump conditions (Equation (7.3.4)), and the relation

∂2
t u(x, t) + ∂tu(x, t)−∇ · (β(x)∇u(x, t)) = f(x, t), (7.3.7)

holds for a.e. t ∈ J and x ∈ Ωi, i = 1, 2.

In [DD19], there are two important results regarding the existence of a
strong solution, i.e. Lemma 2.1 and Theorem 2.1. They are displayed
below as Lemma 7.3.1 and Theorem 7.3.1.

Lemma 7.3.1. Let u be a weak solution of Equation (7.3.1). Assume
u0 ∈ X , v0 ∈ V, f ∈ L2(W ), u ∈ L2(X ) ∩ H1(W ) ∩ H2(W ) and Γ is
Lipschitz continuous. Then u is a strong solution of Equations (7.3.1)
to (7.3.3).

Theorem 7.3.1. Let u0 ∈ X , v0 ∈ V and f ∈ L2(W ), then the in-
terface problem (Equations (7.3.1) to (7.3.3)) admits a unique strong
solution.

The proofs in [DD19] are incomplete. In this dissertation, we adjust
the arguments to prove similar results for the stationary case. These
results are Proposition 7.3.1, Proposition 7.3.2 and Lemma 7.3.2.

7.3.2 Improved exposition

In this dissertation, the approach in [VV02] is followed. Rather than a
weak solution, one considers a weak formulation of the problem (Prob-
lem MC-W) which is similar to the formulation of Problem GH. This
can be interpreted as the minimum requirements for a solution, as
contained in the formulation of Problem GH. However, the existence
Theorems 2.2.1 and 2.2.2 show that a solution of Problem GH auto-
matically satisfies stricter criteria.

Proposition 7.3.1. If u ∈ X and satisfies the interface conditions,
then u ∈ Eb.

Proof. Since u ∈ X , we have u1 = u|Ω1 ∈ H2(Ω1). There exists func-

tions u
(n)
1 ∈ C2(Ω̄1) such that limn→∞ u

(n)
1 = u1 with respect to the

norm of H2(Ω1). The same is true for u2.
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We may choose u(n) ∈ TΓ, consequently (7.2.9) is true for u(n). There-
fore, for each n, there exists F (n) ∈ L2(Ω) such that

b(u(n), v(n)) = −
∫∫

Ω

F (n)v(n)dA for each v(n) ∈ V (Ω).

Finally, the weak partial derivatives less than or equal to two converges
in L2(Ωi) and consequently u(n) converges to u in L2(Ω). It follows from
Proposition 7.2.4 that u ∈ Eb.

Proposition 7.3.2. If u ∈ X and ∇ · β∇u = f ∈ L2(Ω), then

2∑
i=1

(f, v)Ωi
+ b(u, v)−

∫
Γ

[
β
∂u

∂n

]
vds = 0 for each v ∈ V. (7.3.8)

Proof. First, assume that ui ∈ C2(Ω̄i). Applying integration by parts
we have

0 =
2∑
i=1

∫
Ωi

fvdx+
2∑
i=1

∫
Ωi

−∇ · (βi∇u)vdx

=
2∑
i=1

∫
Ωi

fvdx+
2∑
i=1

∫
Ωi

βi∇u · ∇vdx

−
∫

Γ

β1
∂u

∂n
vds+

∫
Γ

β2
∂u

∂n
vds

=
2∑
i=1

∫
Ωi

fvdx+
2∑
i=1

∫
Ωi

βi∇u · ∇vdx−
∫

Γ

[
β
∂u

∂n

]
vds

=
2∑
i=1

(f, v)Ωi
+ b(u, v)−

∫
Γ

[
β
∂u

∂n

]
vds for each v ∈ V.

Thus Equation (7.3.8) holds.

Next, we consider ui ∈ H2(Ωi) but ui /∈ C2(Ω̄i) and use the arguments
in Proposition 7.3.1.

For the next result we need the trace operator for R2, as discussed at
the end of Appendix A.3.

Proposition 7.3.3. If u ∈ X , then the first condition in (7.3.4) holds.
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Proof. Since ui ∈ H2(Ωi), ui ∈ C(Ω̄i) and uΓ(Ωi) = ui|Γ. In [BF12] it
is proved that uΓ(Ωi) = uΓ(Ω) for i = 1, 2. Consequently,

u1|Γ − u2|Γ = γΓu(Ω1)− γΓu(Ω2) = γΓu(Ω)− γΓu(Ω) = 0.

Therefore [u] = 0.

Lemma 7.3.2. If u ∈ Eb, then u ∈ X and it satisfies the interface
conditions.

Proof. For u ∈ Eb there exists a y ∈ W such that b(u, v) = (y, v) for
each v ∈ V. Since b is positive definite, the weak form b(u, v) = (y, v)
has similar properties to elliptic problems. Using [CZ98] it follows that
the solution is in H2(Ωi) on each subdomain and therefore u ∈ X .

Next we show that u also satisfies the jump conditions (7.3.4). From
Proposition 7.3.3, the first condition in (7.3.4) holds.

Equation (7.3.8) together with the definition of a weak solution results
in ∫

Γ

[
β
∂u

∂n

]
vds = 0 for each v ∈ V.

Since v is arbitrary, u satisfies the second condition in (7.3.4).

Corollary 7.3.1. If u is a solution of Problem MC-W (with u0 ∈ Eb
and ud ∈ V ), then u(t) ∈ X for each t and satisfies the interface
conditions.

Due to the results above, the existence of a unique solution of Prob-
lem MC-W implies the existence of a unique strong solution for Prob-
lem MC. The verification of the assumptions required to indeed show
that Problem MC-W has a unique solution is crucial.

7.4 Application of the finite element method

7.4.1 Galerkin approximation

For the finite element approximation, we consider a two-dimensional
domain. For simplicity, we consider a special case of Problem MC
where Ω1 and Ω2 are open rectangles. As before, Ω = Ω1∪Ω2∪Γ. The
rectangle Ω is subdivided into smaller rectangles (elements) such that
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no part of Γ is an interior point of an element, i.e. an element is either
in Ω1 or in Ω2.

Suppose Sh(Ω) is the span of piecewise bilinear basis functions δi on
Ω. Let V h denote a finite dimensional subspace of V, which is also
contained in Sh(Ω).

Figure 7.2: The rectangle Ω1 ∪ Ω2 ∪ Γ

Problem MC-Wh

Find a function uh(t) ∈ V h such that for each t ∈ [0, t∗],

c(u′′h(t), v) + a(u′h(t, v)) + b(uh(t), v) = (f(·, t), v) for each v ∈ V h,

while uh(0) = uh0 and u′h(0) = uhd .

As before, we will interpolate to find the initial conditions uh0 and uhd .
Note that Problem MC-Wh is a special case of Problem GHh.

Since the functions in V h are continuous on Ω̄, the nodal values of a
function in V h are well defined (including on Γ).

7.4.2 System of ordinary differential equations

To obtain a system of ordinary differential equations, we begin by defin-
ing the finite element matrices Nij = (δj, δi) and Kij = b(δj, δi). Recall
that for this problem a(u, v) = c(u, v) = (u, v). Due to the definition of
b(u, v) (Equation (7.2.4)), one needs to be cautious in assembling the
K matrix to ensure that the correct βi is used, depending on where the
relevant elements are located (in Ω1 or in Ω2).
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Following the same procedure as in Subsection 5.1.2, we obtain the
system of ordinary differential equations:

N ¨̄u+N ˙̄u+Kū = Q̄,

where the vector Q̄ is due to the external heat source that is experienced
in Ω1 (Qi = (f, δi)Ω1 on Ω1). Finally, a finite difference scheme (for
example central difference average acceleration as in Subsection 5.3.3)
can be applied to the system.

7.5 Convergence and error estimates

The theory in Chapter 3 can be applied to Problem MC-W. The differ-
ences have to do with the interpolation process. Corollary 3.3.1 cannot
be used without necessary changes.

To apply the results in Chapter 3, we require u ∈ C2((0, t∗), V ) and
that u(t) and u′′(t) ∈ H2. Define h as the maximum of the diameters
of the rectangle elements.

Suppose that Assumption C1 holds, as in Subsection 3.3.1 we use re-
sults on interpolation theory to replace Assumption C2.

We use the interpolation operator Πb in the space X , where Πb is the
usual interpolation operator for piecewise bilinear basis functions on
rectangles (see [SF73]).

The following interpolation error estimate on Ωi replaces Assump-
tion C2.

Corollary 7.5.1. There exists a constant Ci such that if u|Ωi
∈ Hk for

k ≥ 2, then

‖Πbu− u‖1,Ωi
≤ Cih|u|2,Ωi

, (7.5.1)

where | · |2,Ωi
denotes the semi-norm on Ωi.

We use the estimate above on each space Ωi and then combine it to
obtain the required result.

Corollary 7.5.2. There exists a constant Ĉ such that if u|Ωi
∈ Hk for

k ≥ 2 and i = 1 and 2, then

‖Πbu− u‖V ≤ Ĉh|u|2, (7.5.2)

where | · |2 denotes the semi-norm.
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Proof. Since ‖ · ‖V is equivalent to ‖ · ‖1 on V we have that

‖Πbu− u‖2
V ≤βC‖Πbu− u‖2

1

=βC(‖Πbu− u‖2
1,Ω1

+ ‖Πbu− u‖2
1,Ω2

)

≤βC(C2
1h

2|u|22,Ω1
+ C2

2h
2|u|22,Ω2

)

≤Ĉ2h2|u|22.

The result follows.

Application of Theorem 3.1.2
Suppose uh0 = Πbu0 and uhd = Πbud. If the solution u of Problem MC-W
satisfies Assumption C1, u(t) ∈ L2([0, t∗], H

2 ∩ V ) and
u′(t) ∈ L2([0, t∗], H

2 ∩ V ), then

‖u(t)− uh(t)‖W ≤(DB)−1Ĉh
(
|u(t)|2 + 3t∗

√
2 max |u′(t)|2

+ 3Kat∗max |u(t)|2 + (2 + 3Kat∗)|u0|2
+ 3t∗|ud|2

)
,

for each t ∈ [0, t∗].

Suppose we use the same algorithm as in Problem GHh-D, we then
obtain the following problem.

Problem MCh-D

Find a sequence {uhk} ⊂ Sh, such that for each k = 0, 1, 2, · · · , N − 1,

δtuk =vk+ 1
2
,

c (δtvk, ψ) + a
(
vk+ 1

2
, ψ
)

+ b
(
uh
k+ 1

2
, ψ
)

=
1

2
([f(tk) + f(tk+1)], ψ)X ,

while uh0 = dh and uhd = vh,

for each ψ ∈ Sh.

To obtain the final error estimate, we combine the results from Theo-
rems 3.1.2 and 3.2.1 to obtain the result below.

Application of the combination of Theorems 3.1.2 and 3.2.1
Suppose uh0 = Πbu0 and uhd = Πbud. If u(t) ∈ L2([0, t∗], H

2 ∩ V ),
u′(t) ∈ L2([0, t∗], H

2 ∩ V ), f ∈ C2([0, t∗],L2) and the sequence {uhk} is
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a solution of Problem MCh-D, then

‖u(tk)− uhk‖W ≤(DB)−1Ĉh
(
|u(t)|2 + 3t∗

√
2 max |u′(t)|2

+ 3Kat∗max |u(t)|2 + (2 + 3Kat∗)|u0|2
+ 3t∗|ud|2

)
+ 7t2∗τ

2 max ‖u(4)
h ‖W + 7t∗τ

2 max ‖u′′′h ‖W

+
√

2Kaτ
4 max ‖u′′′h ‖W ,

for each tk ∈ [0, t∗].
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Chapter 8

Conclusion

8.1 Overview

1. Hyperbolic mathematical models

The basic hyperbolic mathematical models used in this dissertation
are introduced in Chapter 1. Examples of hyperbolic type models are
vibration problems of elastic structures and heat conduction taking
into account phase-lag models. Specifically, of interest to us are linear
vibration problems which have a variational form that resembles the
wave equation. To introduce the concept of variational form, the wave
equation was considered in Section 1.2 and the variational form was
derived.

A model that has a variational form that resembles that of the wave
equation is the Timoshenko beam model. The Timoshenko beam the-
ory was introduced and the standard equations of motion and consti-
tutive equations given. For the purpose of mathematical analysis and
numerical approximations, the model was then written in its dimen-
sionless form. In fact, this is preferable for all mathematical models
considered in this dissertation. The variational form of the problem is
also derived.

Special cases of the Timoshenko beam model were also discussed, par-
ticularly the Rayleigh and Euler-Bernoulli beam models. Both models
were derived from the equations of motion and constitutive equations
of the Timoshenko beam model.

Other models that have a variational form that resembles that of the

127
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wave equation include the heat conduction models taking phase-lag
into account. First, we discuss the conservation law for heat conduc-
tion and derive hyperbolic heat conduction models using the consti-
tutive equation suggested by Cattaneo (1948) and Tzou (1995). The
models were presented on one and multi-dimensional domains. The
one-dimensional case is exactly the same as a weakly damped wave
equation from a mathematical perspective. Tzou suggested a dual
phase-lag model which includes the phase-lag in heat flux and gradient
of the temperature.

As mentioned above, the heat conduction models were written in their
dimensionless form. The variational forms of the hyperbolic heat con-
duction models were derived. In the variational form the partial differ-
ential equations and boundary conditions are absorbed into the bilinear
forms.

Specific applications of the hyperbolic heat equation were also discussed
for bio-heat transfer in skin. The applications were motivated by the
work of Dai et al. in 2008 and Liu et al. in 2012.

2. Second order hyperbolic type problems

In Chapter 2, the notion of a weak variational form is introduced which
is necessary in the existence theory used to establish the solvability of a
problem. (This is the approach followed in Van Rensburg and Van der
Merwe (2002).) The one-dimensional hyperbolic heat equation model
was used to illustrate the procedure. The problem was written in its
variational form, then related to the weak variational form.

A review of the work by Van Rensburg and Van der Merwe (2002) on
the general second order hyperbolic problem was done. The main the-
orems were stated without proofs but an equivalent first order system
was formulated to which semigroup theory was applied. The resulting
theorems are stated without proofs. However, additional remarks and
discussion were presented to make the theory more readable.

The theory is applied to the one-dimensional hyperbolic heat problem.
Function spaces were defined and it was proved that the assumptions
are satisfied for the problem of interest. Lastly, the relevant theorem
was applied to establish the solvability of the problem.

A problem where a solution does not exist was also analysed. The sig-
nificance of initial conditions for the existence of a solution was demon-
strated.
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3. Finite element approximation theory

In Chapter 3, the Galerkin finite element approximation for a weakly
damped second order hyperbolic problem was considered. The work in
Basson and Van Rensburg (2013) was used. Their approach uses the
existence results in Van Rensburg and Van der Merwe (2002) and per-
mits a comparison of the required results for the existence, uniqueness
and convergence of a solution.

As the first step to obtain convergence results, a projection operator
was defined and used to estimate the semi discrete error, the error
between the exact solution and Galerkin approximation. The error
for the semi discrete problem was obtained with regards to the Inertia
space norm.

The Galerkin approximation was then written as a system of ordi-
nary differential equations which can be solved using a finite difference
scheme. The difference between the solution obtained for the finite dif-
ference scheme and the Galerkin approximation (fully discrete error)
was considered. The sum of the semi discrete and fully discrete errors
yields the final error estimate, used to determine convergence.

Finally, the convergence theory was applied to the hyperbolic heat
conduction problem introduced in Chapter 2.

4. Serially connected double beams

In Chapter 4, a model that consists of two serially connected Tim-
oshenko beams was considered. The same model may also be used
for one beam with different loads on separate parts. The problem is
formulated using the standard equations of motion and constitutive
equations introduced in Chapter 1. One of the beams was assumed to
be embedded in an elastic material, while the other beam is either free
or subjected to an external load. In addition, boundary and interface
conditions were formulated to obtain a well-posed problem. The model
problem is referred to as Problem EDB.

Next, the existence of a solution for the problem was considered. As
before, a derivation of the variational form of the problem, then its
weak variational form was done. Relevant function spaces were defined
and their properties proved to establish the existence and uniqueness
of a weak solution. This was achieved using the theory in Chapter 2.
The main concern was whether the structure should be modelled as
one or two beams.
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To apply the finite element approximation theory in Chapter 3, Prob-
lem EDB was written in its Galerkin form. Regularity of the solution
depends on the choice of the model. A discontinuity of a variable may
lead to discontinuities for the weak derivatives of a solution. To ap-
ply the convergence theory, the solution must be sufficiently smooth.
It was therefore necessary to use the double beam model. The error
estimates used in the convergence were also discussed.

For the FEM computation it was shown that the single beam model
can be used. As a consequence of the interface conditions imposed on
the two beams, Problem EDB may be considered as a single beam.
Discontinuities do arise but they do not affect the computations.

5. Beam models for tap root systems

In this chapter, an application of the models in Chapter 4 to a biological
problem is considered. Specifically, the embedded double beam models
are used to model a plant with a tap root system. The experimental
findings in the work by Ennos (2000) is compared to results obtained
when applying the Finite element method to the serially connected
beam models.

Three forms of FEM were introduced, namely: Standard Finite Ele-
ment Method (SFEM), Mixed Finite Element Method (MFEM) and
Variant Mixed Finite Element (VMFEM). VMFEM was used to illus-
trate the derivation of a system of ordinary differential equations for the
single beam model. This problem was also considered at equilibrium.

Next, the static problem for the double beam model was considered.
Assuming that the load in Problem SDB is constant, the force and mo-
ment of the beam can be estimated. The approach in Van Rensburg
and Van der Merwe (2006) was useful in investigating the possibility
of determining a general solution for Problem SDB. Although theoret-
ically a general solution exists, a difficulty is encountered when solving
for the embedded beam, due to the coefficients of the linear combina-
tion of the general solution being too small.

The variational approach was then used to obtain the Galerkin approx-
imation for Problem SDB. The variational forms for both SFEM and
MFEM were obtained. Systems of equations were presented and the
numerical results analysed. It was found that MFEM converges faster
than SFEM.

A comparison of the numerical results for the Galerkin approximations
of the static double beam and static single beam was done. The results
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did not differ significantly. The double beam model was also used to
determine the effects of a change in length of the cantilever beam.
It was concluded that as the length of that beam is increased, the
deflection of both the embedded and cantilever beams also increased.

Since the single and double beam models for the static case compared
well, the single beam model was then used to investigate the dynamics
of the beam. The beam was considered to be at rest initially, with a
periodic forcing function.

Finally, according to Crook and Ennos (1998) and Ennos (2000), there
is a point below the soil on a plant with a tap root system, known as
the centre of rotation (CoR). The movement of a plant is relative to
this point. The parameter modelling the resistance of the soil in the
model was varied and it was observed that the location of the CoR
moved up towards the top of the soil as the resistance was increased.

6. Rigid bodies attached to beams

In Chapter 6, a brief summary of various articles regarding beams
with an attachment at an endpoint is given. The derivation of the
equations used to describe the dynamics of a beam with a tip body
is done and various models in previous publications were discussed.
Of special interest to us are the interface conditions imposed at the
endpoints.

The model problem for an intermediate rigid body between two Timo-
shenko beams was formulated using the previously mentioned dynamics
of a beam with a tip body by defining some constraints. This problem
was then written in its variational and weak variational form taking
the constraints into account. Properties of the function spaces were
proved as well as various other results needed in order to establish
the existence and uniqueness of a weak solution using the theory in
Chapter 2.

Finally, the Galerkin approximation was considered and a system of or-
dinary differential equations derived for simulations. The intermediate
body and resultant constraints were taken into account.

7. Hyperbolic heat conduction model

In Chapter 7, a hyperbolic heat conduction model is considered. The
model is from the work by Dekka and Dutta (2019). The problem
is formulated and written in its variational and weak variational form.
Properties of the relevant function spaces are derived and the existence
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of a weak solution is proved using the variational approach.

The approach to existence by Dekka and Dutta (2019) was also inves-
tigated since the connection between the article and the results used
from the 2002 article by Van Rensburg and Van der Merwe is not clear.

Finally, the application of the finite element method to the hyperbolic
heat equation is also considered. First, we obtain the Galerkin approx-
imation and derive a system of ordinary differential equations. Lastly,
error estimates are obtained using the results in Chapter 3 in order to
establish the convergence of a solution.

8.2 Contributions

In this dissertation, various linear vibration problems which have a
variational form that resembles the wave equation are investigated.
Heat conduction models taking phase-lag into account is also consid-
ered, since it is the same as a weakly damped wave equation from a
mathematical perspective.

In order to obtain existence results for the models, a review of the
work by Van Rensburg and Van der Merwe (2002) on general second
order hyperbolic type problems was done. In addition to presenting
the results, additional remarks and a discussion which will assist one
to apply the theory is included. An example where a solution does
not exist was also analysed in order to demonstrate the significance of
initial conditions for the existence of a solution.

General convergence results were also given, using the work from Bas-
son and Van Rensburg (2013). In order to obtain the final error esti-
mates for convergence, the sum of the semi discrete and fully discrete
errors were used. A hyperbolic heat conduction problem was used as
an illustration of how the theory is applied.

Different models for which the variational forms are second order hyper-
bolic problems were considered and existence and convergence proved.

First, a model that consists of two serially connected Timoshenko
beams was considered. One of the beams was modelled to be em-
bedded in an elastic material, while the other beam is either free or
subjected to a given external load. This model may also be adjusted
for a single beam with different loads on separate parts. The existence
and uniqueness of a solution was obtained by defining relevant func-
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tion spaces and proving required properties. The main concern was
whether the structure should be modelled as one or two beams. To
apply the convergence theory it was necessary to use the double beam
model since the solution must be sufficiently smooth. It was shown
that for the FEM computation however, a single beam model can be
used.

These models were then used in a biological application of a plant
with a tap root system. Three forms of FEM were introduced and the
derivation of a system of ordinary differential equations for the single
beam model was illustrated. For the static case of the double beam
model, the force and moment of the beam can be explicitly solved and
used to determine a general solution. Although it theoretically exists, a
difficulty is encountered due to coefficients being too small. Therefore,
the variational approach was then used to approximate solutions. A
comparison of the results for the static double beam and static single
beam showed that the models compare well. The single beam model
was then used to investigate the dynamics of the beam. These experi-
ments indicated how the parameter modelling the resistance of the soil
influenced the location of the so-called center of rotation which in turn
influences the reaction of the plant to external forces.

Models for rigid bodies attached to beams were also investigated. The
equations used to describe the dynamics of a beam with a tip body
were derived with special attention given to the interface conditions
imposed at the endpoints. A model problem for an intermediate rigid
body between two Timoshenko beams was considered. This includes
constraints at the interface. Again, existence and uniqueness of solu-
tions were established by proving the required properties of the function
spaces. A system of ordinary differential equations which can be used
for simulations were derived. The intermediate body and resultant
constraints were taken into account.

Finally, hyperbolic heat conduction models were considered. Applica-
tion of the hyperbolic heat equation for bio-heat transfer in skin was
discussed. Specifically, a model from the work by Dekka and Dutta
(2019) was investigated and their approach to existence of solutions
scrutinized. It was found that the link between their article and the
results used from the 2002 article by Van Rensburg et al. is incom-
plete. In this dissertation the exposition of the theory is improved.
Convergence and error estimates for the FEM approximation was also
established.
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Future work

Future work may include modification of the models used to simulate
a plant with a tap root system so that the morphology of a plant is
taken into account. Also, the effect of gravity on the dynamics of a
plant should be examined.

Regarding the heat conduction model, in the article by Deka and Dutta
(2019) the example for application of numerical methods did not con-
tain sharp crested waves, which sometimes occur in the hyperbolic heat
conduction model (see [SV12]). For a multi-dimensional model it is a
serious challenge to adapt the approach used in the one-dimensional
model.
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Appendix A

Sobolev spaces

A.1 Sobolev spaces

Let Ω be an open subset of Rn. The Sobolev space Hm(Ω) is the sub-
space of functions in L2(Ω) with weak partial derivatives up to order
m in L2(Ω).

Notation Let α = (α1, α2, . . . αn), then ∂α = ∂α1
1 ∂α2

2 . . . ∂αn
n and

|α| = α1 + α2 · · ·αn.

Definition A.1.1 (Weak partial derivative of order m). If u ∈ L2(Ω)
and there exists a function v ∈ L2(Ω) such that

(u,Dαφ) = (−1)|α|(v, φ) for all φ ∈ C∞0 (Ω),

then v is called the weak derivative of order |α| of u and is denoted by
Dmu.

Definition A.1.2 (Inner product on Hm(Ω)). For u and v ∈ Hm(Ω)
the inner product is defined by

(u, v)m =
∑
|α|≤m

(Dαu,Dαv) for m = 0, 1, 2, . . .

Definition A.1.3 (Norm). For u ∈ Hm(Ω),

‖u‖m =
√

(u, u)m for m = 0, 1, 2, . . .

135
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Properties of Sobolev spaces

Consider Ω a bounded open interval or a bounded open convex subset
of Rn.

Remark. It is not necessary for Ω to be convex however, it is sufficient
for our discussion.

Theorem A.1.1. C∞0 (Ω̄) is dense in L2(Ω) with respect to the norm
of L2(Ω).

Proof. See [Eva98], [Sho77] or [OR76].

Corollary A.1.1. Cm(Ω) is dense in L2(Ω) with respect to the norm
of L2(Ω).

Theorem A.1.2. The space Hm(Ω) is complete.

Proof. See [Eva98], [Sho77] or [OR76].

Proposition A.1.1. A closed subspace of a Hilbert space is complete.

Proof. Suppose A is a closed subspace of the Hilbert space X. Let (xn)
be a Cauchy sequence in A. Since A ⊂ X the sequence (xn) converges
in X. Since A is closed, it follows that (xn) converges in A. Thus A is
complete.

Proposition A.1.2. Let X be the space with equivalent norms ‖ · ‖a
and ‖ · ‖b. The space X is complete with respect to the norm ‖ · ‖a if
and only if it is complete with respect to the norm ‖ · ‖b.

Proof. Suppose X is complete with respect to ‖ · ‖a. Let (xn) be a
Cauchy sequence with respect to ‖ · ‖b. Since the norms are equivalent,
(xn) is a Cauchy sequence with respect to ‖ · ‖a. Due to the complete-
ness, the sequence converges with respect ‖ · ‖a. By the equivalence of
norms (xn) is also convergent with respect to ‖ · ‖b. Therefore, X is
complete with respect to the norm ‖ · ‖b.

Proposition A.1.3. Let X and Y be Hilbert spaces with inner products
(·, ·)X and (·, ·)Y respectively. For the product space X×Y the induced
inner product is (·, ·)XY = (·, ·)X + (·, ·)Y and the space X × Y is
complete.
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Proof. Denote an element in X × Y by w = 〈x, y〉. Consider a Cauchy
sequence (wn) in X × Y. Now (xn) is a Cauchy sequence in X and
(yn) is a Cauchy sequence in Y. Since both X and Y are closed, it
follows that (xn) converges in X and (yn) converges in Y with respect
to the induced inner product. From the definition of the inner product
‖w‖2

XY = ‖x‖2
X + ‖y‖2

Y and we have that (wn) converges and therefore
the product space is complete.

Remark. The result in Proposition A.1.3 can clearly be extended to a
finite cartesian product. Consider for example the product space X ×
Y ×Z where X, Y and Z are Hilbert spaces. Due to Proposition A.1.3
X × Y is complete with respect to the inner product (·, ·)XY = (·, ·)X +
(·, ·)Y . using Proposition A.1.3 again, it follows that (X × Y ) × Z is
complete with respect to the inner product (·, ·)XY Z = (·, ·)XY + (·, ·)Z .

A.2 Inequalities

For this dissertation the one dimensional and two dimensional cases
are important. For a one-dimensional domain Ω = [0, `].

Lemma A.2.1. For any u ∈ C1[0, `] and any two points x and y in
[0, `] with x < y,

|u(y)| ≤
√
`‖u′‖+ |u(x)|.

Proof. Consider any functions f and g ∈ L2(Ω), using the Cauchy-
Schwartz inequality we have(∫ y

x

fg

)2

≤
(∫ y

x

f 2

)(∫ y

x

g2

)
.

Choosing g = 1 yields(∫ y

x

f

)2

≤
(∫ y

x

f 2

)
(y − x) ≤ `‖f‖2. (A.2.1)

Thus, for each f ∈ L2(0, `),
∣∣∫ y
x
f
∣∣ ≤ √`‖f‖.

From the Fundamental Theorem of Calculus we have

u(y)− u(x) =

∫ y

x

u′.
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It follows from Equation (A.2.1)

|u(y)| ≤
∣∣∣∣∫ y

x

u′
∣∣∣∣+ |u(x)| ≤

√
`‖u′‖+ |u(x)|.

Lemma A.2.2. For any u ∈ C1[0, `] with a zero in [0, `],

‖u‖sup ≤
√
`‖u′‖.

Proof. Suppose u(x) = 0, then |u(y)| ≤
√
`‖u′‖ by Lemma A.2.1. The

result follows since
√
`‖u′‖ is an upper bound for |u|.

Lemma A.2.3. For any u ∈ C1[0, `] with a zero in [0, `],

‖u‖ ≤ `‖u′‖.

Proof. Using Lemma A.2.2, we have

‖u‖2 =

∫ `

0

(
u(x)

)2
dx ≤ `‖u‖2

sup ≤ `2‖u′‖2.

Lemma A.2.4. Let p ∈ [0, `] and consider the set

Q = {u ∈ C1[0, `]
∣∣ u(p) = 0}.

Denote the closure of Q in H1(0, `) by Q̄. For any u ∈ Q̄,

‖u‖ ≤ `‖u′‖.

Proof. If u ∈ Q̄, there exists a sequence {un} in C1[0, `] such that

‖un − u‖1 → 0 as n→∞ and un(p) = 0.

From the reverse triangle inequality we have∣∣‖un‖1 − ‖u‖1

∣∣ ≤ ‖un − u‖1.

Hence, ‖un‖1 → ‖u‖1 as n→∞. It follows

‖un‖ → ‖u‖ and ‖u′n‖ → ‖u′‖ as n→∞.
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By Lemma A.2.3
‖un‖ ≤ `‖u′n‖.

Thus taking limits we get directly ‖u‖ ≤ `‖u′‖.

For the two dimensional case it is required that Ω is a domain that
must be open and arcwise connected. We also assume that Green's
theorem holds for Ω.

Definitions

C1
+(Ω): The real valued function u ∈ C1

+(Ω) if u ∈ C(Ω̄) and the
partial derivatives ∂xu and ∂yu are integrable on Ω.

C1
+(Ω)2: The vector valued function F ∈ C1

+(Ω)2 if both compo-
nents are in C1

+(Ω).

C2
+(Ω): The real valued function u ∈ C2

+(Ω) if ∇u ∈ C1
+(Ω)2

Green's formula can be derived from the Green's Theorem.

Lemma A.2.5 (Green's formula). If u ∈ C2
+(Ω) and v ∈ C1

+(Ω), then∫∫
Ω

−(∇2u)vdA =

∫∫
Ω

∂xu∂xv + ∂yu∂yvdA−
∫
∂Ω

v∇u · nds.

Lemma A.2.6.

ab ≤ 1

2

(
ε2a2 + ε−2b2

)
.

Remark. The notation ‖∇u‖ is used for
√
‖∂xu‖2 + ‖∂yu‖2.It is a

norm for the vector valued function ∇u but not always a norm for u
itself

Lemma A.2.7 (Friedrichs'inequality). For any u ∈ C1(Ω̄) with u zero
on ∂Ω,

‖u‖ ≤ A‖∇u‖

where A depends on Ω.

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

 
 
 



APPENDIX A. SOBOLEV SPACES 140

A.3 Trace

A definition for the value f(p) of a function f in H1(0, `) is necessary.
To this end, the one-dimensional trace operator is useful. If f ∈ C1[0, `]
and has a zero in [0, `]. Lemma A.2.2 gives

|f(x)| ≤
√
`‖f ′‖ for each x ∈ [0, `]. (A.3.1)

If f does not have a zero in [0, `] then,

|f(x)| ≤ 2`‖f‖1 for each x ∈ [0, `]. (A.3.2)

We require f to be in H1(0, `), but for any f ∈ H1(0, `) there ex-
ists a sequence of functions in C1[0, `] that converges to f . Thus, for
any sequence of functions in C1[0, `] that satisfies Equation (A.3.1) or
(A.3.2), the limit f is in H1(0, `). More importantly, the result holds
for all f ∈ C1(0, `).

So for any point p = 0 or p = `, a linear operator γp is defined on
C[0, `] by

γp(f) = f(p).

If f satisfies Equation (A.3.2), then the linear operator is bounded
on C1[0, `] with respect to the H1(0, `) norm, and can be extended to
H1(0, `). In this dissertation, we will write f(p) instead of γp(f).

Lemma A.3.1. For any u ∈ C1[0, `]

|u(p)| ≤ K`‖u‖1.

Proof. Consider u ∈ C1[0, `]. Let g(x) = 1− x

`
and v = ug. Note that

v(0) = u(0) and v(`) = 0. It follows

u(0) =

∫ `

0

v′ + v(`) (A.3.3)

Substituting v in Equation (A.3.3)yields∣∣∣∣∫ `

0

ug′ + u′g

∣∣∣∣ ≤ ‖u‖‖g′‖+ ‖u′‖‖g‖ ≤ ‖u‖
√
`+ ‖u′‖

(√
`
)−1

,

Since (g, g) =
`

3
< ` and (g′, g′) =

1

`
. Using the fact

(‖u‖+ ‖u′‖)2 ≤ 2‖u‖2
1
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we have
‖u(0)‖ ≤ K`‖u‖1.

where K` =
√

2 max
{√

`,
(√

`
−1
)}

.

For more information see [Eva98].

Theorem A.3.1. Assume Ω is a bounded domain in Rn and ∂Ω is in
C1. Then there exists a bounded linear operator T with D(T ) = H1(Ω)
and R(T ) ⊂ L2(∂Ω) such that Tu = u|∂Ω if u ∈ H1(Ω) ∩ C(Ω̄). Fur-
thermore, there exists a constant CΩ such that ‖Tu‖∂Ω ≤ CΩ‖u‖1 for
each u ∈ H1(Ω).

Proof. The wording of the theorem above is only slightly different from
Theorem 1 (Trace Theorem) in [Eva10, Section 5.5]. A complete proof
is provided there.

Corollary A.3.1. Assume Ω is a bounded domain in R2 and ∂Ω is in
C1. Then there exists a bounded linear operator T with D(T ) = H1(Ω)
and R(T ) ⊂ L2(∂Ω) such that Tu = u|∂Ω if u ∈ H1(Ω) ∩ C(Ω̄). Fur-
thermore, there exists a constant CΩ such that ‖Tu‖∂Ω ≤ CΩ‖u‖1 for
each u ∈ H1(Ω).

Remark. The operator T is called the trace operator. The notation
γ is usually employed to denote the trace operator. A trace operator
mapping a subset of Ω onto Γ which may be a part of ∂Ω is also possible.
In fact Γ may even be in the interior of Ω. When there is more than
one possibility, γΓ(A) is used to denote the trace operator mapping A
onto Γ.
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