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Abstract

Incorporating multi-component, multi-phase, high-temperature, complex chemical equilibrium cal-
culations into multiphysics and process models can provide valuable insights into industrial processes
and equipment that current modelling methods and measurements cannot. The equilibrium state
of a thermochemical system is determined by minimising the Gibbs energy for a given set of sys-
tem component concentrations, temperature, and pressure, and becomes computationally expensive
when a large number of these calculations have to be performed. This makes direct integration of
chemical equilibrium calculations into models infeasible.

There have been many attempts to, in one way or another, accelerate these calculations. The
strengths of these existing acceleration methods, together with fundamental thermochemical theory,
were used to conceptualise and develop a new accelerator algorithm. The accelerator algorithm
uses a system's phase diagram and the Gibbs phase rule to map the thermochemical system to
geometric space by storing calculated physical and thermochemical properties in-situ for later recall
and interpolation. Linear interpolation with the lever rule in geometric space is less computationally
expensive than Gibbs energy minimisation. The advantage of populating a database in-situ is that
data is only generated and stored in the regions accessed by the model as it is being solved. The
accelerator algorithm is based on established thermochemical theory, and the generality thereof
allows the accelerator to be used in any system, regardless of the number of components.

The performance of the accelerator algorithm was tested on a number of two- and three-component
systems as well as on two industry-related processes; a simplified four-component ilmenite smelting
system and a simplified five-component iron- and steelmaking system. As the number of system
components increase, so does the computational expense of equilibrium calculations. This translated
to larger acceleration factors being achieved as the number of system components increased —
from as high as 20 in two-component systems to 1000 in the four- and five-component systems.
Interpolation errors made on phase compositions were in the order of 1072 mol mol=! and less. This
would translate to an interpolated phase composition being accurate to within 99 % of the calculated
phase composition. The majority of interpolation errors made on physical and thermochemical
properties were in the order of 1% and less.

The developed algorithm showed noteworthy acceleration of equilibrium calculations when tested on
the two industry-related processes while maintaining acceptable levels of accuracy. There is great
potential for the accelerator algorithm to make the inclusion of equilibrium calculations in models
with many system components feasible. The performance of the accelerator can be improved by
transferring the algorithm to a more computationally efficient compiled programming language and
utilising a more performant database system.
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“One of the principal objects of theoretical research is
to find the point of view from which the subject appears
in its greatest simplicity.”

Josiah Willard Gibbs

vi



Table of Contents

Abstract

List of Publications
Preliminaries

Table of Contents
List of Figures

List of Tables
Glossary
Nomenclature

| Introduction

1 Background

1.1 Project Background . . . . .. ..
1.2 Document Overview . . . . . . ..

2 Research Focus

2.1 Problem Statement . . . .. ...
2.2 Research Topic . . . ... ... ..
2.3 Research Purpose . . .. .. ...
2.4 Research Significance . . . . . ..
2.5 Research Requirements . . . . ..
2.6 Research Contribution . . . . . ..

3 Foundational Concepts

3.1 The Gibbs Phase Rule . . . . . ..
3.2 Phase Diagram Geometry . . . . .
3.3 Dimensionality . . .. .. .. ...
34 Simplices . . .. ... ... ....
3.5 TieSimplices. . . ... ... ...

v

vi

iX

xii

xiii

xXii

vii



3.6 TheleverRule. . . . . . . .
3.7 Calculating Thermochemical Properties . . . . . . . . . .. .. .. ... ... ...
3.8 Demonstration of Foundational Concepts . . . . . . . . . . .. ... ... ... ..

4 Background on Equilibrium Calculations
4.1 Mathematical Formulation . . . . . . . . .. ..
4.2 Numerical Aspects . . . . . . . . . .

Il Literature Review

5 Applications of Equilibrium Calculations
5.1 Multiphysics Models . . . . . . . . ..
5.2 Process Models . . . . . . ...
5.3 Conclusion . . . . . .

6 Accelerating Equilibrium Calculations
6.1 Uniform Discretisation of System Space . . . . . . . . . . .. ... ... .. ...
6.2 Liquidus Surface Mapping . . . . . . . . .
6.3 In-situ Database Population . . . . . . . .. ... ... o
6.4 Re-initialisation . . . . . . ...
6.5 Parallelisation . . . . . . ...
6.6 Polynomial Fit to Thermodynamic properties . . . . . . . . .. . ... ... ....
6.7 Polynomial Regression of Phase Region Boundaries . . . . . . . .. ... ... ...
6.8 Phase Diagram Discretisation . . . . . . . . ... L oL
6.9 TieSimplices . . . . . . .
6.10 Support Vector Data Description . . . . . . . . . . ... ... ...
6.11 Sensitivity Derivatives . . . . . . . ..
6.12 Artificial Neural Networks . . . . . . . . . . . ..
6.13 k-Nearest Neighbours . . . . . . . . . . .. .
6.14 Conclusion . . . . . . .

Il Research Approach and Methodology

7 Approach
7.1 Literature Review . . . . . . ..
7.2 ldentify and Master Foundational Concepts . . . . . . . . . .. .. ... ... ...
7.3 Characterise Two- to Four-component System Phase Diagrams . . . . . . . .. ..
7.4 Develop Generic Discretisation Algorithm . . . . . . . . . . ... ... ... ....
7.5 Develop Generic Interpolation Algorithm . . . . . . ... ..o
7.6 Develop Database for Efficient Storage and Recall . . . . . . . ... .. ... ...
7.7 Implement Algorithms and Database . . . . ... .. .. ... ... ... .....
7.8 Establish Performance Criteria . . . . . . . . . . . ...
7.9 Test Algorithm in Two- and Three-component Systems . . . . . .. .. ... ...
7.10 Test Algorithm in Four- and Five-component Systems . . . . . . . ... ... ...
7.11 Documentation and Final Communication . . . . . . . . .. .. .. ... ... ...

8 Methodology
8.1 Characterise Two- to Four-component System Phase Diagrams . . . . . . . .. ..
8.2 Implement Algorithms and Database . . . . . . . . ... ... .. ... ... ...

17
17
18

20

21
21
22
22

23
23
24
25
26
26
28
29
29
31
32
32
32
33
33

35

36
36
37
37
37
37
37
37
38
38
38
38



8.3 Establish Performance Criteria . . . . . . . ..

8.4 Test Algorithm in Two- and Three-component Systems . . . . . . . ... ... ..
8.5 Test Algorithm in Four- and Five-component Systems . . . . . .. ... ... ...

IV Accelerator Algorithm

9 Algorithm Development
9.1 Approach . . . .. .. ... ...
9.2 Overview . . . . . .. ...
9.3 Discretisation . . . . ... ...
9.4 Interpolation . . . . ... ... .. ... ...
95 Storageand Recall . . . . ... ... ... ...

10 Algorithm Functionality and Performance Tests
10.1 Two-component Systems . . . . . . . .. ..
10.2 Three-component Systems . . . . . . . . . ..

11 Accelerator Applications
11.1 Simplified lImenite Smelting System . . . . . .
11.2 Simplified Iron- and Steelmaking System . . .
11.3 Conclusion . . . . . . ... ...

V Closure

12 Conclusion
12.1 Existing Equilibrium Acceleration Algorithms .
12.2 Developed Equilibrium Acceleration Algorithm
12.3 Functionality and Performance Tests . . . . .

13 Recommendations
13.1 Implementation Improvements . . . . . . . ..

13.2 Algorithm Alterations . . . . . . . .. .. ..
13.3 Algorithm Additions . . . . . . . .. .. ...

Bibliography

Appendices

A Equations for Interpolating to Chemical Potentials
A.1 Iso-non-compositional-potential Boundary Discretisation Segment . . . . . . . . ..

A.2 Interpolated Tie Simplex . . . . . . ... ...
A.3 Creating a System of Equations . . . . . . ..

B Algorithm Performance Test Result Distributions

B.1 Two-component Systems . . . .. ... ...
B.2 Three-component Systems . . . . . . . .. ..

43

44
44
45
46
49
53

61
61
66

72
72
76
80

81

82
82
83
84

86
86
86
88

90



List of Figures

1.1 Number of system components vs. equilibrium calculation computation time. . . . . 3
1.2 Scale of problem when equilibrium calculations are included in multiphysics models. . 3
1.3 Schematic representation of direct calculation and integration of an accelerator. . . . 4
3.1 Example OPF features in isobaric two- and three-component systems. . . . . . . . . 10
3.2 Barycentric coordinate weights in a two-simplex. . . . . . .. ... 13
3.3 Phase-simplices in two- and three-phase regions in a three-component system. . . . 15
6.1 Liquidus surface described by stored partial derivative values. . . . . . . . ... .. 24
6.2 Dependency of heat capacity on temperature for an Aluminium alloy. . . . . . . .. 28
6.3 Meshing of the liquid-Pb phase region. . . . . . . . .. ... ... ... 30
6.4 Phase diagram of four-component system with tie simplices capturing phase regions. 31
7.1 Research approach flow diagram. . . . . . . . .. ..o 36
9.1 High-level flow diagram of the accelerator algorithm. . . . . . . . ... ... .. .. 46
9.2 Discretisation routine flow diagram. . . . . . .. ..o oL 47
9.3 Phase region cells in two- and three-component systems. . . . . . . . . ... . ... 48
9.4 Interpolation routine flow diagram. . . . . .. ..o 49
9.5 Phase region cell interpolation steps. . . . . . .. ..o 50
9.6 Reference frame cells used in the storage and recall routines. . . . . . . . . ... .. 54
9.7 Tie simplex storage algorithm flow diagram. . . . . . ... .. ... ... ... .. 55
9.8 lllustration of linear interpolation error. . . . . . . . . .. ... .. ... ... ... 56
9.9 Tie simplex recall algorithm flow diagram. . . . . .. ... ... ... ... .. .. 57
9.10 Phase region cell storage routine flow diagram. . . . . . . .. ... ... ... ... 58
9.11 Phase region cell recall routine flow diagram. . . . . . . . .. ... ... ... ... 59
10.1 Heat maps of acceleration factors for the Al-Cu system. . . . . . . . . . . ... .. 62
10.2 Distribution of acceleration factors for the AlI-Cu system. . . . . .. ... ... .. 62

10.3 Heat map of phase composition and phase fraction difference for the Al-Cu system. 63
10.4 Distribution of phase composition and phase fraction difference for the Al-Cu system. 63

10.5 Heat maps of property errors for the AlI-Cu system. . . . . . .. .. .. ... ... 64
10.6 Distribution of property errors for the AlI-Cu system. . . . . . . . .. .. ... ... 65
10.7 Heat maps of acceleration factors for the Al,O3—-CaO—-SiO; system. . . . . .. .. 67
10.8 Distribution of acceleration factors for the Al,O3—-Ca0O-SiO, system. . . . . . . .. 67
10.9 Heat map of phase composition and phase fraction difference for the Al,O3—Ca0O-SiO,
SYStEM. . . . L L 68
10.10Distribution of phase composition and phase fraction difference for the Al,O3—CaO-SiO,
System. . . . L 68
10.11Heat map of property errors for the Al,03—-CaO—-SiO, system. . . . . . . ... .. 69
10.12Distribution of propery errors for the Al,03—-CaO—-SiO; system. . . . . . . . . . .. 70
11.1 Distribution of acceleration factors for the ilmenite smelting system. . . . . . . . .. 74



11.2 Distribution of phase composition and phase fraction difference for the ilmenite smelt-
INg system. . . . . . L 75
11.3 Distribution of property errors for the ilmenite smelting system. . . . . . . . .. .. 75
11.4 Distribution of acceleration factors for the iron- and steelmaking system. . . . . . . 78
11.5 Distribution of phase composition and phase fraction difference for the iron- and
steelmaking system. . . . . ... 79
11.6 Distribution of property errors for the iron- and steelmaking system. . . . . . . . .. 79
A.1 Iso-non-compositional-potential section through two-phase region cell of a three-
component system. . . ... L L 99
A.2 Barycentric coordinate weights in two-phase region cell of a three-component system. 100
A.3 Iso-non-compositional-potential section through two-phase region cell of a three-
component system. . . . .. L. L 101
A.4 Barycentric coordinate weights in two-phase region cell of a four-component system. 102
A.5 Iso-non-compositional-potential section through three-phase region cell of a four-
component system. . . ... L. L 104
A.6 Barycentric coordinate weights in three-phase region cell of a three-component system.105
B.1 Distribution of acceleration factors for the AlI-Cu system. . . . . . . ... ... .. 108
B.2 Distribution of phase composition and phase fraction difference for the Al—Cu system.109
B.3 Distribution of property errors for the Al=Cu system. . . . . . . . .. .. ... ... 109
B.4 Distribution of acceleration factors for the Al-Mn system. . . . . . . . .. ... .. 110
B.5 Distribution of phase composition and phase fraction difference for the Al—Mn system.110
B.6 Distribution of property errors for the Al-Mn system. . . . . . ... ... .. ... 111
B.7 Distribution of acceleration factors for the Al=Zn system. . . . . . . .. . ... .. 112
B.8 Distribution of phase composition and phase fraction difference for the Al—Zn system.112
B.9 Distribution of property errors for the Al-Zn system. . . . . . . . ... . ... ... 113
B.10 Distribution of acceleration factors for the Fe—C system. . . . . . . . . . .. .. .. 114

B.11 Distribution
B.12 Distribution
B.13 Distribution
B.14 Distribution
B.15 Distribution
B.16 Distribution
B.17 Distribution
B.18 Distribution
B.19 Distribution
B.20 Distribution

B.21 Distribution
B.22 Distribution
B.23 Distribution

system. . .
B.24 Distribution
B.25 Distribution
B.26 Distribution

B.27 Distribution
B.28 Distribution
B.29 Distribution

system. . .

of phase composition and phase fraction difference for the Fe—C system. 114
of property errors for the Fe—C system. 115
of acceleration factors for the Fe—Cr system. 116
of phase composition and phase fraction difference for the Fe—Cr system.116
of property errors for the Fe—Cr system. . . . . . . . . ... ... ... 117
of acceleration factors for the Fe—Si system. 118
of phase composition and phase fraction difference for the Fe—Si system.118

of property errors for the Fe—Si system. . . . . .. . .. .. ... ... 119
of acceleration factors for the CaO-SiO, system. . . . . . . . .. ... 120
of phase composition and phase fraction difference for the CaO-SiO,

....................................... 120
of property errors for the CaO-SiO, system. . . . . . ... ... ... 121
of acceleration factors for the Al,O3—-CaO system. . . ... ... ... 122
of phase composition and phase fraction difference for the Al;O3—-Ca0O

....................................... 122
of property errors for the Al,O3-CaO system. . . . . . . .. ... ... 123
of acceleration factors for the Al;O03—-MgQO system. . . . . . .. .. .. 124
of phase composition and phase fraction difference for the Al,O3—MgO

....................................... 124
of property errors for the Al,O3—-MgO system. . . . . . .. ... ... 125
of acceleration factors for the Al,O3—-SiO, system. . . . . . . . .. .. 126
of phase composition and phase fraction difference for the Al,03—-SiO,

....................................... 126

Xi



B.30 Distribution of property errors for the Al,O3—-SiO; system. . . . . . . . . . ... .. 127

B.31 Distribution of acceleration factors for the Al;03—-CaO-MgO system. . . . . . . .. 128
B.32 Distribution of phase composition and fraction difference for the Al,O;—-CaO-MgO
SYStEM. . . . 128
B.33 Distribution of property errors for the Al,O3—-CaO—-MgO system. . . . .. . .. .. 129
B.34 Distribution of acceleration factors for the Al,O3—-CaO-SiO, system. . . . . . . .. 130
B.35 Distribution of phase composition and fraction difference for the Al,O3—-Ca0O-SiO,
SYStEM. . . . L L 130
B.36 Distribution of property errors for the Al,O3—-CaO-SiO, system. . . . . . ... .. 131
B.37 Distribution of acceleration factors for the Al;O3—-Fe,O3—-MgO system. . . . . . . . 132
B.38 Distribution of phase composition and fraction difference for the Al,03—Fe;O3—-MgO
SYStEM. . . . 132
B.39 Distribution of property errors for the Al,O3—-Fe;O3-MgO system. . . . . . . . .. 133
B.40 Distribution of acceleration factors for the Al-Fe;O3—-SiO;, system. . . . . . . . .. 134
B.41 Distribution of phase composition and fraction difference for the Al-Fe,O3-SiO,
SYStEM. . . . 134
B.42 Distribution of property errors for the Al-Fe,O3—-SiO, system. . . . . . . . .. .. 135

List of Tables

8.1 Types of sections applied to visualise phase diagrams in2D. . . . . . ... ... .. 39
8.2 Two- and three-component systems used to test the accelerator algorithm. . . . . . 41
10.1 Summary of algorithm performance in two-component systems. . . . . . .. .. .. 66
10.2 Summary of algorithm performance in three-component systems. . . . . . . . . .. 71
11.1 Mass and mole fraction ranges for simplified ilmenite smelting system test. . . . . . 73
11.2 Mass and mole fraction ranges for simplified ironmaking system test. . . . . . . .. 77
11.3 Mass and mole fraction ranges for simplified steelmaking system test. . . . . . . . . 77

Xii



Glossary

acceleration A notable reduction in the duration of time that an equilibrium state is provided
to a model by an accelerator algorithm in comparison to the equivalent direct equilibrium
calculation.

acceleration factor The factor by which the computation time of an equilibrium state has been
reduced by an accelerator algorithm in comparison to the equivalent direct equilibrium calcu-
lation.

acceleration method A method used or an algorithm employed to reduce the computation time
of an equilibrium calculation.

accelerator algorithm An algorithm employed to reduce the computation time of an equilibrium
calculation.

accuracy The degree to which the interpolated equilibrium state is similar to the correct calculated
equilibrium state. This applies to phase compositions, fractions, and properties, as well as
system properties.

addition The process of adding data to a database.

barycentric coordinate weight A weight applied to a vector between two vertices of a simplex
€ [0,1]. A set of barycentric coordinate weights are used to describe a point in a simplex as
sum of weighted vectors between the vertices of the simplex.

barycentric coordinate system A coordinate system that express the location of a point con-
tained within a simplex as the sum of weighted vectors between the vertices of the simplex.

calculated phase composition The composition of a phase as determined by a direct equilibrium
calculation.

calculated equilibrium state Equilibrium state directly calculated by equilibrium calculation soft-
ware. This includes the equilibrium state at the system state as well as the stable phases.

Cayley-Menger determinant The determinant of a modified distance matrix of the vertices of a
simplex that is used to determine the content of a simplex.

chemical potential The potential for a chemical substance to undergo a chemical change due to
differences in concentrations.

chemical element Any chemical substance that cannot be decomposed into simpler substances by
a chemical process.

composition The set of system components and concentrations they are present at. Can be the
composition of a phase or of the system state.

compositional potential index The index of a system component concentration in the uniform
structured reference frame. The system component concentration can be part of the compo-
sition of the system state or a phase.

compositional potential index array The set of compositional potential indices of all system
component concentrations in a composition, either of the system state or a phase.

composition tolerance The tolerance applied to phase compositions to determine valid tie sim-
plices that can be combined into a phase region cell. The composition tolerance is also used
to define the intervals of the uniform structured reference frame used in the database.
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composition vertex The composition of a stable phase, as a coordinate in compositional space,
that is associated with the vertex of a tie simplex where the vertex is located on the phase's
OPF boundary.

content The measure of the space contained within the vertices of a simplex.

convex hull Smallest subset of coordinates that contain all the coordinates of the entire set within
a convex envelope.

database A collection of organised data that can be easily accessed, managed, updated, new data
stored, and existing data recalled.

database population The process of adding data to a database.

deceleration A notable increase in the time that an equilibrium state is provided to a model by
an accelerator algorithm in comparison to a direct equilibrium calculation. The opposite to
acceleration.

degree of freedom An indication of how many intensive variables can be changed independently
without altering the number of phases that exists at thermochemical equilibrium.

dimensional characteristic The combination of the three dimensionalities that characterise an
OPF feature; the system geometric dimensionality as well as the OPF feature's geometric and
functional dimensionalities.

direct equilibrium calculation An equilibrium calculation performed when equilibrium calculation
software is directly integrated into a model — no intermediary accelerators or databases are
present.

direct integration When a model and equilibrium calculation software communicate directly with
each other; the model provides the system state and the equilibrium calculation software
returns the equilibrium state.

discretisation node A vertex of a discretisation segment.

discretisation by simplices A method to subdivide a geometrical feature into smaller discrete
simplices; a line into 1-simplices, a surface into 2-simplices, a volume into 3-simplices, etc.

discretisation segment The discrete part that is the result of discretising a geometrical feature.

discretisation algorithm The sequence of rules and instructions followed to discretise a phase
region into discrete phase region cells.

discretise To subdivide a geometrical feature into smaller discrete parts.

efficiency The state or ability to be efficient.
efficient To perform a task with minimum amount of time wasted and optimum usage of resources.

eligible A stored tie simplex or phase region cell is considered eligible if it meets specific database
search and recall requirements.

equilibrium The unquestionable state of a system when no net macroscopic flow of matter or
energy occurs. This state is reached when all compositional and non-compositional potentials
are balanced and there is no tendency for spontaneous change to occur. Also referred to as
thermochemical equilibrium.

equilibrium state The state consisting of the thermochemical properties of the system and all
stable phases reached at equilibrium.
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equilibrium calculation accelerator An accelerator algorithm employed to provide an equilibrium
state to a model faster than the equivalent direct equilibrium calculation can.

equilibrium calculation software A software package employed to directly calculate an equilib-
rium state.

equilibrium reactor A component in a process model that represent a unit operation where a num-
ber of material streams undergo chemical reactions which are assumed to reach equilibrium.

equilibrium calculation A calculation performed to determine the equilibrium state for a given
system state. Abbreviation for multi-component, multi-phase, high-temperature, complex
chemical equilibrium calculation.

foundational concept Important theories and concepts that are key to the development and func-
tionality of the accelerator algorithm.

functionality The quality of the accelerator algorithm being suitable to serve its intended purpose
well. Investigated during a functionality test.

functionality and performance test Collective for functionality test and performance test.

functionality test A test that is performed to determine if the accelerator algorithm functions as
intended.

fundamental thermochemical theory Established thermochemical theory that is foundational to
the functionality of the accelerator algorithm, ensuring that it is thermodynamically consis-
tent to provide security for the decisions taken during the discretisation and interpolation
algorithms.

generality The quality of being generic.
generic To function regardless of the number of system components or number of phases.

Gibbs phase rule A relationship between the number of phases that will co-exist within a system
at equilibrium and the number of intensive variables that can be varied independently. Ex-
amples of intensive variables are temperature, pressure, and independent system component
concentrations.

Gibbs energy minimisation A method employed to calculate thermochemical equilibrium by de-
termining the equilibrium state with the lowest Gibbs energy for a given system state.

independent intensive variable A variable that does not depend on the system size, and can be
varied independently from all other intensive variables. This include non-compositional vari-
ables such as temperature and pressure, and compositional variables such as system component
concentrations.

index The position in the uniform structured reference frame.
in-situ Being performed while the model is being solved.
interpolate To estimate new data within a discrete set of known data.

interpolated phase composition The composition of a phase as determined by the interpolation
algorithm.

interpolated equilibrium calculation The process of estimating the equilibrium state by perform-
ing interpolation between calculated equilibrium states stored in a database.
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interpolated system equilibrium state Equilibrium state of the system determined by the accel-
erator algorithm from interpolated phase equilibrium states.

interpolated tie simplex A tie simplex interpolated from stored tie simplices that contains the
specified system state. The vertices of this tie simplex are the interpolated phase equilib-
rium states, which are used in the interpolation routine to determine the interpolated system
equilibrium state.

interpolated equilibrium state The estimated equilibrium state determined by the accelerator
algorithm by performing an interpolated equilibrium calculation from stored data. This includes
the interpolated equilibrium state of each stable phase as well as the system.

interpolation error The difference between a calculated property value and the corresponding
interpolated property value.

interpolation algorithm The sequence of rules and instructions followed to obtain the interpolated
equilibrium state from a set of calculated equilibrium states.

invariant point A point in a phase diagram that has a degree of freedom of zero; a slight change
in any compositional or non-compositional independent intensive variable would lead to the
change in number of stable phases at equilibrium.

iso-non-compositional-potential At constant non-compositional potentials such as temperature
and pressure. Abbreviated by iso-1.

isobar A geometrical feature that connects all states with the same pressure.
iso-chemical-potential At constant chemical potential.
isobaric At constant pressure.

isopleth A geometrical feature that connects all states with the same system component concen-
trations.

isotherm A geometrical feature that connects all states with the same temperature.

isothermal At constant temperature.

lever rule A method of calculating phase fractions at a system composition within a phase region by
evaluating the geometric relations of the phase’'s compositions to the composition of interest.

limit Upper and lower bounds applied to compositional and non-compositional potentials to define
the space within a phase diagram where the accelerator algorithm has to operate.

mass fraction The fraction of a composition that consists of a system component, expressed in
terms of mass.

material property model A surrogate model employed to determine a material property based on
a system state or an equilibrium state.

material property A physical or thermochemical property that is not provided by equilibrium cal-
culation software, but can be estimated by a surrogate material property model.

mesh cell When the domain of a multiphysics model is subdivided into many small discrete regions,
each region is called a mesh cell.

model Mathematical representation of a physical system. Collective for multiphysics and process
models and does not refer to thermochemical solution model, unless stated.
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molar ratio The ratio between the amounts, measured in moles, of chemical substances.

mole fraction The ratio of a given system component’s amount to the amount of all system
components in a composition. The ratio is expressed as a fraction € [0, 1] and the amounts
are measured in moles.

multi-phase In the presence of multiple phases.
multi-component In the presence of multiple system components.

multiphysics model A mathematical model that describes multiple coupled physical phenomena
within a geometrically discretised representation of a physical system. Physical phenomena
include, but are not limited to heat transfer, fluid flow, structural dynamics, electromagnetism,
and chemical potential and is typically solved using methods such as the finite element or finite
volume methods.

non-compositional potential tie simplex A tie simplex that has the same non-compositional
potentials as the system state.

non-compositional potential index The index of a non-compositional potential in the uniform
structured reference frame.

non-compositional potential index array The set of indices of all non-compositional potentials
in the uniform structured reference frame.

non-compositional potential The ability for a chemical substance to undergo a chemical change
due to differences in non-compositional properties such as temperature and pressure.

OPF feature functional dimensionality The dimensionality of the space that an OPF feature
can traverse — functions in.

OPF feature geometric dimensionality The dimensionality of the geometrical feature that rep-
resents the OPF feature.

OPF boundary Abbreviation for one-phase fraction boundary. A phase region boundary of a multi-
phase region that is associated with only one of the stable phases and is the only phase that
has a non-zero amount at the phase region boundary. The phase therefore has a phase fraction
of one.

OPF region Abbreviation for one-phase fraction region. An entire phase region where there is only
one stable phase and it has a non-zero amount. The phase therefore has a phase fraction of
one.

OPF feature An OPF (one-phase fraction) feature is a single-phase region or single-phase boundary
of a multi-phase region. In these features more than one phase can be stable, but only one
phase can have a non-zero amount and therefore a phase fraction of one.

performance The measure of the acceleration achieved and level of accuracy of an accelerator
algorithm in comparison to direct equilibrium calculations. Measured during a performance
test.

performance requirement The level of performance, both acceleration and accuracy, that is re-
quired for the accelerator algorithm to be considered successful.

performance criteria A set of standards by which performance of the accelerator algorithm is
measured.
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performance test Test that is performed to determine the performance of the accelerator algo-
rithm, both acceleration achieved and the level of accuracy.

phase A homogeneous quantity of matter that has uniform physical and chemical characteristics. A
phase can consist of a single substance (pure substance) or a mixture of substances (solution
phase).

phase region section A section made through a phase region cell at the non-compositional po-
tentials of the system state.

phase fraction difference The difference between a phase’s calculated and interpolated phase
fraction in the calculated and interpolated equilibrium states.

phase composition difference The difference between a phase’s calculated and interpolated com-
position in the calculated and interpolated equilibrium states.

phase region cell A discrete portion of a phase region created during the discretisation algorithm
by combining tie simplices that are within a specified tolerance.

phase property Physical or thermochemical property associated with a stable phase.

phase component A component in addition to the system components that a phase can consist
of, such as an electron.

phase constituent The base chemical substances that a phase is composed of.

phase-simplex A simplex within a tie simplex constructed between the system composition and the
compositions of all phases of the tie simplex except for the phase to whom the phase simplex
belongs to. A phase simplex is used in the lever rule to determine the phase fraction of the
phase.

phase composition constraint A conservation constraint between the concentrations of elements
that governs the composition of a phase.

phase region boundary The boundary of a phase region wherein the same combination of phases
are found to be in equilibrium.

phase region A region in a system where the same combination of phases are found to be in equi-
librium. This usually spans over a range of system component concentrations, temperatures,
and pressures.

phase diagram geometry The geometric features and the rules, such as the Gibbs phase rule,
that governs the dimensionality of these features, that describes the relationship between a
system state and the resulting equilibrium state.

phase diagram A projection of Gibbs energy relationships onto temperature-pressure-composition
space as geometric maps of the limits of stability of various phases in a thermochemical system.
It can be used to geometrically indicate what the equilibrium state of a system will be for a
given system state.

phase composition The set of system component concentrations that a phase is composed of.

phase fraction The ratio of a given phase's amount to the amount of all phases present at equi-
librium. The ratio is expressed as a fraction € [0, 1].

physical property error Error made on a physical property between a direct equilibrium calculation
and interpolated equilibrium calculation.
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physical property A material property that describes the relationship between the composition,
temperature, and pressure of a substance and its physical attributes.

populate To add data to a database.

process model A mathematical model that describes the energy and mass flows of a thermochem-
ical process.

property Collective for physical and thermochemical properties.
property error Collective for the error made on a physical or thermochemical property

pure substance A chemical substance with both definite and constant composition and distinct
chemical properties.

recall To search and retrieve data from a database that satisfies certain criteria.

recall set A set of data that have been recalled from the database that met a specific search
requirement.

recall algorithm The sequence of rules and instructions followed to search and retrieve data from
a database that satisfies certain criteria.

reference frame cell A single discrete cell in the uniform structured reference frame.

region Refers to phase region.

simplex The generalisation of a triangle in kD space, which has k + 1 vertices.
simplex geometry The geometric principles of a simplex.

single-phase boundary A phase region boundary of a multi-phase region that is associated with
only one of the stable phases and is the only phase that has a non-zero amount at the phase
region boundary. More commonly referred to as a OPF boundary.

single-phase region An entire phase region where there is only one stable phase and it has a
non-zero amount. More commonly referred to as a OPF region.

solution A homogeneous mixture of two or more chemical substances.
stable A phase is considered stable when its activity is equal to one: ag, =1
storage space The physical space required on computer hardware to store data.

storage algorithm The sequence of rules and instructions followed to store data so that it can be
recalled efficiently at a later stage.

store To add data to a database.

stored data Data that has been stored in a database.

system Refers to a thermochemical system.

system equilibrium state The equilibrium state at the specified system state.

system physical property Refers to a physical property associated with the system state.

system property Collective for physical and thermochemical properties associated with the system
state.
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system thermochemical property Refers to a thermochemical property associated with the sys-
tem state.

system geometric dimensionality The number of dimensions of the phase diagram that describes
the thermochemical system.

system compositional constraint A constraint between the concentrations of elements that gov-
ern the compositions of independent system components.

system state The combination of compositional and non-compositional potentials that defines the
state of the system where the equilibrium state is to be calculated.

system component The base chemical substances that participate in an equilibrium reaction. A
pure substance or compound can be a system component.

system composition Refers to the composition, or concentration of system components, of the
system state.

temperature-phase composition coordinate A coordinate created at the vertex of a tie simplex,
consisting of the tie simplex’'s temperature and the composition of the phase present at the
vertex.

temperature tolerance The tolerance applied to tie simplex temperatures to determine valid tie
simplices that can be combined into a phase region cell. The temperature tolerance is also
used to define the intervals of the the uniform structured reference frame used in the database.

test Collective for functionality and performance tests.

thermochemical property error Error made on a thermochemical property between a direct equi-
librium calculation and interpolated equilibrium calculation.

thermochemical system A series of phases, consisting of the same system components, that are
found in different combinations with one another under varying temperature, pressure, and
system component concentrations.

thermochemical database A self-consistent database that contains thermochemical data for ther-
mochemical solution models of all potentially stable phases in the system. A combination of
thermodynamic solution models and thermochemical data is used to mathematically describe
the Gibbs energy of a system.

thermochemical property A material property that describes the relationship between the heat
applied or the temperature of a substance and its chemical properties.

thermochemical solution model A model employed in equilibrium calculation software that de-
scribes the Gibbs energy relationship of a system for given temperatures, pressures, and system
component concentrations.

thermodynamic property A material property that describes the relationship between the heat or
work applied to a substance and its physical attributes and chemical properties. Considered
as a collective for physical and thermochemical properties.

tie simplex A simpex within a phase region whose vertices correspond to the compositions of all
phases present at equilibrium. All the phase compositions are at the same compositional and
non-compositional potentials and are tied together by the simplex.

tolerance Collective for temperature and composition tolerances.
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triangulation A method to subdivide a feature into smaller discrete triangular shapes; a surface
into triangles, a volume into tetrahedrons, etc.

uniform structured reference frame A grid that divides a phase diagram into cells of uniform
size so that the cells can be used to assign indices to features such as tie simplices and phase
region cells. These indices are used as a reference frame when the tie simplices or and phase
region cells are stored to the database or need to be recalled at a later stage. The cell size is
determined by the temperature and composition tolerances.

univariant A geometrical feature in a phase diagram that has a degree of freedom of one.

Acronyms

OPF one-phase fraction
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Nomenclature

Thermochemical System Objects

Identifier Count
o the system

€ 3 chemical element

(° é" system compositional constraint
€ € independent system component
© () phase

¢ 6 phase constituent

e? e phase component

¢ é“’ phase compositional constraint
e® e® independent phase component
S ¢ chemical specie

Compositional Quantities

Scalar  Array

n n amount (mol)

T X amount fraction (mol mol™1)
a a activity

i m chemical potential (J mol~1)

L€ I¢ storage reference frame index

Degrees of Freedom

f  of phase region

f’"  of phase region with one fixed {

f”  of phase region with two fixed 1

f® of phase @ considered in isolation

Non-compositional Potentials

1P  non-compositional potential identifier
1P  number of non-compositional potentials

v (T p ... 11’3)] array
| A NV PP Mpd storage reference frame
index array

T  Temperature (K)
p  Pressure (Pa)
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Thermochemical Quantities

T  thermochemical quantity identifier

T  number of thermochemical quantities
T [V H S G array

V' molar volume (m*mol™1)

H molar enthalpy (Jmol™)

S molar entropy (J K=! mol™?)

G molar Gibbs energy (J mol™!)

Physical Properties

physical property identifier
number of physical properties
[Cp p U K ... pﬁ} array

o™ ©

molar heat capacity, constant pressure (J K™ mol™)
mass density (kg m™3)

viscosity (P)

thermal conductivity (Wm=t K1)

Z R O

Dimensionality

Dg  system geometric dimensionality

DB OPF boundary dimensional characteristics
DF  OPF boundary functional dimensionality
D?  OPF boundary geometric dimensionality

Storage Reference Frame

D  system's phase diagram
0P reference frame cell of phase diagram

Thermochemical Data Structures

base notation

X specified state (sp., independent)

Y Y  equilibrium state (eq., dependent)

Column 1: directly calculated values

Column 2: interpolated equilibrium values indicated with tilde
Interpolated values in arrays only apply to interpolated data structures.
E.g X¢i applies to Y, and x¢' to Y 1.

system (0)
X e W]
Yo ¥e |z g T B [Yer . Y]

phase i (¢;)

Yo Yo [z Toi ]_5@1}
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Geometric Data Structures

simplex (L A)
v(,A) content of simplex

tie simplex (A®1) in phase region i

t tie simplex identifier

ARi AR [we g %R TR PR

AR number of tie simplices

x i xR [ig’l if‘f’Ri} composition vertices

TR TR [T ... T®m®] thermochemical quantities
P PR [P ... P®~:] physical properties
{AR}, set of tolerable tie simplices

Aﬁi interpolated iso-\ tie simplex

AZE‘ number of interpolated iso-1 tie simplices
AZE; phase simplex of phase j in the lever rule

phase region i (R;)

r discretisation cell identifier
§% [é? %EA] discretisation cell
5117?1 [A?i . Aﬁil_ﬁ) interpolated constant W cell

Ry i
0 convex hull of 6%

OPF feature of phase j in region i (5})

6% Y ... Y{] discretisation segment
B: Qi @ .
g j j o
dy, [Y1 . Yfﬂ,{p] interpolated constant ¥° segment
_Bi o o, B! "
Xely) [(xf-l)l . (Xf*‘)fﬂﬂd array of §,' phase compositions

Barycentric Coordinate Interpolation

B2 barycentric coordinate weight within AR

—

: : : . B
BJ-B barycentric coordinate weight within 4’
B2 Array of (¢ — 1) B2 within AR

A .. B
B array of (AZE — 1) 8P within Oy
w  barycentric coordinate weight vector of (5117)21
B matrix of ¢ of fcf(jw)
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Tolerances and Performance Measurement

ATP

AzP

AF

At(direct)

At (accelerator)
dx

s’

Ep°

Et°

Temperature tolerance

Composition tolerance

Acceleration factor

Direct calculation elapsed time
Accelerated calculation elapsed time
Phase i composition error

Phase i fraction error

Physical property error
Thermochemical property error
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Chapter 1

Background

1.1 Project Background

Incorporating multi-component, multi-phase, high-temperature, complex chemical equilibrium calcu-
lations, hereafter simply referred to as equilibrium calculations, into multiphysics models and process
models, hereafter simply referred to as models, can provide valuable insight into real-life industry-
relevant processes that current modelling or measurements cannot. The word “model” in this work
does not refer to thermochemical solution models. Equilibrium calculations provide phase fractions,
phase compositions, physical properties such as heat capacity and thermochemical properties such
as enthalpy as functions of system temperature, pressure, and composition. These equilibrium calcu-
lations are performed with self-consistent thermochemical databases developed using experimental
data. Some additional material properties that may be required by models are not provided by
equilibrium calculations, however. Material property models can estimate additional properties such
as viscosity, density, thermal and electrical conductivity based on equilibrium calculation results.
Incorporating equilibrium calculations allow models to better represent industry-relevant systems,
providing more insight into complex systems that would otherwise be difficult or infeasible to obtain.
This can enable better design assumptions and more informative decisions to be made when design-
ing new, or improving current processes and equipment, and reduce the need for a trial-and-error
approach usually followed in pyrometallurgy and material science.

Although this approach can provide more accurate material properties to models, including large
numbers of equilibrium calculations into models are computationally expensive and are usually omit-
ted or incorporated in a simplified manner. As shown in Figure 1.1, there is a high-order non-linear
relationship between a system’s number of components and equilibrium calculation computation
time. Large multiphysics models can have thousands or even millions of mesh cells and an equilib-
rium calculation may need to be performed in each mesh cell for every iteration. Figure 1.2a shows
how single iteration computation time increases linearly as more mesh cells are used in a multiphysics
model. Multiple iterations are, however, required for convergence and multiple time steps when a
transient model is considered. Figure 1.2b shows how total computation time increases linearly as
more iterations are required. In cases with many system components, mesh cells, iterations, and time
steps, performing all of the required equilibrium calculations can result in infeasible solving times of
months or even years. It should be noted that the thermochemical databases and solution models
used in the equilibrium calculations, and the computer on which the calculations are performed, have
an influence on the computation time, but the trend remains the same. Equilibrium calculations can
however be successfully implemented into models when the number of calculations that need to be
performed are small enough, with the work of Agelet de Saracibar, Chiumenti, and Cervera (2006),
Blond et al. (2014), Marin-Alvarado (2015), and Corcoran, Kaye, and Piro (2016) as examples.



CHAPTER 1. BACKGROUND

30
|t(é) =0.00697&% + 0.10933&” - 0.10798&
R?=0.985
251
15" /’,

Computation time, t (s)

-
-

2 3 4 5 6 7 8 9 10
Number of system components, é

Figure 1.1: Third-order increase in equilibrium calculation computation time with number of system
components. Initial system components were Fe-O, and Si, Al, Mg, Ca, N, Mn, Na, K were added.
250 randomly distributed equilibrium calculations per €-component system. Equilibrium calculations
were performed with ChemAppPy (Ex Mente Technologies 2019) and data from the FToxid database
in FactSage 7.2.0 (Bale et al. 2016). The calculations were performed in series on an Intel Core
i7-3770 CPU (4 cores) with a clock speed of 3.4 GHz, and with 8 GB of RAM.
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Figure 1.2: Scale of the computation problem when equilibrium calculations are included in a mul-
tiphysics model.
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The same high-order non-linear relationship between a system’s number of components and equi-
librium calculation computation time is seen in process models. The difference is that these models
do not have mesh cells to consider, but still need to perform many equilibrium calculations when
the process is divided into multiple equilibrium reactors (Zietsman and Pistorius 2006). Many equi-
librium calculations can be required to ensure convergence to steady state, and even more so for
simulations of transient process models and when these models are used in optimisation routines.
Solving times can easily become infeasible.

Figure 1.3 illustrates how equilibrium calculation software is directly integrated with a model. The
model provides the equilibrium calculation software with a system state X° at which equilibrium
needs to be calculated. The equilibrium calculation software returns the calculated equilibrium
state Y°. This is referred to as performing a direct equilibrium calculation. The computation
time of direct equilibrium calculations need to be reduced to make it more feasible to include
these calculations into models; an equilibrium calculation accelerator needs to be implemented,
as illustrated in Figure 1.3. Conceptually, an equilibrium calculation accelerator, together with
stored data in its database, acts as an intermediary between a model and equilibrium calculation
software. In this work, the word “database” refers to the collection of calculated thermochemical
properties and not to the thermochemical database that contains thermochemical solution models.
The accelerator's database can be populated prior to solving the model, or while the model is
being solved (in-situ). When possible, the accelerator algorithm recalls stored data and uses it in an
interpolation algorithm to determine an interpolated equilibrium state Y© rather than performing the
more computationally expensive direct equilibrium calculation to obtain the calculated equilibrium
state Y°.

Several acceleration methods have previously been developed to improve the computational effi-
ciency of including equilibrium calculations into models so that more comprehensive simulations can
be performed in a reasonable time. The strengths of these methods can be combined, together
with fundamental thermochemical theory, to develop a generic accelerator algorithm that can be
incorporated into a system with any number of components. This is the focus of this work.

Direct integration

X(T
Equilibrium
Model Calculation
Software
Y(7

Integration via accelerator

XU
Equilibrium
Model Accelerator Calculation
Software
?O’

Database

Figure 1.3: Schematic representation of direct equilibrium calculation and integration of an acceler-
ator between a model and equilibrium calculation software. Adapted from Zietsman (2016).
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1.2 Document Overview

The document is structured as follows:

Nomenclature: Because the accelerator algorithm was developed to be generic, the foundational
concepts, as well as the discretisation, storage and recall, and interpolation algorithms are de-
scribed with generic symbolic expressions. Throughout the text, some case-specific examples
are used to illustrate the symbolic expressions in the context of applicable concepts or algo-
rithms. A nomenclature is presented at the beginning of this document in which all symbols
that are used in the text, are described.

Part I: Introduction Background on the project is provided in Chapter 1, outlining the problem
at hand. The research focus is explained in Chapter 2 to direct the approach that has to be
followed to address the identified problem. Foundational concepts required for the algorithm
development is discussed in Chapter 3 with a short demonstration of the concepts applied
to a two- and three-component system. This chapter forms part of the work in Roos and
Zietsman (2022b). Chapter 4 discusses the numerical and mathematical nature of equilibrium
calculations and why they are so computationally expensive.

Part Il: Literature Review A few cases are discussed in Chapter 5 showing the importance of
including equilibrium calculations into models. Chapter 6 discusses a number of acceleration
methods found in literature that were developed to improve the efficiency of equilibrium cal-
culations and make it more feasible to include them into multiphysics and process models.
Both of these chapters form part of the work in Roos and Zietsman (2022a).

Part I1l: Research Approach and Methodology The approach followed during this project is
outlined in Chapter 7 and the methods used to accomplish the steps are discussed in Chapter 8.

Part IV: Accelerator Algorithm The accelerator algorithm development is presented in Chapter 9
and forms part of the work in Roos and Zietsman (2022b). Results of the accelerator algorithm
functionality and performance tests in two- and three-component systems are presented in
Chapter 10. Performance test results of applying the accelerator algorithm to four- and five-
component systems of industry-related processes are discussed in Chapter 11. The results of
all tests performed in two- to five-component systems form part of the work in Roos, Bogaers,
and Zietsman (2023).

Part V Closure Concluding remarks are made in Chapter 12 of the developed accelerator algorithm
as well as its functionality and performance. Chapter 13 presents recommendations regarding
improvements that could be made to the implementation. Alterations and additions that
could be made to the developed accelerator algorithm to improve its capabilities, accuracy,
and performance as well as reduce its storage space requirements are also presented.

Appendices The detailed derivation of the system of non-linear equations used in the interpolation
algorithm is discussed in Appendix A. Distribution plots of the performance test results for all
the investigated two- and three-component systems are displayed in Appendix B.




Chapter 2

Research Focus

Before any research and development is done, the focus and direction of the research effort in
addressing the identified problem has to be established.

2.1 Problem Statement

Equilibrium calculations have been incorporated into models before but in a simplified manner where
the thermochemical systems were represented by a small number of components. There is a need to
include complex multi-component equilibrium calculations into models that better represent industry-
relevant thermochemical systems. This would provide valuable insight into real-life processes that
current modelling or measurements cannot. These equilibrium calculations are however compu-
tationally expensive and result in model solving times of months or even years which are simply
infeasible. A method of including equilibrium calculations into models more efficiently is therefore
required.

2.2 Research Topic

A new generic equilibrium calculation accelerator algorithm was developed that uses a system's phase
diagram to map the thermochemical system to geometric space by storing calculated physical and
thermochemical properties in-situ for later recall and interpolation. Linear interpolation in geometric
space is less computationally expensive than Gibbs energy minimisation in thermochemical space to
determine equilibrium. This will enable the efficient inclusion of equilibrium calculations in models.

2.3 Research Purpose

The purpose of this research is to develop deeper insight into pyrometallurgical processes to en-
able better design assumptions and more informative decisions to be made when designing new, or
improving current processes and equipment with the aim of increasing throughput and reducing emis-
sions. This can be accomplished by improving model representations of industry-relevant systems
by efficiently including complex multi-component equilibrium calculations through the integration of
an accelerator.
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2.4 Research Significance

Being able to efficiently include equilibrium calculations into models will provide more insight into
complex multi-component systems that would previously be difficult or infeasible to obtain. This
will enable better design assumptions and more informative decisions to be made when designing
new, or improving current processes and equipment.

The migration of the iron- and steelmaking industry to more environmentally-friendly technologies in
a strict time frame is a perfect example. Regulations have been imposed to reduce emissions, which
is leading to the development of new and alternative processes and technologies, some of which
substitute carbon with natural gas and hydrogen as reducing agents and utilise renewable energy
sources (Zhang et al. 2021). With stringent deadlines by when emissions have to be reduced and
new processes be implemented, there is limited time to build pilot plants to test newly developed
processes and even less time for demonstration plants. There is, however, time to build models and
use them to rapidly investigate multiple new process concepts, weed out concepts that do not meet
requirements, and optimise feasible concepts before new industrial plants are built.

2.5 Research Requirements

The aim of this project was to conceptualise, develop, and demonstrate the functionality and per-
formance of a new accelerator algorithm, not to produce and deliver optimised software that
can be used in production. For this stage of development that this work is aimed at, the following
are required from the accelerator algorithm:

Generic algorithm: The accelerator algorithm should work for systems with any number of com-
ponents, even though the performance tests would only extend to five-component systems in
this work.

Thermodynamically consistent: The accelerator algorithm has to be strongly based on funda-
mental thermochemical theory to provide security for the decisions taken when the system is
discretised and interpolation is performed with the stored data.

Storage requirement: The accelerator algorithm should produce and store as little data into the
database as possible.

User control: The accelerator algorithm has to provide the user control over the balance between
acceleration and accuracy.

Performance: The accelerator algorithm should be capable of achieving significant acceleration
while maintaining acceptable accuracy.

2.6 Research Contribution

A new generic equilibrium calculation accelerator algorithm was developed that can be applied to
any system, regardless of the number of components. The generality of the accelerator algorithm
comes from being based on sound fundamental thermochemical theory such as phase diagram
geometry, the Gibbs phase rule, and the lever rule. The accelerator algorithm was tested in a
number of two- to five-component systems and it was demonstrated that the accelerator algorithm
could provide physical and thermochemical properties to models at significant levels of acceleration
at an acceptable level of accuracy. Other developed generic acceleration methods found in literature
have not been demonstrated to work for five-component systems or higher.




Chapter 3

Foundational Concepts

Before the accelerator algorithm is discussed, the key foundational concepts that it is based on are
presented in this chapter.

3.1 The Gibbs Phase Rule

For a phase region with @ phases in a system with € independent system components and VP varying
non-compositional potentials the Gibbs phase rule (Equation (3.1)) specifies the number of degrees
of freedom f, which is the number of independent intensive variables that need to be specified, to
fully define the system (Callister and Rethwisch 2011).

f=&— ¢+ (3.1)

As shown in Equation (3.2), the number of independent system components € is equal to the number
of chemical elements & minus the number of system compositional constraints (° (Hack 2008). An
example of this is the CaO—-SiO, system in which there are ¢ = 3 chemical elements, but the Ca:O
and Si:O molar ratios are fixed at sufficiently high oxygen potentials (é“zl). This yields only € = 2
independent system components.

o (3.2)
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Because of the importance of system compositional constraints to the accelerator algorithm, Equa-
tion (3.3) is used as the preferred form of the Gibbs phase rule in this work.

f=8—"— ¢+ (3.3)

Temperature and pressure are the most common non-compositional potentials, which generally
means that 1]) = 2. When pressure is fixed the degrees of freedom are reduced by one. In this case,
only temperature contributes to f, and is indicated here as f’ and calculated with Equation (3.4).
The accelerator developed in this work is aimed at isobaric systems and therefore uses this form of
the Gibbs phase rule.

A

et —¢+1 (3.4)
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For isothermal conditions in isobaric systems ¥ = 0, and the degrees of freedom are indicated as
f” and calculated with Equation (3.5). This form of the Gibbs phase rule is used in the accelerator
when calculations are performed on isotherms in isobaric systems.

f'=¢—C0"—¢ (3.5)

3.2 Phase Diagram Geometry

The accelerator algorithm uses phase diagrams, which are projections of Gibbs energy relationships
onto temperature-composition space, as geometric maps of the limits of stability of various phases in
thermochemical systems. Phase regions, phase region boundaries, univariants, and invariant points
in phase diagrams are all geometric features.

The algorithm only captures data associated with single-phase features. These include
single-phase regions, and single-phase boundaries of multi-phase regions. In these features more
than one phase can be stable (ag, = 1), but only one phase can have a non-zero amount (ng, > 0)
and therefore a phase fraction of one (z¢, = 1). These features are referred to as one-phase fraction
(OPF) features; 3. OPF features provide composition vertices of tie simplices that are used to
calculate phase fractions with the lever rule.

3.2.1 Single-phase Regions

As per the definition of an OPF feature, an entire single-phase region is such a feature, and therefore
an OPF region. The red shaded areas in Figure 3.1 are examples.

3.2.2 Multi-phase Regions

Some boundaries of a phase region satisfy the conditions of an OPF feature, and is referred to as
an OPF boundary. In a two-phase region, as shown in Figures 3.1a and 3.1b, there are two OPF
boundaries and in three-phase regions, as shown in Figure 3.1b, there are three OPF boundaries.
Unlike OPF regions, OPF boundaries are not areas in two-component systems or volumes in three-
component systems, but lower-dimensional objects such as curves or surfaces that bound their phase
regions.

It should be noted that not all phase region boundaries are OPF boundaries. As seen in Figure 3.1a,
there are two bounding tie simplices, A% and A%. Such boundaries are not OPF boundaries seeing
that more than one phase can have a non-zero amount under these conditions.

Generically, a @-phase region, with @ > 1, in a é-component system has ¢ OPF boundaries. These
boundaries are geometric objects such as lines, curves, surfaces, volumes, and hyper-volumes.

3.3 Dimensionality

An OPF feature's dimensional characteristics (D) determine the number of data points, and there-
fore the number of direct calculations, that are required for discretisation and interpolation. It is not
sufficient to state that such a feature has a certain dimensionality; for example, that a phase region
boundary is 1-dimensional. The system's geometric dimensionality (]Dg), and the OPF feature's
geometric (DF) and functional dimensionalities (Df) need to be considered.

9
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Figure 3.1: Example OPF features in isobaric two- and three-component systems.

3.3.1 System Geometric Dimensionality

The number of dimensions of the phase diagram that describes a thermochemical system is referred
to as the system's geometric dimensionality D7. It is calculated with Equation (3.6).

Dg=¢e—-C" -1+ (3.6)

For the isobaric three-component system CaO-MgO-SiO,, D =4 —1—1+1= 3. The system
is therefore described by a 3D phase diagram.

10
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3.3.2 OPF Feature Geometric Dimensionality

OPF features can be 1D lines or curves, 2D flat or curved surfaces, 3D volumes, 4D hypervolumes,
etc. For the OPF feature of phase j of phase region i, Bi, this is referred to as its geometric

dimensionality D?, and it can be calculated with Equation (3.7).

Dy = f (3.7)

For the BS region in Figure 3.1a ]DJ? =f=3-1—-141= 2. This phase region is therefore
a 2D surface. In the same system, the Bg;+5' and B§|r+s' boundaries of region R..¢ has ]D)g =

3—1—2+41=1. The cristobalite boundary is therefore a line and the slag boundary a curve; both
are 1D features.

Equation (3.7) does not describe all cases correctly for the three-component system in Figure 3.1b.
For single-phase regions f =4 — 1 — 1 4+ 1 = 3, which correctly indicates that these OPF regions
are represented by 3D volumes. In three-phase regions f =4 — 1 — 3+ 1 = 1, which also correctly
shows that the OPF boundaries of these regions are represented by 1D lines or curves. In two-phase
regions f = 4—1—241 = 2, which states that the OPF boundaries of such regions are 2D surfaces.
This is correct when the phases consist of 2 or 3 independent system components. Pure substances,
however, exist as constant composition lines that only vary with temperature. A OPF boundary can
therefore not be 2-dimensional (]D)S = f = 2) if the phase only exists in 1D.

To correctly determine ]DDS, the f for the phase region must be combined with f¢; the degrees of
freedom when considering phase @ in isolation. f¢ incorporates all the phase's phase composition
constraints a‘p, and is calculated with Equation (3.8). OPF feature geometric dimensionality Dg is
calculated correctly for all cases with Equation (3.9).

fP=¢—C° -1+ (3.8)

D? = min (f, f*) (3.9)

g

3.3.3 OPF Feature Functional Dimensionality

Finally, the dimensionality of the space that an OPF feature traverses needs to be considered. This
is referred to as the feature's functional dimensionality D?, and it is calculated with Equation (3.10).

Df = £ (3.10)

For a 1D OPF boundary in a 3D system that curves in all 3 dimensions D¥ = 3. When the boundary
is constrained to traverse a flat plane D? = 2. If the phase in question is a pure substance, it is
constrained to a 1D straight line and Df = 1.

Region R.q in Figure 3.1a has two OPF boundaries, Bf:r”rs' and BSC|'+S', both of which are 1D fea-
tures, since ]Dg = f = 1. Cristobalite is a pure substance, which means that Bg;+5' is constrained to
a single composition coordinate and it only traverses one dimension, namely temperature; therefore,
for B!, DF = f = 1. In contrast, slag is a solution with two independent system compo-
nents (CaO and SiO;). The B boundary’s coordinates therefore vary in both composition and
temperature, which means that it traverses 2D space and DF = f* = 2.

11
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3.3.4 Dimensional Characteristics

The three different dimensionalities that characterise an OPF feature are related through Equa-
tion (3.11). All features are constrained by the geometric dimensionality of the phase diagram.

Df <=Df <=DJ (3.11)

To concisely indicate the dimensional characteristics for an OPF feature, the notation D¥ = (D
Df : DY) is used. For the two-component system in Figure 3.1a, B3 has D = (2:2:2), B§™ has
DF = (1:2:2), and B! has DF = (1:1:2).

3.4 Simplices

A simplex is the generalisation of a triangle in kD space, which has k 4 1 vertices and is denoted by
A, For instance, a triangle is a 2D object, referred to as a 2-simplex and denoted by ,A. Similarly,
a 3-simplex is a tetrahedron, a 1-simplex is a line, and a O-simplex is a point. Simplices where k > 3
are beyond our ability to visualise, and these are simply referred to as k-simplices.

3.4.1 Content of a Simplex

The content v(, A) of a k-simplex is the measure of the space contained within its vertices. Examples
include the length of a line, area of a triangle, and volume of a tetrahedron. For any dimensionality
k, v is calculated with the Cayley-Menger determinant (Sommerville 1929), which only requires the
simplex’s vertex coordinates. The distances between each of the k + 1 vertices x; of the k-simplex
are used to construct the (k + 1) x (k + 1) distance matrix D = (d;;) where the indices d;; are
calculated with Equation (3.12).

dij = [l —a]|* with i,j € N[1,k+1] (3.12)

Matrix D is a (k + 2) x (k + 2) matrix obtained from D by bordering it with a bottom row
[1,...1,0] and a right column [1,... 1,0]". The determinant of matrix D is called the Cayley-
Menger determinant |D|, shown in Equation (3.13).

0 dig dig dig -+ dyy 1
dor 0 dog dog -+ dy 1
ds; dsz O dgg --- dg 1
D| = [da daz dag O - dy 1 (3.13)
dip dig dis dig -+ 0 1
1 1 1 1 --- 1 0

The Cayley-Menger determinant, together with a pre-factor determined with Heron's formula (Alexan-
dria 100AD), is used to calculate the content v(,A) of a k-simplex with Equation (3.14).

v(A) = D| (3.14)
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3.4.2 Barycentric Coordinates

The barycentric coordinate system is used to express the location of a point contained within a
simplex with reference to its vertices, as shown in Figure 3.2. From one vertex x; of the k + 1
number of vertices of a k-simplex, k number of vectors V; are created to each of the k remaining
vertices x;. A barycentric coordinate weight [3; is applied to each vector and the sum of weighted
vectors result in the vector from the origin vertex x; to the location of a point p. The coordinates
of a point inside a k-simplex can therefore be described by the k + 1 vertices of a k-simplex and a
set of k barycentric coordinate weights, as shown in Equation (3.15).

Figure 3.2: Barycentric coordinate weights describing the position of a point within a ,A.

k
pP—T1 = Z BiVi
i=1
k
p=mr1+ Z Bi(wiyr — 1) (3.15)

i=1

The conditions of Equation (3.16) have to be met for a point to be contained within the k-simplex.
If any of the barycentric coordinate weights are smaller than zero or larger than one, the point is
outside the simplex. If the sum of weights are larger than one, the resulting vector also ends at a
point outside the simplex.

k
B eR0,1] and Y fi<=1 (3.16)
i=1

3.4.3 Discretisation by Simplices

Triangulation can be used to discretise OPF features. Lines are used to discretise 1D features,
triangles for 2D features, and k-simplices for features with ]Dég = k. This allows an OPF feature to
be discretised into segments with the same geometric dimensionality, which have the fewest number
of vertices per discretisation segment. This is referred to as discretisation by simplices.
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3.5 Tie Simplices

For a system at equilibrium, all potentials (temperature, pressure, chemical potentials, etc.) are equal
in all phases present. On a phase diagram at constant pressure and temperature, phase compositions
on OPF boundaries associated with multi-phase region i are connected by a tie simplex A%, which
is an iso-chemical-potential simplex. The dimensionality k of a tie simplex is determined by the
number of phases present according to Equation (3.17), and its number of vertices is equal to the
number of phases present with each vertex representing the composition of a phase.

k=@~ —1 (3.17)

Examples include tie-lines in two-phase regions, tie-triangles in three-phase regions, tie-tetrahedra
in four-phase regions, etc. In single-phase regions a “tie simplex” is a point (0-simplex), since there
are not more than one phase to “tie together”.

3.6 The Lever Rule

The phase fraction z¢ of any phase i present at equilibrium can be determined with tie simplices
and the lever rule, which is based on the inverse distance principle. The closer the specified system
composition x¢ is to the vertex x?i of phase i in the tie simplex, the higher the fraction of phase i
and the lower the fractions of the other phases.

When the system composition xY is inside a tie simplex A%, it divides the tie simplex into ¢ phase-
simplices AR one for each phase i, as shown in Figure 3.3. The vertices of AR, include x? as well
as all the vertices of A except for x#i, the composition of phase i itself. The phase fractlon for a
phase i in any @-phase region of any €é-component system is calculated with the generic lever rule,
as shown in Equation (3.18). In single-phase regions, xg = 1, since there is only one phase (and
the content of a point is v(,A) = 1).

8 = AV(N‘;) _ VBy) (3.18)

S u(AR)

j=1

3.7 Calculating Thermochemical Properties

Once an equilibrium calculation is performed at temperature 7' and system composition x¢, the
compositions x? of all phases and thermochemical properties (e.g. H?®, S®, G®) for each phase
are known and can be stored as a tie simplex. Now, for the same temperature 7" and any system
composition x¢ inside the tie simplex, phase fractions xg can be calculated with the lever rule
whereafter system thermochemical properties (e.g. H¢, S¢ G°) can be calculated exactly with
Equation (3.19) without performing another equilibrium calculation.

@
Z 0. T% where t€ {H,5,G,V} (3.19)
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Figure 3.3: Phase-simplices in a two- and three-phase region in the CaO-MgO-SiO; three-
component system. (sl: slag, cr: cristobalite, li: lime, pr: periclase, a: a-CaySiO4) (1750 K
isotherm)

3.8 Demonstration of Foundational Concepts

In this section, the foundational concepts presented in the previous sections are demonstrated by
applying them to the phase diagrams of two- and three-component systems.

3.8.1 Two-component System

The isobaric CaO—-SiO, system under ambient atmosphere shown in Figure 3.1a is presented as a
two-component system example. Since pressure is constant, only one non-compositional potential is
of concern, namely temperature; this means P =1. The system incorporates the chemical elements
Ca, O, and Si; therefore ¢ = 3. Due to the high oxygen potential of the ambient atmosphere,
the oxygen content of the system is constrained to ng = nc, + 2ns;. Therefore, a single system
compositional constraint exists and é“ =1.

Calculating the phase diagram'’s dimensionality with Equation (3.6) yields Dg = 2. The thermo-
chemical system is therefore described with a 2D phase diagram. The axes of the phase diagram
are the mole fraction of one system component zc,0 and temperature.

OPF region B3 has DP = (2:2:2). It is a 2D surface (D5 = 2) with coordinates varying in both
Zcao and T (Df = 2), existing in a 2D phase diagram (D = 2).

The two-phase R, region’s OPF boundary Bg+s' has DP = (1:1:2). D? = Df = 1 because it is a
pure substance pinned to a single composition on the xc,o axis. The OPF boundary B§|r+s' of this

phase region has DP = (1:2:2). Although it is a 1D curve (D} = 1), its coordinates vary in both T
and zc,0 and ¥ = 2, which yields D? = 2.
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3.8.2 Three-component System

The isobaric CaO—-MgO-SiO, system under ambient atmosphere shown in Figure 3.1b is pre-
sented as a three-component system example. With pressure constant, temperature is the only
non-compositional potential, and LI) = 1. The system involves the chemical elements Ca, Mg, O,
and Si; therefore € = 4. A high oxygen potential again constrains the system oxygen content to
no = Nca + Nvg + 2nsi. This single system compositional constraint yields é" =1.

The phase diagram has g = 3, which correctly indicates it to be 3-dimensional. The axes of the
phase diagram are the mole fractions of two system components xc,0 and zumg0, and temperature.

The OPF region Bg has DF = (3:3:3). It is a 3D volume (D2 = 3) with coordinates varying with
£ca0, Zmgo and T (D = 3), existing in a 3D phase diagram (DJ = 3).

The two-phase R w1 region’s OPF boundary B+ has DP = (1:1:3). Its geometric and functional
dimensionalities are both equal to one, because it is a pure substance. The OPF boundary BSTW’LS'
of this region has DF = (2:3:3). Although it is a 2D curved surface (Df = 2), its coordinates vary
with temperature and both system composition coordinates, which yields DF = 3.

The two-phase Rt.s region’s OPF boundary Bmt™! has DB = (2:2:3). Its geometric dimensionality
is equal to two, because f = 2 for the phase region, and f™ = 2 for this phase. D¥ = 2 because
the phase only exists on the line connecting the Ca,SiO4 and Mg,SiO4 end members.

Because f = 1 in the three-phase R mwtmitsl region, ID)S = 1 for all three phases. For the Bmw+mt+sl
OPF boundary DF = 1, since it is a pure substance. For the Bm ™' OPF boundary Df = 2
since the phase exists on the line connecting the Ca,SiO4 and Mg,SiO,4 end members and therefore
fmt = 2. Finally, DF = 3 for the BJ“*™**! OPF boundary because this phase has no additional
phase composition constraints beyond those of the system.

3.8.3 General System

The method employed here to two- and three-component systems applies to €-component systems
in general. This, along with the generality of simplex geometry, the Cayley-Menger determinant,
the generic lever rule, and the Gibbs phase rule provides a general basis for discretisation and
interpolation of OPF regions and OPF boundaries, and for the calculation of phase fractions, phase
compositions, and thermochemical properties.
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Chapter 4

Background on Equilibrium Calculations

Spontaneous physical change is governed by the second law of thermodynamics, which states that
such change will only occur when it results in an increase in an isolated system's entropy. Gibbs
energy is a useful quantity that allows change in entropy to be described in terms of properties of
the system alone; the surroundings can conveniently be disregarded. Thermochemical equilibrium
of a system is reached when Gibbs energy reaches a minimum; also the state of maximum entropy.

This physical optimisation problem can be cast into mathematical and numerical formulations, and
ultimately into computer software that can be used to simulate a system'’s drive towards equilibrium.
This is however an iterative process and, as displayed in Figure 1.1 become more computationally
expensive as more system components are considered and the optimisation problem become more
Intricate.

Many different methods have been developed to calculate thermochemical equilibrium by determin-
ing the minimum Gibbs energy for a system state. Simultaneous and decoupled equation-solving
methods have been developed and used. Teh and Rangaiah (2002) discussed and evaluated the var-
ious equation-solving methods in more detail. Piro et al. (2013) employed another method, Gibbs
energy partitioning, in the Thermochimica library. Convex hulls have been used as a geometrical ap-
proach to determine the state with minimum Gibbs energy (Voskov, Dzuban, and Maksimov 2015).
The most popular method, however, has been the Gibbs energy minimisation routine, which has
been implemented in a variety of open-source (Sundman et al. 2015; Sundman, Lu, and Ohtani
2015; Otis and Liu 2017; Nichita, Gomez, and Luna 2002) and commercial (Bale et al. 2016; Shobu
2009; Davies et al. 2002; Andersson et al. 2002; Chen et al. 2002) software packages. The Open-
Calphad software also provides the capability to perform multiple equilibrium calculations in parallel
(Sundman, Lu, and Ohtani 2015).

To better understand why equilibrium calculations employing the Gibbs energy minimisation rou-
tine become more computationally expensive as more system components are considered, a brief
overview of the mathematical formulation and numerical aspects of the routine is presented. De-
tailed derivations are not presented here, but references are provided throughout this chapter for
interested readers.

4.1 Mathematical Formulation
The total Gibbs energy of the system G is often expressed in terms of the amount b¢ and chemical
potential u¢ of all € number of independent system components of the system, shown in Equa-

tion (4.1) (Eriksson and Hack 1990).
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= by (4.1)
i=1

With Equation (4.1) an objective function can be set up that describes the Gibbs energy for a given
temperature, pressure, and composition of the system. To determine the equilibrium condition, this
objective function needs to be minimised while being constrained by a mass balance for each of the
€ number of independent system components (Eriksson and Hack 1990). For each possible phase
@ that exists in the system, a stoichiometric matrix s is used where the coefficients describe the
ratio between all the phase constituents 0¢ and the system components €. This matrix is used,
together with the amount n°" of each phase constituent 0% of phase ¢, to determine the amount
for each independent system component, as shown in Equation (4.2).

¢ 0%

beizzzsj‘l’;ne iell,é (4.2)

j=1 k=1

Each of the ¢ number of stoichiometric matrices has a size of € x 69. The implications when the
number of system components to be considered are increased, are as follows:

1. many new phases can exist with the addition of one single system component; therefore the
number of stoichiometric matrices that has to be summed over increases non-linearly,

2. the number of rows of a stoichiometric matrix increases linearly with the number of system
components,

3. some phases contain components in addition to system components, such as electrons,

4. therefore, the number of columns of the stoichiometric matrix increases linearly with the
exception of some phases with additional phase components.

The non-linear increase in the number of phases when more system components are considered
differs from system to system; it depends on the number of new phases that can be created between
the existing and newly added system components.

Described here is only one formulation used to minimize Gibbs energy. The ChemAppPy (Ex Mente
Technologies 2019) software employed in this work make use of this type of formulation and is
therefore considered in this investigation. There are several other formulations, as described in the
review by Smith (1980).

4.2 Numerical Aspects

The Gibbs energy of the system, expressed by Equation (4.1), needs to be minimised while being
constrained to the mass balance of each system component expressed by Equation (4.2). Lagrange's
method of undetermined multipliers is suitable to solve the constrained minimisation problem (Eriks-
son 1971), resulting in the Lagrange objective function (Koukkari and Pajarre 2011) to be minimised,
as shown in Equation (4.3).

e o 6%
= Do | o st b (4.3)
i=1 i=1 k=1
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The Lagrangian multipliers 7; for each system component increases linearly as the number of system
components increase. Partial derivatives of the Lagrange objective function is calculated for each
system component, therefore, the number of partial derivatives also increase linearly as the number
of system components increase. The partial derivatives has to be calculated for every iteration of the
Gibbs energy minimisation routine, and can become computationally expensive when many system
components are considered.
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Chapter 5

Applications of Equilibrium Calculations

In the development of models, it is often adequate to make simplifications regarding thermochemical
behaviour and physical properties. In other cases it is essential to incorporate these details, since
they are core to the investigation. Here we focus on the latter where the application of equilibrium
calculations to multiphysics and process models have been invaluable.

5.1 Multiphysics Models

Incorporating equilibrium calculations into models have been used extensively in casting design by
studying the mechanisms contributing to macrosegregation (ten Cate et al. 2008). The solidification,
shrinkage, air-gap development, stresses, and temperature distribution of a casting have also been
modelled by incorporating equilibrium calculations into models (Agelet de Saracibar, Chiumenti, and
Cervera 2006).

Refractory materials are often subjected to high temperature gradients, corrosive environments,
and mechanical loads (Blond et al. 2014) in an attempt to protect equipment or operators nearby.
Models have been used to investigate different materials and how they degrade due to oxidation,
corrosion, vaporization, sublimation, ablation, and dissolution (Blond et al. 2014; Tabiei and Sock-
alingam 2012). There are clear signs in the work done by Blond et al. (2014) that the inclusion of
equilibrium calculations improve insight into stresses and strains in furnace refractories. Equilibrium
calculations have been included into models with adaptive meshes by Tabiei and Sockalingam (2012)
to investigate the lifespan of dynamic refractory linings of hypersonic vehicles during their re-entry
through Earth’s atmosphere.

Biomass-based energy technologies have been improved significantly when equilibrium calcu-
lations were incorporated into multiphysics models (Pannala, Simunovic, and Frantziskonis 2010).
Multi-phase reactors are widely used, but their designs are primarily based on experimental data due
to process complexity. The understanding of these processes is limited because dense and erosive
flows encumber measurement tools. Even when measuring tools are used, system dynamics are
altered, leading to measurement inaccuracy (Pannala, Simunovic, and Frantziskonis 2010). Models
that incorporate equilibrium calculations can bridge the gap between experimental data and the
actual behaviour of these reactors (Pannala, Simunovic, and Frantziskonis 2010), which can be used
to improve reactor design.

Equilibrium calculations allowed phase compositions, oxygen chemical potential and other thermo-
chemical properties to be included into models that were essential for investigating and estimating
performance, safety, and behaviour of nuclear fuel that could not be determined through experi-
mentation during operation (Corcoran, Kaye, and Piro 2016; Samuelsson et al. 2020).
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Complex chemical reactions, heat and mass transfer, phase changes, and multi-phase flows make it
extremely challenging to model pyrometallurgical processes. Molten slags are usually produced, in
some cases it is the desired product (Zietsman 2004), and can be very corrosive, which can cause
furnace refractory lining damage. To combat this, furnace sidewalls are cooled with the intent to
solidify slag onto the refractory lining, forming a slag freeze lining (Zietsman and Pistorius 2006).
Including equilibrium calculations into models make it possible to describe chemical reactions, heat
and mass transfer, phase changes, and multi-phase flow, which can then be used to estimate freeze
lining condition.

5.2 Process Models

Process models of ilmenite-smelting DC furnaces (Zietsman 2004; Zietsman and Pistorius 2006),
have been used to investigate the interaction between slag bath and freeze lining. This was done
by determining the influences of thermal and chemical changes and changes in operational param-
eters on these interactions. Insights from these investigations were used to improve and refine the
operational strategies of the process.

There is continual interaction between the flow of molten slag and freeze lining as remelting and
solidification occurs. It is important to maintain a freeze lining at all times, but it is near impossible
to measure the geometry within molten liquid to ensure its presence. Monitoring freeze lining
thickness can be done by following the trends of thermocouples in the sidewalls (Zietsman and
Pistorius 2005). The thermocouple data is used to calculate heat flux through the freeze lining and
estimate its thickness.

The electric arc furnace (EAF) is the main process used to recycle iron and steel and the second-
most important process in terms of global steel production (Hay, Echterhof, and Visuri 2019).
Process models have been used to improve the understanding and control of the EAF process as
well as optimizing its energy and resource efficiency (Hay, Reimann, and Echterhof 2019). These
EAF process models include equilibrium calculations that provide composition and temperature
estimations throughout the process that cannot be measured directly due to the harsh conditions
within the furnace.

EAF process models can be used to automatically create operational charts in real time and can
be adjusted based on furnace operating conditions (Hay, Echterhof, and Visuri 2019). Scenarios such
as new control strategies, different injection or charging materials, and installation of new equipment
can be evaluated virtually and adjusted with a process model before any changes are implemented.
Hay, Echterhof, and Visuri (2019) and Hay, Reimann, and Echterhof (2019) summarised the different
EAF process models that have been developed and their continual improvements.

5.3 Conclusion

Being able to include equilibrium calculations into a model that accurately represented the ther-
mochemical systems allowed for virtual prototyping and testing of new processes, control strategies
and equipment before any costly physical tests had to be performed, new plants had to be built
or changes made to existing plants, or new equipment purchased. Using models where equilibrium
calculations have been included to monitor and control processes where conventional monitoring
methods are infeasible have been found to be invaluable. Discussed here were only a few examples
of where the implementation of equilibrium calculations provide insight into systems and processes
that would otherwise be difficult or impossible to obtain.
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Chapter 6

Accelerating Equilibrium Calculations

Incorporating equilibrium calculations into models can provide more accurate results, but at a cost
of longer computational time. To reduce equilibrium calculation computation times and make model
computational times more feasible, several acceleration methods have been developed.

6.1 Uniform Discretisation of System Space

The feasibility of uniformly discretising the temperature and compositional space of a thermochem-
ical system was investigated by ten Cate et al. (2008). At each discretisation node, an equilibrium
calculation had to be performed and thermochemical properties stored for later recall. The compo-
sition in a system with € number of components can be described by the concentration of € — 1
components. An isobaric four-component system was considered with varying temperature. There-
fore, a thermodynamic property of the four-component system was dependent on four independent
variables; temperature and the concentration of three components. The range of each independent
variable was divided into 600 nodes to form a uniform grid. To store two thermodynamic properties
as functions of the four independent variables with single precision (32 bit per value) on each of the
grid nodes, 2 x 4 x 600*x 32bit = 4 TB of storage space would have been needed (ten Cate et al.
2008). The size of a uniform grid pre-calculated database can become too large for the memory of
computers to use (ten Cate et al. 2008) and searching through that amount of data can be very
time-consuming. The space complexity is of order O(n?) where d is the dimension of the grid (ten
Cate et al. 2008).

A similar tabulation method was developed by Saad, Gandin, and Bellet (2015). A known alloy
was chosen and the composition variation intervals were identified. These intervals were not known
before the model was solved and had to cover the alloy composition extremes — informed estimations
had to be made. A temperature interval also had to be identified, but in general was chosen from
the initial melting temperature to room temperature. Systematic checks were done within these
intervals at predefined step sizes and equilibrium calculations were performed at each temperature
and compositional combination. The number of phases, together with the compositions and fractions
of each, were determined from each equilibrium calculation. This allowed the temperature and
compositional interval of the phase region boundary associated with each phase to be determined.
Thereafter, the composition and temperature intervals of each phase was systematically checked
to determine thermochemical properties of the phase at different temperatures and compositions.
Interpolation could then be performed between phase composition and temperature nodes to obtain
phase properties for an equilibrium calculation.
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6.2 Liquidus Surface Mapping

A method was used to store the liquidus and solidus surfaces of solid and eutectic phases in a
three-component system (Doré, Combeau, and Rappaz 2000; Wu et al. 2013). A number of equi-
librium calculations were performed prior to the simulation of the model for combinations of various
temperatures, pressures, and system component concentration to be used to describe the surfaces.

The concentration of one system component was kept constant and the liquidus surface mapping
along the isopleth was completed by ranging the other system component between its minimum
and maximum concentration by a fixed increment. Two partial slopes of the liquidus surface;
mya = O0T/0c; 4 relative to system component A concentration and m; z = 01/0c; g relative
to system component B concentration, and two partition coefficients; k4 and kg were stored for
a fixed concentration ¢; ¢ of system component C. Partition coefficients are used to describe tie
lines between the solidus and liquidus surfaces (Wu et al. 2013). The first system component’s
concentration was then adjusted by a fixed increment and the mapping repeated.

The primary phase’s liquidus temperature, T, together with the liquidus surface’s slopes, m; 4 and
my g, are used to describe the liquidus surface for a given composition, as described by Equation (6.1)
and illustrated with Figure 6.1, (Wu et al. 2013).

T:Tf+ml7,4 xcl7A+ml7B X B (61)

A

C

Figure 6.1: Liquidus surface of two-phase region described by stored partial derivative values of tem-
perature with respect to system component concentrations. Tie lines described by stored partition
coefficients used to determine the solidus surface. As found in (Wu et al. 2013).

Given the phase composition on the liquidus surface, the corresponding phase’'s composition on the
solidus surface — that is found on the same tie line — is described by the partition coefficients, as
described by Equation (6.2) and illustrated in Figure 6.1, (Wu et al. 2013).
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* *
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With this method a global mapping file was compiled. Bilinear interpolation was used to calculate
the liquidus temperature, the slopes of the liquidus surface, and the partition coefficients for given
system component concentrations.

An acceleration factor of 4 was observed in three-component systems with the mapping file requiring
a few MB of storage space (Doré, Combeau, and Rappaz 2000). When a mapping file was created
in a four-component system, the storage space was found to be in the order of 100 MB. As seen in
the feasibility study on uniform discretisation of temperature-compositional space done by ten Cate
et al. (2008) and the liquidus and solidus surface mapping by (Doré, Combeau, and Rappaz 2000),
as more complex systems with more components are considered, more storage space is required and
can become infeasible.

6.3 In-situ Database Population

Instead of performing a large number of equilibrium calculations and storing the results prior to
solving a model, an initially empty database can be populated as the model is solving — in-situ — as
presented by Pope (1997). As the model requires thermochemical properties at a specified system
state, an equilibrium calculation is performed, and results stored to the database. At a later stage,
when the model requires thermochemical properties near stored results, interpolation, rather than
a direct equilibrium calculation, is performed and the results returned. The advantage is that the
database is populated only in regions of the system space that is accessed by the model, known as
the accessed regions, and no unnecessary equilibrium calculations have to be performed beforehand.
This reduces the number of computationally expensive equilibrium calculations that need to be
performed and reduces the storage space requirement of the database.

It was found that the use of in-situ adaptive database population completed 10° queries in 54 hr,
compared to more than 6 yr (theoretically) when direct integration was considered — an acceleration
factor of about 103. It roughly took 1.5 hr of the computational time to complete all the additions
to the database and in the remaining computational time only database recalls were made and
interpolation performed (Pope 1997).

Analysis of the in-situ adaptive database population method's performance as well as an improvement
to the recall algorithm was done by Chen (2004). An improvement on the algorithm was made by
Lu and Pope (2009) in terms of the database-recall strategies and the addition of error checking
and correction. In comparison to the previous implementation (Pope 1997), the computational time
has been halved and the storage space requirements have been reduced by a factor of five.

In-situ database population was also used in the work of Larsson and Hoglund (2015) where the
system space was divided into a structured reference frame but no equilibrium calculations were
performed beforehand — only the nodes’ temperature and compositions were determined. When
thermochemical properties were required at a specified system state, the nodes of the structured
reference frame nearest to the specified system state were identified, equilibrium calculations per-
formed at their corresponding temperature and compositions, and the results stored to the database.
From the results obtained, interpolation is performed to determine thermochemical properties at the
specified system state. When another specified system state is found between reference frame nodes
where equilibrium calculations have been performed, they are simply used again to interpolate to-
wards the specified system state. In the case where some identified reference frame nodes do not
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have any results available, equilibrium calculations are performed, results stored to the database,
and interpolation performed. A database storage space size limit is also specified and when new
results have to be stored, the results that have not been used for the longest period is overwritten.

The in-situ database populations scheme of Larsson and Hoglund (2015) was implemented by Pillai
et al. (2016) and its performance evaluated. In one test, an acceleration factor of 2 was observed.
In another test, the compositional space accessed by the model was larger and therefore more
equilibrium calculations were required, and an acceleration factor of 0.6 was observed.

As noticed in the work by Pope (1997), initially only computationally expensive equilibrium calcula-
tions are performed and little to no acceleration is observed, or even a deceleration due to the extra
overhead computations required to store the data. As the database is populated more densely, the
frequency of recalls and interpolations increase up to the point where only recalls and interpolation
is performed and large accelerations are observed.

6.4 Re-initialisation

Multiphysics models can have thousands or even millions of mesh cells and an equilibrium calculation
needs to be performed in each mesh cell for every iteration. A re-initialisation acceleration method
was developed by Poschmann, Piro, and Simunovic (2020) to include equilibrium calculations from
Thermochimica (Piro et al. 2013) into multiphysics models more efficiently. An equilibrium calcula-
tion is performed in each mesh cell of the multiphysics model for the first iteration and the calculated
equilibrium state stored with the associated cell. During the next iteration, the stored equilibrium
state of a mesh cell is used as an accurate initial estimate for its next equilibrium calculation. The
more accurate the estimated initial condition, the less iterations are required in the Gibbs energy
minimisation routine for the equilibrium calculation to reach convergence, reducing the computation
time. The newly calculated equilibrium state is stored for the next iteration.

The performance of the re-initialisation method was tested in a number of systems with varying
complexity based on realistic nuclear fuel applications. In a system with two components an acceler-
ation factor of 2.5 was achieved. The acceleration factor was small because the overhead of storing
and recalling equilibrium states was similar to the gain from the reduced number of Gibbs energy
minimisation routine iterations (Poschmann et al. 2021). In more complex systems where 13 and 23
components were considered acceleration factors in the range of 5 to 40 was achieved (Poschmann
et al. 2021). An application was demonstrated where an acceleration factor of 7.38 was achieved
and was attributed to a 96.1 % reduction in the number of iterations performed during the Gibbs
energy minimisation routine (Poschmann, Piro, and Simunovic 2020).

6.5 Parallelisation

Although continuous improvement of the different accelerator algorithms reduce the computational
time of equilibrium calculations, another method of achieving large acceleration is by performing
these calculations in parallel across multiple central processing unit (CPU) cores. A comparison
between single-core and parallel computed equilibrium calculations were performed (Pillai et al.
2016) where a number of equilibrium calculations were performed with the Thermo-calc (Andersson
et al. 2002) software. These equilibrium calculations were divided equally between a number of CPU
cores with the MPI (Message Passing Interface) protocol and a close-to-linear scaling was observed
(Pillai et al. 2016). This scaling continued up to a number of cores where the time required to
transfer data between all cores became comparable to equilibrium calculations themselves — no
longer advantageous to use more cores.
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In one case where the equilibrium calculations were less computationally expensive, a linear scaling
was found up to 24 cores. In another case where the equilibrium calculations were more compu-
tationally expensive, a linear scaling was found up to 48 cores (Pillai et al. 2016). Acceleration
of equilibrium calculations are possible by dividing them amongst numerous CPU cores, but there
are limits to the scaling and it differs from case to case. This method focuses on distributing the
equilibrium calculations between a number of cores rather than storing the data for later recall and
potentially avoiding performing each equilibrium calculation.

The in-situ database population and interpolation scheme of Larsson and Hoglund (2015), as dis-
cussed in Section 6.3, was implemented and parallelised with the MPI protocol by Pillai et al. (2016).
Performance tests were done on 4, 12 and 48 cores where the parallelised in-situ database population
and interpolation algorithm was compared against direct equilibrium calculations on the same num-
ber of cores. The one test showed that the parallelised in-situ database population and interpolation
algorithms was about 40 % to 50 % faster than parallelised direct equilibrium calculations. In another
test it was 25 % to 50 % slower as the compositional space accessed by the model was larger and
therefore more equilibrium calculations were required to populate the database (Pillai et al. 2016). In
either case, acceleration was achieved in comparison to single-core equilibrium calculations, although
the scaling is less than linear.

Some CPUs can have as many as 48 cores or even more, but graphics processing units (GPUs) can
have much more; where it is not uncommon for GPUs to have several thousands of cores. Although
a GPU has a substantial amount of cores more than a CPU, its cores has much less on-chip storage
capabilities, a smaller instruction set, and slower clock speeds. This means that a single GPU core
can not perform as computational demanding calculations as a CPU core and is not as fast as a
CPU core, but because of the vast amount of cores at its disposal, a GPU can massively parallelise
operations and perform them much quicker than a CPU can.

GPU parallelisation of equilibrium calculations was done by Gandham et al. (2016). To avoid latency
in the equilibrium calculation being performed on a CPU or GPU, the data required to perform the
calculation is stored within the on-chip cache which is present on both CPUs and GPUs. However,
the cache size on a CPU is in general much larger than that of a GPU. As the number of system
components increase, so does the number of registers required to store the data required to efficiently
perform an equilibrium calculation. On a GPU, when this exceeds the maximum number of registers
per thread, the GPU's dynamic random access memory (DRAM) is used for storage, leading to a
reduction in performance. In contrast, the cache of a CPU is large enough to store all the data
required for an equilibrium calculation for the test cases considered.

To reduce the demand for the GPU on-chip resources, a mixed-precision approach was taken where
equilibrium calculations benefited from the performance of single-precision floating point computa-
tions and the accuracy of double-precision computations; majority of computations are performed
with single-precision, requiring less on-chip storage, and double-precision only used to refine the
solution to the desired accuracy when needed. It was found in the test cases that only 1% to 2% of
equilibrium calculations that were performed required double-precision calculations for refinement.
An acceleration factor of 3 was observed when this mixed-precision approach was used compared to
using only double-precision computations for every equilibrium calculation.

To compare the performance between CPU and GPU parallelisation, Gandham et al. (2016) im-
plemented the same accelerator algorithm for both processing units. The CPU used was a Intel
Xeon E5-2630 v3 with eight cores clocked at 2.4 GHz and the GPU was an NVIDIA Tesla K80
board. Across two test cases, the average acceleration factor obtained by the GPU compared to the
8-core CPU (also performing equilibrium calculations in parallel) ranges from 5 for systems with 30
components to 17 for systems with 6 components.
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6.6 Polynomial Fit to Thermodynamic properties

Thermodynamic properties can display discontinuities, as seen in Figure 6.2, with varying temper-
ature as well as variations in system component concentrations. Instead of using a uniform grid
to capture thermochemical property data, less nodes can be used if only these discontinuities are
captured and stored (ten Cate et al. 2008). However, the locations of these discontinuities need to

be known.
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Figure 6.2: Dependency of heat capacity on temperature for an Aluminium alloy with fixed compo-
sition of 5% Copper, Iron, and Magnesium. As found in ten Cate et al. (2008).

A diagram showing the compositions of all stable phases of a thermodynamic system present at
equilibrium as a function of system component concentrations, temperature, and pressure is referred
to as a phase diagram. A phase diagram is a geometrical representation of a thermodynamic system
(Gibbs 1873). Locations of the observed discontinuities in thermodynamic properties correspond to
phase region boundaries found on a phase diagram, and when grid nodes are adapted to the phase
diagram shape in an unstructured non-uniform manner, the number of nodes used to discretise the
temperature and compositional axes are expected to decrease.

The positions of discontinuities seen in Figure 6.2 were stored and first-order piecewise polynomials
fitted between those nodes. First-order polynomials might not have been the most accurate simpli-
fication, but with the addition of only one node, more accurate second-order piecewise polynomials

could be used.

To discretise and store the heat capacity, as depicted in Figure 6.2, for varying temperature and a
fixed composition, only 17 nodes were needed if first-order piecewise polynomials were considered
and 23 nodes for second-order piecewise polynomials (ten Cate et al. 2008). A reduction factor of
around 30 was found for storage space requirement when this method was implemented (without a
significant loss in the accuracy) in comparison to the uniform grid approach where 600 nodes were
used to discretise the temperature axis — discussed in Section 6.1. The mapping was done for a fixed
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composition, but the composition will seldom be constant throughout the entire domain and model.
The method of fitting piecewise polynomials to thermodynamic properties was therefore applied at
a number of different system component concentrations. Instead of discretising the concentration
of each component into a uniform grid, unstructured meshing was applied by clustering more nodes
at important concentrations (ten Cate et al. 2008). It was estimated that a reduction factor for
storage space requirement of about 3 can be obtained by applying this method to the discretisation
of a single component’s concentration range (ten Cate et al. 2008).

These reductions were applied to the same four-component system discussed in Section 6.1 where
a uniform mesh was used and the database ended up to be in excess of 4 TB in size. If a reduction
factor of 30 was found for the temperature axis and a factor of 3 for each composition axis, a total
reduction factor of 30 x 3% = 810 was found. This meant that a 4 TB database would be reduced
to about 5GB (ten Cate et al. 2008).

Using a phase diagram to intelligently decide where to store thermodynamic data, rather than using
a large uniform mesh, reduces the storage space requirement tremendously. This reduction makes
the use of such a pre-calculated database more feasible but systems with more components would
still require a large amount of storage space.

6.7 Polynomial Regression of Phase Region Boundaries

Regression has been used to fit polynomials to data points on phase region boundaries (Qiu et al.
2015). Using polynomials and linear interpolation is much less computationally intensive than Gibbs
energy minimisation used in equilibrium calculations (Qiu et al. 2015).

Equilibrium calculations were performed at different concentrations of system components to obtain
the liquidus and solidus temperatures of the phase region. Polynomial functions were fitted to
these points to capture the phase region boundaries. The polynomial was fitted to the data points
calculated from within the phase region, but the function could also be used with a set of independent
variables outside the range of fitted data. The polynomial used to describe the phase region boundary
therefore had to be bounded to capture the phase region boundary limits. Polynomials of a lower
order were used to capture these limits.

This regression method was tested in the Al-Si-Mg-Fe system and compared against the equilibrium
calculation software Thermo-Calc (Andersson et al. 2002). It was found that the liquidus and
solidus temperatures determined by this method only differed by fractions of a degree Celsius to
that calculated by Thermo-Calc (Qiu et al. 2015). Zhao et al. (2012) used a regression method in
the Al-Cu-Si system. Compared to Thermo-Calc, the method had a maximum temperature error of
1.37°C and less than a percentage error on any of the phase compositions. The direct integration
with Themro-Calc took 3.66 hr compared to the regression method that only took 147.54 sec — an
acceleration factor of almost 90.

6.8 Phase Diagram Discretisation

As discussed previously in Section 6.1, the number of nodes needed to represent the phase diagram
become infeasible when uniform grid meshing is performed, especially for high-order systems. Mesh-
ing of a phase region, shown in Figure 6.3, was performed with a mesh generator developed by ten
Cate et al. (2008). Non-uniform meshing, shown on the right, requires fewer nodes in comparison
to a uniform mesh, shown on the left. A distance and size function were used to determine the
desired edge length of a mesh cell depending on its distance to the nearest phase region boundary.
This allowed for a non-uniform adaptive mesh to be applied to the region instead of a uniform
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mesh, reducing the number of cells needed to still accurately capture properties within the phase
region. Equilibrium calculations were performed at each of the nodes and thermodynamic properties
stored where interpolation could then be used when properties were requested by the model. This
method can be used to include equilibrium calculations into models more efficiently and can even be
implemented together with the Scheil-Gulliver solidification method (Sundman and Ansara 2008) to
accelerate solidification models even more.

Fewer nodes are needed with non-uniform meshing to describe the phase region and will reduce the
storage space requirement when thermodynamic properties are stored at every node, seeing that the
storage space requirements are of order O(n?) where n is the number of discretisation cells (ten
Cate et al. 2008).
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Figure 6.3: Meshing of the liquid-Pb phase region. Left: Uniform mesh size function. Right:
Distance dependent mesh size function. As found in ten Cate et al. (2008).

The meshing of phase regions and the storage of thermochemical properties could be used effectively,
but the meshing of all phase regions are not necessary. The phase fraction of all stable phases at
equilibrium can be calculated with the lever rule (Smith and Hashemi 2006). Thermochemical
properties of the system can be determined at a given system state within the phase region with
the same chemical potential and non-compositional potentials (temperature and pressure) as the
stable phases at equilibrium. This is done by taking the sum of the stable phases’ thermochemical
properties (properties at coordinates on the phase region boundaries) weighted by their calculated
phase fractions (via the lever rule) towards the system state (properties at a coordinate within the
phase region). For some phase regions, only the meshing of phase region boundaries would therefore
suffice, and the lever rule can be used to interpolate within the phase region. This was the basis for
a phase region discretisation accelerator proposed by Zietsman (2016).

It was shown that the Gibbs phase rule could be used to determine whether a phase region had
to be meshed or only its boundaries. This would reduce the number of equilibrium calculations
that had to be performed and the storage space requirement of the database immensely — an entire
phase region can be described by its boundaries alone. For the liquid-Pb (two-phase) phase region
in the Pb-Sn (two-component) system, seen in Figure 6.3, it would only be necessary to mesh the
phase region boundaries according to the Gibbs phase rule. The lever rule could then been used to
calculate thermodynamic properties within the phase region between the linearly interpolated phase
region boundary nodes — no meshing would be required inside the phase region. The meshing of
some phase regions are unavoidable, such as single-phase regions (Zietsman 2016).
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6.9 Tie Simplices

Phase diagrams are geometrical representations of thermochemical systems (Gibbs 1873). There
are many geometrical objects within a phase diagram, of which tie lines, tie triangles, etc. are
used to represent behaviour within phase regions in isobaric and isothermal sections. A simplex is
the generalization of a tetrahedral region of space in k-dimensions, such as a tetrahedron in three-
dimensions, a triangle in two-dimensions or a line in one-dimension. Simplices can therefore be used
to describe multi-dimensional tie-features in multi-phase regions. The vertices of a tie simplex are
the compositions of the phases present at equilibrium — nodes on the phase region boundaries. A
phase region with @ number of phases can be discretised by a series of tie simplices of order R®~1.
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Figure 6.4: Phase diagram of four-component system with tie simplices capturing phase regions. As
found in (Voskov and Tchelepi 2009).

Voskov and Tchelepi (2009) showed a method, illustrated in Figure 6.4, where, for a given phase
region, the largest tie simplex was first identified; for a two-phase region this would be the longest
tie line, for a three-phase region this would be the largest tie triangle, etc. From the initial tie
simplex, an increment was made orthogonal to it and the next tie simplex calculated. This was
repeated until the entire phase region was discretised by a set of tie simplices, as seen in Figure 6.4.
Tie simplices were created for all the phase regions in the system. The phase compositions that
are the tie simplex's vertices, and the thermochemical properties at each, were calculated by an
equilibrium calculation for a given temperature and pressure within the phase region, and then stored.
Interpolation could be performed between vertices of neighbouring tie simplices, and together with
the lever rule, could calculate thermochemical properties to be used in models. The use of tie
simplex database population had significant gains in computationally efficiency when compared to
direct integration methods (Voskov and Tchelepi 2009).

An adaptive strategy was developed where only the necessary tie simplices were computed when
a large number of these equilibrium calculations were required (Voskov and Tchelepi 2008). If
sufficient tie simplex data was not available to provide the model with information regarding a
query, equilibrium calculations would be performed and the database updated with corresponding
tie simplices.
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6.10 Support Vector Data Description

A support vector data description (SVDD), similar to a support vector machine, is a non-probabilistic
machine-learning classifier that has been used to estimate the location of phase region boundaries of
a thermochemical system (Kirk et al. 2018). Initial temperature and composition coordinates, either
obtained from prior knowledge or an optimisation routine, are used to determine phase composition
coordinates on phase region boundaries and create a crude support vector data description of the
phase region boundaries. Thereafter, an adaptive sampling scheme is employed to determine more
phase composition coordinates on the phase region boundaries where it is currently least defined, and
the support vector data description is grown until a maximum number of coordinates are reached.
In a case study performed by Kirk et al. (2018), a support vector data description, together with
the adaptive sampling scheme, required just 1000 equilibrium calculations to represent phase region
boundaries. A total of 505000 direct equilibrium calculations were performed, as would be done in
a traditional method, to verify the accuracy of the support vector data description and only a 5%
misclassification rate was observed — this is considered relatively accurate for its application (Kirk
et al. 2018) considering the reduction in the number of equilibrium calculations that need to be
performed.

6.11 Sensitivity Derivatives

An on-demand machine learning algorithm was developed that could quickly and accurately es-
timate equilibrium states based on stored results of previous equilibrium calculations (Leal et al.
2020). When an equilibrium calculation was performed, sensitivity derivatives with respect to tem-
perature, pressure and system component concentrations where determined. These derivatives could
be used, together with changes in input conditions such as temperature differences or change in the
concentration of a system component, to estimate the equilibrium state.

Stored sensitivity derivatives can only be used to estimate an equilibrium state if the requested input
system state is close to the reference state — the state at which the stored sensitivity derivatives
were calculated. The most performance-critical step of this method is searching for an acceptable
stored reference state (Leal et al. 2020). An acceptability test is first done on a reference state and
only when the error was found to be within a specified tolerance could the reference state and its
sensitivity derivatives be used in a first-order Taylor approximation to estimate the equilibrium state.

If no acceptable reference states were found, an equilibrium calculation would be performed and the
accompanying sensitivity derivatives stored. No prior knowledge of the system or large pre-calculated
databases were therefore required.

This method was tested and an acceleration factor of one to two orders of magnitude was achieved.
Of the 1000000 equilibrium state requests from the model, only 258 equilibrium calculations had to
be performed. The remaining equilibrium states were estimated by the on-demand machine learning
algorithm. From these 258 equilibrium calculations, 91 % had been completed within the first 250
of the total 10000 time steps.

6.12 Artificial Neural Networks

Artificial neural networks (ANNs) were trained on thermochemical properties obtained from equi-
librium calculations performed for sets of compositions and temperatures. ANNs have been used
together with empirical models (Christo et al. 1995) and integrated with probability density functions
(Christo et al. 1996). The difficulty with selecting a composition range to be used as a training set
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is that the range is unknown prior to the simulation. A large training composition range can lead to
unnecessary time-consuming equilibrium calculations to create the training set. If the training set
composition range is too small then the ANN will not adequately represent the system.

To best capture the used compositional ranges of the model, statistical mapping was performed;
the system components were selected and small-scale models were simulated by direct integration
of equilibrium calculations (Christo et al. 1996). The small-scale models were used to generate a
training set for the ANN that was representative of the larger system and its compositional ranges.
The neural network was then trained on the automatically generated training set. The statistically
mapped training sets were about 10 % of a populated database for the same system (Christo et al.
1996).

ANNs were used to accelerate equilibrium calculations by Guérillot and Bruyelle (2020) and an
acceleration factor of 10 to 20 was achieved for most of the time steps. However, it was stated that
ANNs do not conserve mass and the error increases with every time step and is highly dependent on
how well the ANN is trained. To reduce the error a larger training set would be required. A suggestion
was made to use the ANN's result as the initial guess for the equilibrium calculation software solver,
potentially reducing the number of iterations required before convergence is achieved, reducing the
computational cost.

ANNs were used to accelerate equilibrium calculations by Strandlund (2004) as well where an ac-
celeration factor of 70 was observed with a 5% maximum relative error allowed. Strandlund (2004)
mentions that the number of hidden nodes should be reduced as much as possible in order to train
ANNs as fast as possible, but the more hidden nodes are used, the more complicated functions the
ANN can represent — thermochemical properties with more complex behaviour can be represented
more accurately. Knowledge of the system is therefore important; knowledge of the behaviour of
the thermochemical properties as temperature, pressure, and composition of the system varies can
be used to intelligently select the number of hidden nodes required — reducing the amount of train-
ing data required and the time spent on training the ANN to accurately estimate thermochemical
properties.

6.13 k-Nearest Neighbours

A k-NN (k-nearest neighbour) algorithm (Jha et al. 2018) was used to construct a thermochemical
property model. Many equilibrium calculations were performed to create a training set of thermo-
chemical properties as a function of the specified system states. After training was complete the
k-NN algorithm could estimate thermochemical properties based on a specified system state by de-
termining the nearest neighbours to the specified state and performing a weighted average between
them. The error made by the k-NN model was within 1% from the direct calculation results and
showed an acceleration from 15.28d to 4 min — a factor of about 5500. Other machine-learning
methods, as referred to in (Jha et al. 2018), were considered when this method was developed.

6.14 Conclusion

The common denominator between the majority of these acceleration methods is based on a pre-
calculated or in-situ calculated database of the specific thermochemical system and utilising the
stored data in an interpolation algorithm to accelerate equilibrium calculations.

Pre-calculated databases have the drawback of possibly becoming too large for computers to use. A
pre-calculated uniform grid database of two thermochemical properties in a four-component system
was estimated to be in excess of 4 TB in size. By clustering nodes to important system component
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concentrations that correspond to discontinuities in thermodynamic properties this database could
be reduced to 5 GB, which is significantly smaller but could still present recalling problems. For this
reason, it would be better to have a database that is populated in-situ as the model is being solved
— the model creates its own database of the accessed region for later recall. Initially this method is
slower than direct integration, but as the database is populated the frequency of recalls and linear
interpolation increase and the time spent on equilibrium calculations decrease, especially if many
iterations and time steps are taken by the model. The database of an in-situ method only contains
data of the system that the model has accessed before and no unnecessary data is generated and
stored.

Using a system's phase diagram as a guide to discretise the temperature-compositional space allowed
non-uniform discretisation of phase regions. Thermochemical property data could be stored at the
nodes of the non-uniform mesh for later recall. The non-uniform discretisation allowed for less nodes
to be used, compared to uniform discretisation, as the nodes could be concentrated at the phase
region boundaries.

The discretisation of phase regions are however not always necessary. By utilising thermochemical
theory such as the Gibbs phase rule it could be determined whether an entire phase region had
to be discretised or if it was only necessary to discretise its boundaries and store the resulting tie
simplices. The lever rule could be used with the stored tie simplices to determine the thermochemical
properties within the entire phase region without there being a single data point stored inside the
phase region. This leads to a remarkable decrease in the amount of data that needs to be stored.
Because the lever rule is only another form of linear interpolation, the acceleration capability of this
method shows great promise.

There are great advantages in using concepts from thermochemical theory such as phase diagrams,
the Gibbs phase rule, and the lever rule in creating an accelerator. The thermochemical theory is a
strong base that provides security for the decisions taken when the system is discretised and inter-
polation is performed with the stored data. Combining this with an in-situ method of discretisation
would produce a sparse database that covers large temperature, pressure and composition ranges.
An accelerator that utilises these thermochemical theories to build an in-situ database consisting of
tie simplices created by equilibrium calculations could show great promise.
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Chapter 7

Approach

The high-level approach followed during this research is shown in Figure 7.1 and the steps are
described below.

Documentation and
final communication

v i

Literature review

Identify and master Test algorithm in
foundational concepts four- and five-component systems
Characterise two- to four- Test algorithm in
component system phase diagrams two- and three-component systems
Develop generic Establish performance criteria

discretisation algorithm

v 1

Develop generic Implement algorithms
interpolation algorithm and database

Develop database for

efficient storage and recall

Figure 7.1: Research approach flow diagram.

7.1 Literature Review
A review was done of the different methods that have been developed to accelerate equilibrium
calculations. An algorithm was conceptualised that would utilise as many strengths as possible from

existing methods while avoiding the identified pitfalls.
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7.2 Identify and Master Foundational Concepts

From the literature study and conceptualised algorithm, foundational concepts were identified that
would be needed to develop the accelerator algorithm. The most important identified concepts
were phase diagram geometry, the Gibbs phase rule, the lever rule, and simplex mathematics.
These concepts needed to be mastered so that the algorithm would be based on sound fundamental
thermochemical theory, and it would utilise the generality of the foundational concepts to be generic.

7.3 Characterise Two- to Four-component System Phase Di-
agrams

Phase diagrams of various systems were studied to determine the relationship between the Gibbs
phase rule and dimensionality of different phase region boundaries in these systems. The phase
diagrams of systems with two to four components were visually inspected to verify the relationship.
Having a method to verify the relationship in systems with small number of components that can
still be visualised provided confidence that the relationship holds in systems with large number of
components that cannot easily be visualised. This verified relationship is central to the discretisation
algorithm and allows it to be applied to any system, regardless of the number of components.

7.4 Develop Generic Discretisation Algorithm

From the verified relationship between the Gibbs phase rule and the dimensionality of phase region
boundaries, a generic accelerator algorithm was developed that can discretise any phase region,
regardless of the number of stable phases, in a system with any number of components.

7.5 Develop Generic Interpolation Algorithm

A generic interpolation algorithm was developed based on the lever rule. It is known that the lever
rule is generic and can be used in any phase region, regardless of the number of stable phases.

7.6 Develop Database for Efficient Storage and Recall

A phase diagram is a geometric representation of a thermochemical system. Because the phase
regions, and therefore the phase diagram of a system is discretised and stored, a geometric database
of the system is created. The geometric properties of the discretised phase regions were used
to create an efficient uniform structured reference frame that improved the efficiency of database
recalls.

7.7 Implement Algorithms and Database

The discretisation and interpolation algorithms, together with the geometric database and accom-
panying storage and recall algorithms, were implemented in the Python3 interpreted language. Al-
though this language is not as computationally efficient as a compiled language, it was chosen
because it has a large community with well-established libraries that allowed for easy and fast im-
plementation and prototyping of these algorithms.
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7.8 Establish Performance Criteria

Before any functionality and performance tests were performed, the way in which the performance
and success of the accelerator algorithm are determined, were established.

7.9 Test Algorithm in Two- and Three-component Systems

Although testing the accelerator to determine its performance was important, at this stage of
development it was more important to test the functionality of the accelerator. The accelerator
was tested in two- and three-component systems to determine whether the algorithm functioned as
intended; correctly discretised phase regions into discretisation cells, stored the discretisation cells at
the correct indices in the database and recalled the correct discretisation cells when needed, as well
as correctly and accurately interpolated within the recalled discretisation cells. These functionality
tests were performed in two- and three-component systems because the created discretisation cells,
and the interpolation within them, could still be visually inspected and verified that it was done
correctly.

7.10 Test Algorithm in Four- and Five-component Systems

Once it was established that the accelerator algorithm functioned as intended and its performance
was satisfactory, the accelerator's performance was tested in four- and five-component systems.
The generality of the accelerator algorithm was tested with the four- and five-component systems
as the discretisation cells could not easily be visualised and verified. The success of these tests gave
confidence in the algorithm and that it would function as intended in any system, regardless of the
number of components.

7.11 Documentation and Final Communication

The final step was to document all the findings from literature, describe the foundational concepts
together with the developed nomenclature, present the developed algorithm and report on the
functionality and performance test results.
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Methodology

8.1 Characterise Two- to Four-component System Phase Di-
agrams

The phase diagrams of several alloy and oxide systems were investigated to determine the relationship
between the Gibbs phase rule and dimensionality of different phase region boundaries in these
systems. The FactSage (Bale et al. 2016) software package was used to create phase diagrams,
or rather sections of two- to four-component systems’ phase diagrams. It was necessary to project
sections of the systems’ phase diagrams onto a 2D plane (that could be generated by FactSage) by
taking one or more sections of constant pressure (isobar), temperature (isotherm), or concentrations
(isopleth). The sections applied, based on the number of components, to perform 2D projections
of a system’s phase diagram are summarised in Table 8.1. The dimensionality of a phase region
boundary was investigated by evaluating the boundary’'s shape on different sections and how it
changed from one section to the next.

Table 8.1: Types of sections applied to visualise phase diagrams in 2D with FactSage (Bale et al.
2016).

Type of section

Number of system components
y P Isobar Isotherm Isopleth

2 Yes No No
3 Yes Yes No
4 Yes Yes Yes

8.2 Implement Algorithms and Database

The algorithm and database were implemented in the Python3 (Rossum and Drake 2009) interpreted
language. There are compiled languages that would deliver faster solving times, but for development
work it enables fast prototyping and investigations into different discretisation, storage and recall, and
interpolation algorithms and sub-routines. The equilibrium calculation software used in the algorithm
is ChemAppPy (Ex Mente Technologies 2019) — a package that makes the thermochemical data of
ChemApp available in Python3. This allowed the algorithm to perform a large number of equilibrium
calculations from within Python3.

Python3 also has a large number of powerful compiled libraries that can be used. The Numba
library (Lam, Pitrou, and Seibert 2015) allows for just-in-time compilation of functions and classes
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and improve on the algorithm's performance. SciPy (Virtanen et al. 2020) is a powerful library
that is used to create convex hulls of discretisation cells - even in high dimensions - and efficiently
determine if a coordinate is within the convex hull. SciPy is also used to solve the system of
non-linear equations to determine the phase compositions of an interpolated tie simplex.

8.3 Establish Performance Criteria

The interpolated equilibrium state Y? consists of the interpolated phase compositions X¢, phase
fractions , and physical p” and thermochemical properties T° of the system. The accelerator is
not only developed with a reduction in computation time in mind but it has to maintain a degree of
accuracy as well. Because linear interpolation is employed in the accelerator, some margin of error

is expected, and when quantified, can be measured and compared to direct calculation.

8.3.1 Acceleration Factor

The acceleration factor (AF) indicates by what factor the computation time has been improved by the
accelerator with respect to direct calculation, and is shown in Equation (8.1). When the accelerator's
computation time At(accelerator) is less than direct calculation At(direct), the acceleration factor
is larger than one — computation time has been accelerated.

AF — At(direct)

~ At(accelerator) (81)

8.3.2 Phase Composition

To calculate the error being made on the composition of phase i, the Euclidean distance is determined
between the phase’s composition as determined by the accelerator x¢i and by direct calculation x¢:.
The distance is calculated with Equation (8.2). This provides a positive scalar value that expresses
the error being made.

arf' = %~ x¢

(8.2)

In single-phase regions, no error is made because the phase composition always varies linearly in the
single-phase region and no linear interpolation error can be made. The phase composition is simply
the specified system state's composition.

8.3.3 Phase Fraction

The difference between the phase fraction of phase i calculated by the accelerator g, and direct
calculation z{, is determined with Equation (8.3).

dad =70 — a0 (8.3)

In single-phase region, no error can be made regarding the phase fraction because there simply is
only one phase and its fraction is always one.

40



CHAPTER 8. METHODOLOGY

8.3.4 Properties

To measure the accuracy of physical and thermochemical properties, the percentage error between
the property calculated by the accelerator and direct calculation, with respect to direct calculation,
is determined. The property error calculation for a physical property is shown in Equation (8.4) and
thermochemical property in Equation (8.5). This is done on the system physical and thermochemical
properties only in this evaluation.

Eo°(%) = © ‘;p 100 where p € {C,} (8.4)

e

BET°(%) = TGT x 100 where T € {H,S,G} (8.5)

8.4 Test Algorithm in Two- and Three-component Systems

8.4.1 Test Conditions

The functionality and performance of the accelerator algorithm were tested in a number of two-
and three-component alloy and oxide systems, listed in Table 8.2. In each system, a number of
system states X° were randomly generated within the entire composition range of each system
component and within a chosen temperature range. Each randomised system state was provided to
the accelerator algorithm to obtain an interpolated equilibrium state Y and then a direct calculation
was performed for the same system state to obtain the calculated equilibrium state Y which serves
as control. The interpolated equilibrium states Y were then compared to the calculated equilibrium
states Y to evaluate the accelerator algorithm'’s functionality and performance.

Table 8.2: Two- and three-component systems used to test the accelerator algorithm.

Alloy System  Oxide System

Al-Cu Al,03-Ca0
Al—Mn AI203—MgO
Al—Zn A|203—Si02

Fe—-C Ca0-SiO,

Fe—Cr Al,O3-CaO-MgO
Fe-Si A|203—CaO—SiOg

A|203 - F6203 - MgO
A|2O3 - F6203 —Si02

8.4.2 Result Presentation

Heat maps were generated on the system's phase diagram where the colour of each system state
coordinate X¢ indicated the magnitude of acceleration factor AF, phase composition difference,
phase fraction difference, and errors made on system physical Ep® and thermochemical properties
Et°. Because each equilibrium state can have more than one phase present, the average phase
composition difference dz? was determined between the present phases’ composition difference
dz¢ and indicated on the heat map at the system state. The average phase fraction difference dig
was determined in the same manner and indicated on the heat map. Heat maps provide a clear
indication on how the accelerator functions in different phase regions and were used to interrogate
unexpected outcomes.
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Distribution plots were created for each of the performance criteria but were separated based on
the number of phases because the accelerator algorithm differs between these regions. Because no
errors can be made regarding the phase composition and phase fraction in single-phase regions, as
discussed in Section 8.3.2 and Section 8.3.3, the distribution plots of phase composition and phase
fraction differences omit single-phase regions. Only the results from interpolated equilibrium states
Y were considered in the distribution plots. The calculated equilibrium states Y were determined
by direct calculations, and therefore no interpolation was performed and no errors made. Distribution
plots provide a summary of the accelerator algorithm’s performance in the different phase regions.

8.5 Test Algorithm in Four- and Five-component Systems

8.5.1 Test Conditions

The performance of the accelerator algorithm was tested in two systems related to real-life ap-
plications; a simplified ilmenite smelting system with four components, and a simplified iron- and
steelmaking system with five components. In each system, several temperature and composition
ranges were identified that correspond to regions that are encountered in the real-life process that
would most-likely be accessed by a model when the accelerator is incorporated. For each system,
a total of 1000000 system states X° were randomly generated from these identified regions. As
with the tests performed in two- and three-component systems, the interpolated equilibrium states
Y were compared to the calculated equilibrium states Y° to evaluate the accelerator algorithm's
performance.

8.5.2 Result Presentation

Distribution plots of the performance test results were presented in the same fashion as the tests
performed in two- and three-component systems, discussed in Section 8.4.2. No heat maps were
presented.
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Chapter 9

Algorithm Development

9.1 Approach

The advantages and disadvantages of existing acceleration methods discussed in Chapter 6 were
reviewed and compared. An accelerator algorithm could then be conceptualised that would utilise as
many strengths as possible from existing acceleration methods while avoiding the identified pitfalls.
The main conclusions from the review are presented below.

9.1.1 Geometrical Map of Thermochemical System

Based on the work of ten Cate et al. (2008), Qiu et al. (2015), Zhao et al. (2012), Voskov and
Tchelepi (2008), and Voskov and Tchelepi (2009), it was concluded that (1) a phase diagram
is a geometric representation of a thermochemical system, (2) phase regions and phase region
boundaries are represented by geometric features, and (3) linear interpolation in the phase diagram
is less computationally expensive than Gibbs energy minimisation. Equilibrium calculations can
be performed and the phase compositions and thermochemical properties stored, geometrically
mapping the thermochemical system to its phase diagram. Phase compositions are the primary
information needed to be stored as they represent the locations on the phase region boundaries. Only
the calculated thermochemical properties (or additional properties estimated from other material
property models) that are required by the model have to be stored at the phase compositions and
any unnecessary properties can be discarded. Once the system, or parts thereof, are represented
by geometric features, can interpolation and the lever rule be employed to calculate the required
thermochemical properties, within reasonable accuracy, at system temperatures and compositions
where equilibrium calculations have not been performed yet. It was decided to develop an accelerator
algorithm that maps the thermochemical system geometrically to its phase diagram.

9.1.2 Phase Region Boundary Discretisation

It was noticed in the work by ten Cate et al. (2008) that entire phase regions were discretised and
thermochemical properties stored throughout the entire region. This is unnecessary because the
Gibbs phase rule reduces dimensionality to the number of degrees of freedom. The lever rule then
enables the calculation of thermochemical properties at any temperature, pressure and composition
within a phase region when the phase compositions and thermochemical properties on the phase
region boundaries are known. The lever rule can be used in any system regardless of the number
of components and in any phase region; it does not reduce dimensionality in single-phase regions,
though. Therefore, only the phase region boundaries have to be discretised, apart from single-phase
regions, reducing the size of the database. The lever rule is applied in a tie simplex whose vertices
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are compositions of stable phases. By storing the tie simplices, as in (Voskov and Tchelepi 2009) and
(Voskov and Tchelepi 2008), entire phase regions can be described based on a small number of direct
equilibrium calculations. It was decided to employ the Gibbs phase rule to reduce the dimensionality
of geometric features that need to be calculated and stored, and tie simplices, together with the
lever rule, to reduce computation time.

9.1.3 In-situ Discretisation

Some acceleration methods make use of pre-calculated data, whether it is to populate a database
or be used for machine learning. This requires detailed prior knowledge of the system because
temperature and composition ranges have to be specified and the data generated within these
ranges. If the ranges are set too widely, unnecessary data is generated, increasing the database
storage space requirement and the computation time prior to solving the model. If the ranges are
set too narrowly, the model may require data that is not contained within the database.

In the work done by Pope and Maas (1993), Liu and Pope (2005), and Lu and Pope (2009) an in-situ
discretisation method was employed. Initially the database is empty. As the model requires data,
the database is queried, and if no data is available for interpolation, it is generated by performing an
equilibrium calculation and storing the results for future queries. In doing this, data is generated in
parts of the system that the model accesses regularly and reduces the amount of unnecessary data
present in the database. Another advantage of reducing database storage space is that searching
time for usable data is reduced as well. Minimal prior knowledge of the system is required seeing
that the accelerator creates its own database while the model is being solved. For these reasons, it
was decided to populate the database in-situ.

0.2 Overview

Figure 9.1 provides a high-level overview of the accelerator algorithm. When a model requires an
equilibrium state Y at a specified system state X, the accelerator searches its database for a phase
region cell 6™ that contains X°. If a phase region cell is found, it is used to create an interpolated
tie simplex AR that describes the equilibrium states of the phases. The lever rule is employed to
determine the phase fractions which are then used to calculate an interpolated system equilibrium
state Y°.

When a phase region cell is not found, a direct calculation is performed and a tie simplex A® is
created and stored in the database. An attempt is then made to create a new phase region cell from
all stored tie simplices. If successful, the new phase region cell is stored for later recall. Thereafter,
the directly calculated system equilibrium state Y? is returned to the model.

The accelerator algorithm concept is generic, and is presented here for arbitrary numbers of indepen-
dent system components € and non-compositional potentials 1]) Its current implementation includes
temperature as the only non-compositional potential, however. The algorithm is divided into three
routines; (1) discretisation, (2) interpolation, and (3) storage and recall algorithms.
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Figure 9.1: High-level flow diagram of the accelerator algorithm.

9.3 Discretisation

Figure 9.2 shows an overview of the algorithm's discretisation algorithm. The purpose of this
algorithm is to discretise features of a system’s phase diagram and create discrete finite regions of
the phase diagram that can be used in the interpolation algorithm. Firstly, the features of a system'’s
phase diagram that needs to be discretised, has to be identified. Thereafter can the discretisation
of these features and the creation of discrete finite regions be discussed.

0.3.1 Features to Discretise

The lever rule allows for the calculation of phase fractions, thermochemical properties and some
physical properties at any specified system state within a multi-phase region. Therefore, only OPF
features B, as shown in Figure 3.1, are discretised, rather than entire multi-phase regions. This
reduces the number of direct calculations required to cover a phase region, and the amount of
data that need to be stored, in comparison to previous methods that discretise entire phase regions
(ten Cate et al. 2008). For some physical properties, such as viscosity, additional material property
models are required to determine the property values from the calculated or interpolated equilibrium
state.
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Figure 9.2: Discretisation algorithm flow diagram.

9.3.2 Boundary Discretisation with Simplices

The algorithm uses k-simplices to discretise kD OPF boundaries. A single simplex is referred to
as a discretisation segment 6° of OPF boundary B. It has at least ]Dg + 1 vertices, and therefore
requires this number of direct equilibrium calculations.

The OPF boundary BJi of phase j that has the highest geometrical dimensionality in phase region R;

determines the number of tie simplices AR that must be directly calculated to create one complete
discretisation segment 6% on each OPF boundary. This is calculated with Equation (9.1).

AR = max(DB, ..., DE?) 1 1 (9.1)

g

For example, consider a two-phase region with a 1D OPF boundary and a 2D OPF boundary. The
1D boundary will require a line segment (2 vertices) and the 2D boundary will require a triangle (3
vertices) to generate one complete OPF boundary discretisation segment on each. Three equilibrium
calculations are therefore required to generate three tie-lines, to generate a triangle on the 2D OPF
boundary. This will yield three vertices on the 1D boundary, which is more than the minimum of
two that is required to produce a line segment.
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9.3.3 Phase Region Cell

A new tie simplex AZ& is created when a direct equilibrium calculation is performed. The database is
then queried for all tie simplices {A%i}. that are within the specified temperature and composition
tolerances (AT? and AzP) from AT (discussed in more detail in Section 9.5). The tolerances
allow control over the magnitude of interpolation errors. If AR tie simplices are available, they are
combined to form a phase region cell 5% that discretises a finite portion of R;. Example phase
region cells are shown in Figure 9.3 for two- and three-component systems. To cover further portions
of R, more phase region cells are constructed by creating additional tie simplices through direct
equilibrium calculations.
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2200 1 —.‘Afj

—_ R, =T
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¥ 1 .‘\\ 6R5],/’
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g 2000 \‘R
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(a) Phase region cells in single- and two-phase regions in the CaO—-SiO; two-component system. (sl: slag,
cr: cristobalite)

cr+sl

(b) Phase region cells in single-, two-, and three-phase regions in the CaO—-MgO-SiO, three-component
system. (sl: slag, cr: cristobalite, li: lime, pr: periclase, a: @-CapSiO4). The vertical axis (not indicated)
is the temperature axis.

Figure 9.3: Phase region cells in two- and three-component systems.
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9.4 Interpolation

To calculate an interpolated equilibrium state Y© for a specified system state X? from a phase
region cell 6%, an interpolated tie simplex ARi is created. This employs two interpolation steps, as
shown in Figure 9.4; interpolation (1) to the non-compositional potentials ¥ in X° and (2) to the
chemical potentials g corresponding to X°.

XO’
o

l

Interpolate to W7

o

Interpolate to p?

ARi
Calculate 5(‘;, T7, P

l

Y’O‘

Figure 9.4: Interpolation algorithm flow diagram.

9.4.1 Interpolation to Non-compositional Potentials

When interpolating to W°, the degrees of freedom, geometric dimensionality of the OPF boundaries,
and consequently the number of tie simplices required to discretise the boundaries A™ are reduced

by 1, as shown in Equation (9.2). This yields an iso-non-compositional-potential (iso-1) section

551 through 6™, consisting of Aﬁ‘ interpolated iso- tie simplices A,fi.

AR =A% —4) (9.2)

Figure 9.5a shows an example phase region cell in a three-component system'’s two-phase region
consisting of three tie simplices (AR = 3). When an iso-1 section 53& is created through the phase

region cell at the system temperature ({p = 1), two interpolated iso-\ tie simplices (Aﬂ)z = 2) are

produced. These tie simplices create an iso-\{ discretisation segment (55 on each OPF boundary.

Phase regions where € — = @® have degrees of freedom f = P. In these cases, interpolating
to W7 within a phase region cell yields only one iso-1 tie simplex, which can be used as the final
interpolated tie simplex A%,

9.4.2 Interpolation to Chemical Potentials

Although the iso-\ tie simplices Aﬁi shown in Figure 9.5a, as well as all other tie simplices within
5117? have the same non-compositional potentials W°, they have different chemical potentials, as seen
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(a) A phase region cell §Rab in two-phase region R,.1, in a three-component system where phases a and
a-b
@ and

b are stable, with phase boundary discretisation segments 555" and 655" (shaded in red) and tie simplices
ARa-b (solid green). An iso- section 5175“ (shaded in blue) is made through the phase region cell and
is bounded by interpolated iso-{ tie simplices Azsa’b (dashed green) and discretisation segments (5$

555" (dashed red
y  (dashed red).
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(b) Iso-y section 6§a’b with tie simplices at different chemical potentials indicated with grey dashed lines

and the interpolated tie simplex ARab (dashed blue) at ¢, perfectly containing x?.
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(c) Vectors and barycentric coordinate weights used to describe x? as a function of all the X¢ (¥?).
Figure 9.5: Phase region cell interpolation steps in a two-phase region in a three-component system
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in Figure 9.5b. Somewhere within the iso-1{ section through the phase region cell 5171,21 there exists a
tie simplex, referred to as the interpolated tie simplex AR, that contains the system composition x7
and thus have the same chemical potentials pl as the specified system state, seen in Figure 9.5b.
Therefore, the objective of this interpolation step is to find the phase compositions X? (¥°, u?) that
correspond to the vertices of the interpolated tie simplex AR that perfectly contains the system
composition x¢.

As seen in Figure 9.5c, iso-1 boundary discretisation segment barycentric coordinate weights Bfg
can be used to express the composition of phase i of the interpolated tie simplex X%i(¥° u?) as a

function of Aﬁ iso-1p boundary discretisation segment phase compositions X¢'(¥?). This expression
can be seen in Equation (9.3). Because there are AZE iso-{ boundary discretisation segment phase
compositions x? (¥7), only Aﬁ — 1 iso- boundary discretisation segment barycentric coordinate

weights 35 are required in BiB to express the composition of phase i of the interpolated tie simplex
X (W, ).

Aﬁfl
X0, pd) = XE(W) 1+ Y B (RE(P)0 — K& (P)y) (9.3)
=1

It is assumed that system component chemical potentials vary linearly between the phase composition
coordinates of an iso-{ boundary discretisation segment 6% as seen in Figures 9.5b and 9.5c.
This assumption is reasonable when temperature and composition tolerances (AT? and AzP)
are sufficiently small. The assumption results in the set of iso-l boundary discretisation segment
barycentric coordinate weights of all iso-\ boundary discretisation segments being identical, as
shown in Equation (9.4).

B = =85 =8"=[,...0% ] (9.4)

Equation (9.3) only provides an expression of a phase composition contained within a iso-{ boundary
discretisation segment 5115 — varying B° changes the location of these phase compositions on each
iso-\ boundary discretisation segment. These phase compositions have to be coupled to the system
composition x? in order to determine the exact phase compositions that correspond to the chemical
potential of the system composition.

Tie simplex barycentric coordinate weights (B2 can be used to express the specified system compo-
sition x? as a function of each of the ¢ phase compositions X¢ (¥, pu?), as shown in Figure 9.5c.
This expression is shown in Equation (9.5). An interpolated tie simplex that perfectly contains the
system composition x¢ can be obtained if the conditions in Equation (3.16) are satisfied for all tie
simplex barycentric coordinate weights in 3~. Because there are ¢ number of phases present in a
tie simplex, @ — 1 number of tie simplex barycentric coordinate weights 32 are required in 8> to
express the system composition x?.

¢—1
X7 = RO, pd) + Y B (RET (B, pd) — RO (DO, pu?)) (9.5)

i=1

With the interpolated tie simplex’'s phase compositions X¢ (¥°, u?) expressed in terms of iso-
boundary discretisation segment phase compositions X¢ (W) and barycentric coordinate weights
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BF with Equation (9.3), the barycentric coordinate weights B3P have to be solved that satisfy the
conditions of Equation (3.16) for all tie simplex barycentric coordinate weights in 3°.

An expression for each of the interpolated tie simplex’s ¢ phase compositions X? (¥°, u?) is created
with Equation (9.3) and substituted into Equation (9.5). This creates an expression of the system
composition x? as a function of each iso-{ boundary discretisation segment’s phase compositions
x? (W) and barycentric coordinate weights B2 and B%. This expression is factorised and written
as a system of non-linear equations, shown in general form in Equation (9.6). A more detailed
derivation of the generic system of non-linear equations can be found in Appendix A. The vectors
and matrices have sizes as follow:

x? 1 € x 1 vector of the system composition.

B: éx (A$ X @) matrix of the iso-\p boundary discretisation segment phase compositions.

~

W (AZS X @) x 1 vector of barycentric coordinate weight expressions.

x! = Bw (9.6)
~f(1¢> ! X (W),
B=| : where fcfgw) = : (9.7)
et X¢ (W) ar
(1 -36°%)(1 - 56%)]
(BF)(1 =82
(95 _)(1 - 56%)
S
(B7)(B2)
w = : (9.8)
UL
-6
(B7)(B5-1)
GRS
where 3% = "’Z ﬁjB : BJ-B € R0, 1]

H—1
and X% = ZﬂiA : B2 € R[0, 1]

i=1
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This system of non-linear equations is solved iteratively to obtain barycentric coordinate weight
vector w and with it, the 8% barycentric coordinate weights that relate to phase compositions of
an interpolated tie simplex X¢ (¥, u?) through Equation (9.3) that perfectly contains the system’s
composition. The physical and thermochemical properties of each phase can then be calculated and
the complete interpolated tie simplex AR has been obtained.

The iterative solving of a system of non-linear equations is not desired when attempting to accelerate
equilibrium calculations. An explicit expression would be preferred, but no such generic explicit
expression could yet be derived or found in literature.

9.4.3 Calculate the Interpolated Equilibrium State

With the interpolated tie simplex AR calculated, the lever rule is used to calculate phase fractions
Xq at the specified system composition x¢ and in turn are used to calculate the physical and
thermochemical properties of the system. This yields the interpolated equilibrium state Y°.

9.5 Storage and Recall

The in-situ approach to populate the database with tie simplices and phase region cells is inherently
unstructured; data is generated and stored at temperatures and phase compositions that have no
fixed intervals. Searching through such unstructured data is inefficient, which leads to extended
searching times. An efficient storage and recall algorithm is therefore needed.

0.5.1 A Structured Reference Frame

To configure the accelerator, limits and tolerances are specified for all non-compositional potentials,
and for each system component. Taking temperature as an example, the limits are T2 and T2 |

and the tolerance is AT™. In the case of composition, for all system components limits of zero and
one are used and a single tolerance Ax? is specified.

The specified limits and tolerances define a structured and uniform reference frame that covers the
system's phase diagram, D, as illustrated in Figure 9.6a. The size of each reference frame cell §7
is equal to the specified tolerances. Cells are identified with a non-compositional potential index
array I¥ and a compositional potential index array I¢, with index values calculated according to
Equations (9.9) and (9.10).

T° TP
lr = floor (Tpmm) (99)
L, = floor ( :;D) (9.10)

9.5.2 Storing Tie Simplices

Figure 9.7 shows the flow diagram of the tie simplex storage algorithm. When a tie simplex is
created, the ID of the phase region it is found within R; is determined. All tie simplices found in this
phase region will have the same phase region ID. Thereafter, a unique tie simplex ID, t, is assigned
to it.

The non-compositional potential index array I¥ of the tie simplex is determined and then, for each
of the tie simplex’'s @ phases, the compositional potential index array I€ in the structured reference
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Figure 9.6: Reference frame cells that are used in the storage and recall of tie simplices and phase

(c) Reference frame cell ranges of compositional and non-compositional potential indices that fully contain
region cells.

the phase region cell 6%,
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Figure 9.7: Tie simplex storage algorithm flow diagram.

frame is determined. Each of the phases’ I¢ in combination with the tie simplex's I¥ refers to a
single cell in the structured reference frame 47, as shown in Figure 9.6a.

The complete description of the tie simplex is; (1) the tie simplex ID t, (2) the phase region ID R;,
(3) the non-compositional potential index array I¥ of the tie simplex, and (4) the compositional
potential mdex. array for each of the ¢ phases {I¢ ... ,If%}. The tie simplex, together with its
complete description, is stored to the database.

9.5.3 Tie Simplices Within Tolerance

Because linear interpolation is performed between tie simplices to create an interpolated tie simplex,
errors can be made with phase compositions, as shown in Figure 9.8, but also with physical and
thermochemical properties of the phases.

To control the interpolation error magnitude, only tie simplices that are within the specified temper-
ature tolerance ATP and composition tolerance AzP are used to create a phase region cell. The
temperature tolerance is enforced by determining the difference between two tie simplices’ tempera-
tures, shown in Equation (9.11). The composition tolerance is enforced by determining the distance
between the compositions of the same phase of two tie simplices, shown in Equation (9.12).

R R
‘TAi N

<= AT? (9.11)

[x2AT — x#k AT || <= Ag? (9.12)
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Figure 9.8: lllustration of error that can be made when linear interpolation is performed to obtain
the phase composition %91 (W°, u?) of an interpolated tie simplex AR2 from two tie simplices AR
and A;z?. The temperature and composition tolerances depicted here are much larger than what
would normally be specified, for illustration purposes.

When two tie simplices are within AT from one another and each of their phases’ compositions
are within AzP from one another are they considered to be close enough to be included into a phase
region cell.

9.5.4 Recalling Tie Simplices

Figure 9.9 shows the flow diagram of the tie simplex recall algorithm. An equilibrium calculation is
performed and a new tie simplex A created and stored, as discussed. A number of tie simplices
surrounding the newly created tie simplex has to be found that are within tolerance, and then recalled
to create a phase region cell.

The phase region to which the new tie simplex belong R; is known, and only the stored tie simplices
belonging to the same phase region has to be considered. This filter is applied and a list of eligible
tie simplices returned {A%i}, .

Because the cell sizes of the reference frame is driven by the specified tolerances, only the set of
reference frame cells surrounding the new tie simplex have to be searched. Anything further would
automatically not be within tolerance, as shown in Figure 9.6b.

A tie simplex has { of non-compositional potential indices; (L)t refers to the new tie simplex and
(1y); to a tie simplex in the recall set {A®i},. Only when all of a tie simplex’s non-compositional
potential indices (L ); are within the same or neighbouring non-compositional potential indices as
the new tie simplex (1), as expressed in Equation (9.13) and illustrated in Figure 9.6b, is the tie
simplex considered further. Otherwise it is eliminated from the recall set {A®i},.

Each of the @ number of phases of a tie simplex have € of compositional potential indices; (1£%);
refers to phase k of the new tie simplex and (19%); of a tie simplex in the recall set {A®i},. Only when
each phase’s compositional potential indices (1£¥); of a tie simplex are within the same or neighbour-
ing compositional potential indices as the new tie simplex (1£¥);, as expressed in Equation (9.14)
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and illustrated in Figure 9.6b, is the tie simplex considered further. Otherwise its eliminated from
the recall set {A®i},.

(w)j € [(tp)e = 1, ()¢ + 1] (9.13)

(%) € [(10)e — 1, (18%)y + 1] (9.14)

This is computationally cheap way of reducing the number of tie simplices that have to be investi-
gated to confirm whether they are within tolerance. Each of the tie simplices in the recall set {ARi},
that passed the reference frame check are now investigated if they are in fact within the temperature
tolerance with Equation (9.11) and eliminated from the recall set if they fail. The remaining tie
simplices are investigated to confirm whether each of their phases are within compositional tolerance
with the new tie simplex with Equation (9.12) and eliminated from the recall set if even one phase
fails the compositional tolerance. The newly created tie simplex Af‘, together with the recalled set
of tie simplices that are within tolerance {Ai},, are passed to the discretisation algorithm.

ATV AT, TS Y)

¢’

|

Get all tie simplices in R;

(am},
Eliminate AjRi if (1p)j not in [(ty)y — 1, () + 1]
(a%),
Eliminate AjRi if (12%); not in [(1&%); — 1, (1LP%); + 1]
(amy,
Eliminate AR if | T2 — 750 |> AT
(&%),
Eliminate AjRi if | x‘epkAJR L x‘epkAzei |> AxD

l

AR
{ARi},

Figure 9.9: Tie simplex recall algorithm flow diagram.

9.5.5 Storing Phase Region Cells

Figure 9.10 shows the flow diagram of the phase region cell storage algorithm. When a phase region
cell is created, a unique ID, r, is assigned to it 6%i. The temperature and composition of each phase
of each tie simplex that the phase region cell is composed of, are used to create a convex hull of

Ri
the phase region cell, 2% ", The convex hull (Rockafellar 1997) creates the smallest convex set of
temperature-phase composition coordinates wherein the phase region cell can be found.
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The range of reference frame cell indices of each non-compositional potential that the phase region
cell is found in [(ty)min, (Ly)max), @s shown in Figure 9.6¢c, is determined. The same is done with
the compositional potential indices [(te)min, (e )max] fOr €ach system component.

The complete description of the phase region cell is; (1) the phase region cell ID r, (2) the convex

hull of the phase region cell Q(;}i, (3) the ranges of each non-compositional potential’s indices
[(Wp)min; (W) max), and (4) the ranges of each system component’s compositional potential indices
[(te)min, (Le )max] that contain the phase region cell. The phase region cell, together with its complete
description, is stored to the database.

o
Assign 1 ID to 6%

ok

T

R
Create convex hull Q%

ok

T

nin; (l’ll))HlaX] for every li)

R
o4

Determine range [( Lq))

=

Determine range [(te )min, (Le Jmax] for every €

R
o4

Store 6% to database

i

R
s

Figure 9.10: Phase region cell storage algorithm flow diagram.

9.5.6 Recalling Phase Region Cells

Figure 9.11 shows the flow diagram of the phase region cell recall algorithm. When an equilibrium
calculation has to be performed at a specified system state X, the database is first queried to
determine if a phase region cell is available to create an interpolated tie simplex with. The non-
compositional I¥ and compositional potential index arrays I¢ corresponding to the specified system
state X is first determined. This points to a single reference frame cell.

All phase region cells are stored with the range of each non-compositional potential’s indices
[(Wp)min, (Ly)max] and compositional potential’'s indices [(te)min, (te)max] it spans. All the phase
region cells that contain every non-compositional potential index of the system j, within its stored
ranges are recalled and added to the recall set {§™i}. Each of the recalled phase region cells are
then investigated to determine if it contains every compositional potential index of the system (¢
within its stored ranges; if it fails, it is removed from the recall set {6%i}. This is a computationally
cheap method of reducing the number of phase region cells that have to be investigated to confirm
whether one of them contains the specified system state.
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Identify I¥ and I¢ of X°
X7 ¥ I¢
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Eliminate 6™ not containing I¢

Xa7 {5721}

o

Figure 9.11: Phase region cell recall algorithm flow diagram.

The recall set of identified phase region cells {07} are investigated one-by-one to determine whether
the system state X is contained within its convex hull Q™. When a phase region cell is found to
contain the specified system state, it is passed to the interpolation algorithm. Otherwise, when no
phase region cell is found, the specified system state is passed to the equilibrium calculation software
where a direct calculation is performed.

9.5.7 Conclusion

OPF boundaries B are discretised by simplices where the number of nodes per discretisation segment
0% are determined by the geometric dimensionality of the boundaries ]D)g. A AR number of tie
simplices creates the discretisation nodes on each OPF boundary and are combined to create a
phase region cell 6% if they are within a specified temperature and composition tolerance.

A two-step approach is used when creating an interpolated tie simplex A® from a phase region
cell's tie simplices that perfectly contains the system state. Firstly, tie simplices are created through
interpolation that are at the same non-compositional potentials as the system state AZE Sec-
ondly, these non-compositional potential tie simplices are used, together with barycentric coordinate

59



CHAPTER 9. ALGORITHM DEVELOPMENT

weights, to determine the interpolated tie simplex AR. The second step makes use of a system
of non-linear equations that has to be solved iteratively, and is not desired when attempting to
accelerationaccelerate equilibrium calculations. An explicit expression would be preferred, but no
such generic explicit expression could yet be derived or found in literature. This is the most critical
part of the accelerator algorithm that has to be addressed to improve on efficiency and performance.

The composition, physical and thermochemical properties of each phase present at equilibrium is
known once the interpolated tie simplex is determined. The lever rule is then used to determine the
phase fractions and physical and thermochemical properties of the system.

Even though the in-situ discretisation algorithm is unstructured, a uniform structured reference frame
is used to assign compositional I¢ and non-compositional potential indices I¥ to tie simplices and
phase region cells. This resulted in more efficient recalls as its a computationally cheap method to
filter the tie simplices and phase region cells, reducing the number of each to consider during their
respective recall algorithms.
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Chapter 10

Algorithm Functionality and Performance
Tests

The accelerator algorithm was implemented, as discussed in Section 8.2. Performance criteria were
established in Section 8.3 and used to assess the algorithm's functionality and performance in a
number of two- and three-component systems, as outlined in Section 8.4.

10.1 Two-component Systems

To investigate the functionality and performance of the accelerator algorithm in each two-component
system, 200 000 system states X° were randomly generated within the entire composition range and
within a temperature range from 300K up to 100 K above the highest liquidus temperature in the
system. A composition tolerance Az of 0.01 molmol™ and temperature tolerance AT of 10K
was chosen. The findings of the functionality and performance tests were very similar amongst all
two-component systems and the Al—Cu system is used to illustrate these findings hereafter.

10.1.1 Acceleration Factor

Heat maps of acceleration factors, for calculated equilibrium states Y obtained from the discreti-
sation algorithm and interpolated equilibrium states Y° obtained from the interpolation algorithm,
in reference to the equivalent direct equilibrium calculation, are shown in Figure 10.1. It can be
seen that two-phase regions show mostly interpolations with large acceleration factors. Single-phase
regions show a mix of interpolations with relatively large acceleration factors and discretisations
with acceleration factors of 1 and less. This is due to the size of phase region cells in single-phase
regions being much smaller than in two-phase regions, as illustrated in Figure 9.3a. Phase region cell
size in single-phase regions are restricted to the specified temperature and composition tolerances,
leading to relatively small cells. On the other hand, although phase region cells in two-phase regions
are also restricted to the temperature tolerance, the phase region cells span the entire width of
the phase region — from one phase region boundary to the other — and the composition tolerance
only applies to compositions of the phases at the phase region boundaries. This means that fewer
direct calculations have to be performed to discretise and cover large portions of two-phase regions,
and a larger number of interpolated equilibrium calculations can be performed much sooner in the
simulation.

Distribution plots of the acceleration factors for single- and two-phase regions are shown in Fig-
ure 10.2a. During the discretisation algorithm there is more computational overhead for the acceler-
ator algorithm than the equivalent direct calculation; not only does a direct equilibrium calculation
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Figure 10.1: Heat maps of acceleration factors for the Al—Cu system.

have to be performed, but the corresponding tie simplex created and stored, as well as the database
interrogated for other tie simplices that can be combined to create a phase region cell. This results
in acceleration factors smaller than one. Even though during the interpolation algorithm there are
database searches as well, it can be seen that the acceleration factors in all phase regions are larger
than one, with some interpolated equilibrium calculations showing acceleration factors in the order
of 10 and more. Two-phase regions gain greater benefits compared to single-phase regions. Fig-
ure 10.2b shows that at the end of the test approximately 70 % of the equilibrium states returned
by the accelerator algorithm were interpolated.
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Figure 10.2: Distribution of acceleration factors and operation distribution and cumulative solving
time for the duration of the functionality and performance test for the Al—Cu system.

10.1.2 Phase Composition and Phase Fraction Difference

Heat maps of the difference in phase composition and phase fraction between the calculated and the
interpolated equilibrium states are shown in Figure 10.3. It can be seen that the difference in phase
composition for single-phase regions are in the order of 1 x 107!°. Because linear interpolation is
performed in these phase regions where temperature and composition vary linearly, the differences
should be equal to zero. Due to machine precision when working with floating point values, an
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Figure 10.3: Heat map of phase composition and phase fraction difference for the Al—Cu system.

observed value of 1 x 1071¢ for the phase composition differences can be accepted to be exact.
The same can be seen in two-phase regions where all present phases are pure substances. The
OPF boundaries of pure substances are straight vertical lines with constant composition and no
interpolation error is made. In two-phase regions where at least one solution phase is present,
the difference in phase composition become more notable. OPF boundary of solution phases are
often curved and varies non-linearly with composition and temperature. When performing linear
interpolation on these curved OPF boundaries, errors are made, as shown in the heat maps.

Because phase fractions are calculated from phase compositions, the same trends observed with
phase composition differences were observed with phase fraction differences. The one notable
difference is in single-phase regions. Because only one phase is present, the phase fraction is always
one and the difference between the calculated and interpolated equilibrium states is exactly zero.
The zero value cannot be plotted on the log scale of the heat map.

Distribution plots of the phase composition and phase fraction differences of two-phase regions are
shown in Figure 10.4. A narrow distribution can be seen in the phase composition difference at
1 x 10716 associated with pure substances. There is also a wide distribution between 1 x 10712 and

0.74 ©— 2-phase region 0.7 1 1 2-phase region
0.6 1 0.6 1
0.5 0.5
> >
G 0.4 2044
C C
8 [J]
0.3 Oo3
0.2 0.2
0.1 0.1
0.0 ' . ' ' : ' ' g 0.0 : : . . . . y y
107 107 107 1072 107 10® 107® 107* 1072 10718 107 1074 10712 107 108 10 107* 1072
Phase Composition Difference Phase Fraction Difference
(a) Phase composition difference. (b) Phase fraction difference.

Figure 10.4: Distribution of phase composition and phase fraction difference for the Al—Cu system.
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1 x 10~* associated with the solution phases. The more curved a OPF boundary, the larger the
linear interpolation error made, and because there is a large variation in curvature of OPF boundaries
in the system, the distribution of phase composition difference is wide. Because phase fractions are
dependant on phase compositions, the same trends observed with differences in phase compositions
were observed with differences in phase fractions.

10.1.3 Physical and Thermochemical Property Errors

Physical and thermochemical properties vary non-linearly with composition as well as temperature
and linear interpolation errors are expected in all phase regions. Heat maps of the physical and
thermochemical property errors are shown in Figure 10.5. System properties are determined by
the phase fraction weighted sum of phase properties. Not only are interpolation errors made on
the phase properties but also the phase fractions. The error made on the system properties can
therefore become large as interpolation errors are made twice. Distribution plots of the errors made
on physical and thermochemical properties are shown in Figure 10.6. A wide distribution of errors
can be seen due to the non-linear property variations and interpolations. Errors for all the properties
are in the order of 1% or less.
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Figure 10.5: Heat maps of physical and thermochemical property errors for the Al—Cu system.
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Figure 10.6: Distribution of physical and thermochemical property errors for the Al—Cu system.

10.1.4 Remaining Two-component Systems

Distribution plots of performance criterias for all the evaluated two-component systems can be found
in Appendix B.1 with Table 10.1 summarising the average values for all interpolated equilibrium
calculations based on the number of stable phases.

The average acceleration factor for all phase regions in the two-component systems are larger than
one — acceleration was achieved across the set of system states that were evaluated. Some systems
show more acceleration than others. This is due to the direct calculation computation time of
some systems being longer than others, while the interpolation times remain fairly constant. It can
be seen that two-phase regions' acceleration factors are higher because when non-compositional
potential tie simplices are determined, only one can be created and it automatically becomes the
interpolated tie simplex, and no additional interpolation steps are required. In single-phase regions,
two non-compositional potential tie simplices are created and from there an additional interpolation
step is required to determine the interpolated tie simplex.

In two-phase regions, the average differences in phase compositions and phase fractions are in the
order of 1 x 107> or less. Very small interpolation errors are therefore made. The average errors
made on physical and thermochemical properties are in the order of 1 x 1072 % or less.

The functionality and performance of the accelerator algorithm is satisfactory in two-component
systems. Phase composition and phase fraction differences are acceptable for the chosen temperature
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Table 10.1: Summary of algorithm performance in two-component systems.

—~ —  Ep® (%) Et (%)
System AF  dzf dzg, c, I g G
Single-phase regions
Al-Cu 55 8.9e-04 5.8e-02 2.1e-03 4.0e-03
Al—=Mn 7.2 6.5e-04 4.9e-02 1.1e-03 2.8e-03
Al-Zn 5.1 1.2e-03  8.0e-04 2.0e-03 1.8e-03
Fe-C 2.6 1.5e-03 1.6e-03 1.7e-03 3.5e-03
Fe—Cr 4.1 8.6e-03  6.5e-04 1.3e-03 1.4e-03
Fe-Si 11.1 2.3e-02 9.7e-02 1.1e-03 4.2e-03
Al,O3-Ca0 1.8 7.4e-02 5.7e-04 5.0e-04 2.2e-04
AlLbO3-MgO 5.0 9.9e-02 3.7e-04 6.4e-04 2.4e-04
AlLbO3-Si0, 2.6 1.9e-01 2.0e-04 6.6e-04 1.5e-04
Ca0-Si0, 31 3.0e-02 8.1e-04 1.2e-03 2.7e-04
Two-phase regions

Al-Cu 115 5.0e-07 6.8e-06 2.9e-02 1.5e-03 6.6e-04 5.3e-04
Al—=Mn 13.8 7.8e-07 1.6e-05 3.4e-02 5.5e-03 6.6e-04 4.8e-04
Al-Zn 9.9 12e-05 1.2e-05 5.9e02 4.7¢e-03 6.4e-04 1.2e-03
Fe-C 4.8 7.6e-08 2.8e-07 1.7e-03 2.3e-03 2.6e-04 8.2e-04
Fe—Cr 10.5 7.2e-06 4.6e-06 3.8e-02 3.7e-03 4.3e-04 1.3e-03
Fe—-Si 195 1.7e-07 9.2e-07 1.5e-02 1.2e-03 3.5e-04 2.0e-04

Al,03-Ca0 3.2 4.0e-08 3.0e-07 2.8e-03 5.5e-06 1.9e-04 2.3e-05
Al,O3-MgO 85 2.6e-07 7.2e-07 4.3e-02 1.4e-05 7.8e-05 8.3e-06
Al,03-Si0, 6.2 8.7e-07 1.6e-06 6.2e-03 1.5e-05 8.6e-05 9.6e-06
Ca0-SiO, 5.0 9.3e-08 3.4e-07 4.6e-03 6.4e-06 1.6e-04 2.2e-05

and composition tolerances, resulting in acceptable magnitudes of errors made on physical and
thermochemical properties. Although the acceleration factor does not seem massive, it should be
remembered that direct calculation computation times in two-component systems are in the order
of 0.01sec to 0.001sec, which is already fast. In systems with more components and longer direct
calculation computation times, which is what this accelerator is being developed for, it is expected
to observe much larger acceleration factors.

10.2 Three-component Systems

To investigate the functionality and performance of the accelerator algorithm in each three-component
system, 500 000 system states X° were randomly generated within the entire composition range of
each system component and within a temperature range from 1300 K up to 100 K above the highest
liquidus temperature in the system. The temperature range was reduced in comparison to the two-
component system tests to maintain a comparable randomised system state density. A composition
tolerance Az of 0.01 mol mol™ and temperature tolerance AT® of 10 K was chosen. The findings
of the functionality and performance tests were very similar amongst all three-component systems
and the Al,O3—-Ca0O-SiO, system is used to illustrate these findings hereafter. It is difficult to
interrogate heat maps in three-component systems when they are drawn on the entire 3D phase
diagram. Instead, heat maps were drawn on isothermal sections and interrogated. The heat maps
illustrated hereafter are shown on the 2000 K isotherm for all system states X within +5K.
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10.2.1 Acceleration Factor

Heat maps of acceleration factors, for calculated equilibrium states Y obtained from the discretisa-
tion algorithm and interpolated equilibrium states Y obtained from the interpolation algorithm, are
shown in Figure 10.7. It can be seen that three-phase regions have a small number of discretisations
with mostly interpolations, while two-phase regions show more discretisations and less interpolations,
and single-phase regions show the most discretisations and the fewest interpolations. This is, as
in two-component systems, due to the size of phase region cells being the smallest in single-phase
regions and increasing in size as the number of stable phases increase, as illustrated in Figure 9.3b
for three-component systems.
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Figure 10.7: Heat maps of acceleration factors for the Al;O3—CaO-SiO, system on the 2000 K
isotherm for system states X° within + 5K.
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Figure 10.8: Distribution of acceleration factors and operation distribution and cumulative solving
time for the duration of the functionality and performance test for the Al,03—Ca0O-SiO, system.

Distribution plots of the acceleration factors are shown in Figure 10.8a. As with two-component
systems, the acceleration factors for discretisations are less than one and acceleration factors for
interpolations are larger than one, with some interpolations showing acceleration factors of 10 to
100. Even though the additional interpolation step in single- and two-phase regions require iteratively
solving a system of non-linear equations, interpolation computation times are shorter than that of
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the direct calculations and acceleration is still achieved. Figure 10.8b shows that at the end of

the test approximately 83 % of the equilibrium states returned by the accelerator algorithm were
interpolated.

10.2.2 Phase Composition and Phase Fraction Difference

Heat maps of the difference in phase composition and phase fraction between the calculated and
interpolated equilibrium states are shown in Figure 10.9. It can be seen that all the accessed three-
phase regions have a solution phase (slag) present; hence the average phase composition difference at
the system states not being as low as 1 x 1071® as when only pure substances are present. The phase
composition difference in two-phase regions are relatively large, but as in the two-component system
tests, its is attributed to the curvature of the solution phase’s OPF boundary and interpolation
errors being made on the phase composition. Because phase fractions are dependant on phase

compositions, the same trends observed with differences in phase compositions were observed with
differences in phase fractions.
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Figure 10.9: Heat map of phase composition and phase fraction difference for the Al,03—-Ca0-SiO,
system on the 2000 K isotherm for interpolated states Y° within + 5K.
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A patch of phase composition and phase fraction differences are seen in the single-phase region that
seem out of place. These are system states that are found in a two-phase region below the 2000 K
isotherm but is within the £5K range.

Distribution plots of the phase composition and phase fraction differences of two- and three-phase
regions are shown in Figure 10.10. A narrow distribution can be seen in the phase composition
difference at 1 x 107! associated with pure substances. There is also a wide distribution between
1 x 107! and 1 x 1072 associated with the solution phases. Phase fractions are dependant on
phase compositions, and therefore similar trends observed with differences in phase compositions
were observed with differences in phase fractions.

10.2.3 Physical and Thermochemical Property Errors

Physical and thermochemical properties vary non-linearly with composition as well as temperature
and linear interpolation errors are expected in all phase regions. Heat maps of the physical and
thermochemical property errors are shown in Figure 10.11. Distribution plots of the errors made on
physical and thermochemical properties are shown in Figure 10.12. Errors made on all the properties
are in the order of 1% or less with a small number of errors from 1% to 10 % in two-phase regions.
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Figure 10.11: Heat map of physical and thermochemical property errors for the Al,03-Ca0-SiO,
system on the 2000 K isotherm for interpolated states Y° within = 5K.
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Figure 10.12: Distribution of physical and thermochemical property errors for the Al,O3—-Ca0O-SiO,
system.

10.2.4 Remaining Three-component Systems

Distribution plots of performance criterias for all the evaluated three-component systems can be
found in Appendix B.2 with Table 10.2 summarising the average values for all interpolated equilibrium
calculations based on the number of stable phases.

The average acceleration factor for all phase regions in the three-component systems are larger than
one — acceleration was achieved across the set of system states that were evaluated. It can be
seen that three-phase regions' acceleration factors are the highest because when non-compositional
potential tie simplices are determined, only one can be created and it automatically becomes the
interpolated tie simplex — no additional interpolation steps are required. This is always the case in
phase regions where &€ — (= ¢@; two-phase regions in two-component systems, three-phase regions
in three-component systems, etc. In single- and two-phase regions, multiple non-compositional
potential tie simplices are created and from there an additional interpolation step is required to
determine the interpolated tie simplex. Even though this additional step require iteratively solving
a system of non-linear equations, the interpolated equilibrium state computation times were shorter
than that of the calculated equilibrium state and acceleration was still achieved. As in two-component
systems, some three-component systems show more acceleration than others seeing that the direct
calculation computation time of some systems being longer than others.
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Table 10.2: Summary of algorithm performance in three-component systems.

o (0 o (0
System AF  dz® dzg, Epop( ) I Er S( ) a
Single-phase regions
Al,O3-Ca0O-MgO 4.8 6.2e-03 1.4e-04 2.4e-03 7.3e-04
Al,O3-Ca0-Si0O, 6.4 1.8e-02 2.0e-03 6.3e-03 6.4e-04
Al,O3-Fe,O3-MgO 6.3 2.1e-03 1.7e-04 2.2e-03 4.9e-04
Al,O3—-Fe,03-Si0, 13.6 1.5e-04 4.7e-04 4.1e-03 1.3e-03
Two-phase regions
Al,O3-Ca0-MgO 39 54e-03 27e-03 209e02 1.1e-01 2.7e-02 2.8e-02
Al,O3-Ca0-SiO, 6.3 2.0e-03 1.5e-03 2.8e-02 8.3e-02 2.4e-02 2.2e-02
Alb,O3-Fe;03—MgO 9.7 2.0e-03 1.2e-03 2.7e-02 1.1e-01 1.8e-02 2.1e-02
Al,O3-Fe;03-Si0; 63.6 1.9e-03 1.2e-03 1.8e-02 8.7e-02 1.6e-02 1.9e-02
Three-phase regions
AlLbO3-CaO-MgO  20.2 5.0e-02 1.2e-02 2.0e-04 9.4e-06 1.7e-05 5.5e-06
Al,O3-Ca0-Si0, 340 1.7e07 1.1e-06 4.6e-04 1.6e-04 3.0e-05 1.5e-06
Al,O3-Fe;03—-MgO  89.6 3.2e-01 1.1e-01 1.7e-03 1.4e-05 3.0e-05 6.8e-06
Al,O3-Fe;03-Si0, 86.4 4.4e-02 1.4e-02 28e-05 5.6e-07 1.8e-05 b5.8e-06

In two-phase regions, phase composition differences are in the order of 1 x 1073 mol mol™! or less
and phase fraction differences are in the order of 1 x 103 or less. In the three-phase regions, phase
composition differences are in the order of 1 x 1072 mol mol™! and phase fraction differences are in
the order of 1 x 1072 or less. The average error made on physical and thermochemical properties

are in the order of 1 x 1072% or less.

The functionality and performance of the accelerator algorithm is satisfactory in three-component
systems. The phase composition and phase fraction differences are acceptable for the chosen tem-
perature and composition tolerances, resulting in acceptable magnitudes of errors made on physical
and thermochemical properties. A notable acceleration in equilibrium calculation computation time
is already observed in three-component systems and even larger acceleration factors are expected in

systems with more components.
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Chapter 11

Accelerator Applications

Although incorporating the accelerator algorithm into a model is not part of this project’s scope,
the performance of the accelerator algorithm was tested in two systems that are related to industrial
processes where the inclusion of a large number of equilibrium calculations into models could provide
valuable insight. These are a simplified four-component ilmenite smelting system, C—Fe-O-Ti,
and a simplified five-component iron- and steelmaking system, C—Ca—Fe—O-Si. This provides
insight into how the accelerator would perform if it was incorporated into models of these processes.

Exact temperature and composition ranges that will be encountered when the accelerator is included
into the models are not known, and may also not be constant during an entire set of simulations, but
wide expected ranges were estimated. The purpose of these tests are not to replicate or emulate the
inclusion of the accelerator into these models, but rather test the accelerator algorithm's performance
in multiple phase regions within temperature and compositional ranges that could be expected in
the processes.

11.1 Simplified llmenite Smelting System

11.1.1 Background

The ilmenite smelting process is a step in the upgrading of TiO,-containing minerals to TiO,
pigment and Ti metal (Zietsman 2004). Minerals such as rutile (nominally TiO,), ilmenite (nominally
FeTiO3), leucoxene (naturally upgraded ilmenite to a higher TiO, content), and zircon (nominally
ZrSiQ,4) are often found together in sand-type deposits, collectively referred to as heavy minerals.
lImenite is also found in hard rock deposits with much lower concentrations of other heavy minerals.

The purpose of the smelting process is to upgrade the ilmenite, whether separated from the mineral
sands or as ore from the hard rock deposits, to a slag (Zietsman 2004) with high TiO, concentration.
The tapped slag is either granulated, or cast into large blocks and then crushed and milled. The
high-TiO, slag in particulate form is used as a feedstock to produce pigment or titanium metal
through additional processes.

The alloy product from the smelting furnace is typically iron with 2% C (Zietsman 2004). Once the
alloy is tapped from the smelting furnace, it is refined to increase the C content and decrease the S
content. The high-C alloy is then cast into pigs and distributed to other industries.

A key feature of ilmenite smelting is that the corrosive high-TiO, slag cannot be contained through
direct contact with any available refractory materials. A layer of slag must be frozen onto the furnace
sidewall for safe slag bath containment; this solid layer is known as a slag freeze lining. Growth
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and melting of the freeze lining involves an intricate thermochemical process influenced by fluid flow
and heat transfer in the slag bath, heat transfer through the sidewall, and changes in liquid slag
composition.

Comprehensive multiphysics models of the ilmenite smelting process, including its thermochemical
interactions between slag bath and freeze lining, are needed to improve the understanding of this
challenging high-temperature process. This will allow the design of more stable, robust, and efficient
smelting furnaces, and the development of improved operating strategies and control systems, all of
which will yield both economic and sustainability benefits. Such models are currently infeasible due
to the computational expense of direct equilibrium calculations.

11.1.2 Test Conditions

Because of the high operating temperatures of the alloy and slag baths, the accelerator algorithm was
tested from 1500 K to 2100 K. Four regions of interest in the ilmenite smelting system were inves-
tigated with ranges of average compositions identified from literature; (1) the alloy bath (Zietsman
2004; Gous 2006), (2) the slag bath (Zietsman 2004; Gous 2006; Murty, Upadhyay, and Asokan
2007; Pistorius 2007), (3) the reduction zone where ilmenite feedstock (Zietsman 2004; Murty,
Upadhyay, and Asokan 2007) and reducing agents are introduced into the furnace in ratios identified
from (Pistorius 2007), and (4) the interface between the slag and alloy bath as a 1:1 mass-based
ratio between the alloy and slag bath. The mass fraction and corresponding system component mole
fraction ranges for the four regions are shown in Table 11.1. A total of 1000000 system states X°

Table 11.1: Mass fraction ranges of phase constituents and corresponding system component mole
fraction ranges for regions of interest in the simplified ilmenite smelting system tests.

Mass fraction Mole fraction
Phase (gg™) System (mol mol~1)
Constituent Min.  Max. Component Min. Max.
Alloy bath
C 0.00 0.04 C 0.00 0.16
Fe 0.94 1.00 Fe 0.80 1.00
0] 0.00 001 O 0.00 0.03
Ti 0.00 0.01 Ti 0.00 0.01
Slag bath
FeO 0.15 020 C 0.00 0.00
TiO, 0.55 0.60 Fe 0.06 0.08
Ti, O3 0.20 030 O 0.62 0.64
Ti 0.29 0.32
Reduction zone
C 0.08 012 C 0.18 0.26
FeTiO, 0.65 0.90 Fe 0.12 0.19
Fe>O5 0.00 0.14 O 0.44 0.50
TiO, 0.00 0.15 Ti 0.13 0.18
Alloy and slag bath interface

C 0.00 002 C 0.00 0.08
Fe 0.46 0.50 Fe 0.41 0.55
FeO 0.07 0.10 O 0.30 0.34
TiO, 0.27 0.31 Ti 0.14 0.18

Ti,O3 0.09 0.15
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were randomly generated in these identified temperature and composition ranges. A composition
tolerance AzP of 0.01 mol mol=! and temperature tolerance AT of 10K was chosen.

11.1.3 Results

The distribution plots of acceleration factors for all the phase regions are shown in Figure 11.1a. As
in the functionality and performance tests in two- and three-component systems, it can be seen that
the acceleration factor was smaller than one during the discretisation algorithm for the majority of
the cases. In a small number of cases, the acceleration factor during the discretisation algorithm
was found to be larger than one. This was simply attributed to the control direct calculation
taking notably more iterations to determine the equilibrium state in comparison to the equilibrium
calculation performed by the discretisation algorithm.

Even though database searches and frequent iterative calculations are performed during the inter-
polation algorithm, the majority of acceleration factors for all phase regions are larger than one.
Acceleration factors in the order of 100 and as high as 1000 are achieved in four-phase regions. In
a small number of cases, the acceleration factor for an interpolation was smaller than one, which is
attributed to a slow searching time for a suitable phase region cell from the database.

Figure 11.1b shows that at the end of the test approximately 62 % of the equilibrium states returned
by the accelerator algorithm were interpolated. This is less than the two- and three-component
system tests because the 1000000 system states X° were divided between four regions of interest.
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Figure 11.1: Distribution of acceleration factors and operation distribution and cumulative solving
time for the duration of the functionality and performance test for the ilmenite smelting system.

The distribution of phase composition and phase fraction differences are shown in Figure 11.2. It
can be seen that the difference in phase composition of two- and three-phase regions are in the
order of 1 x 1072 mol mol~! and less whereas with four-phase regions the difference is in the order
of 1 x 107° mol mol~! and less. Differences in the order of 1 x 107° mol mol~! are associated with
errors made on the compositions of pure substances. The same trend was observed with the phase
fraction differences seeing that it is dependent on the interpolated phase compositions.

The distribution of errors made on physical and thermochemical properties are shown in Figure 11.3.
As mentioned, errors made on the system properties can become large as interpolation errors are
made twice. The majority of the errors made on all the properties are in the order of 1% and less
for all phase regions, apart from single-phase regions that show a small number of errors made in
the order of 1% to 10 %.
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Figure 11.2: Distribution of phase composition and phase fraction difference for the ilmenite smelting
system test.
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Figure 11.3: Distribution of physical and thermochemical property errors for the ilmenite smelting
system test.
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11.2 Simplified Iron- and Steelmaking System

11.2.1 Background

Iron- and steelmaking is one of the most CO,-intensive industries (Zhang et al. 2021) and accounts
for 6% to 9% of global CO, emissions (Pandit, Watson, and Qader 2020). Regulations have been
imposed to reduce emissions, which is leading to the development of new and alternative processes
and technologies, some of which substitute carbon with natural gas and hydrogen as reducing agents
and utilise renewable energy sources (Zhang et al. 2021).

With stringent deadlines by when emissions have to be reduced and new processes be implemented,
there is limited time to build pilot plants to test newly developed processes and even less time for
demonstration plants. There is, however, time to build models and use them to rapidly investigate
multiple new process concepts, weed out concepts that do not meet requirements, and optimise
feasible concepts before new industrial plants are built.

Iron- and steelmaking processes can consist of many system components — in excess of 15 — and this
is too many to test the accelerator algorithm with at this stage. However, some preliminary models
of the processes can be modelled with a simplified iron- and steelmaking system, C—Ca—Fe—0-5i,
and is fitting to perform performance tests with. Efficient inclusion of equilibrium calculations
into multiphysics models of simplified iron- and steelmaking processes can enhance our ability to
investigate and develop new process technologies. The slag and alloy baths are of interest as this is
where reduction and oxidation processes occur and gas is formed.

11.2.2 Test Conditions

Because of the high temperatures associated with the alloy and slag baths, it was decided to test
the accelerator algorithm in the simplified iron- and steelmaking system over a temperature range
from 1500K to 2100K. Three regions of interest were investigated in the ironmaking stage of
the process associated with the blast furnace with ranges of average compositions identified from
literature; (1) the alloy bath (Ghosh and Chatterjee 2008), (2) the slag bath (Ghosh and Chatterjee
2008; Geiseler 2000; USDoT 2016), and (3) the reduction zone where iron ore (Muwanguzi et al.
2012; Taylor, Page, and Geldenhuys 1988) are mixed with reducing agents in ratios identified from
(Taylor, Page, and Geldenhuys 1988). The mass fraction and corresponding system component
mole fraction ranges for these three regions are shown in Table 11.2.

Three additional regions of interest were investigated in the steelmaking stage of the process asso-
ciated with the basic oxygen furnace with ranges of average compositions identified from literature;
(1) the alloy bath (Fruehan 1998), (2) the slag bath (Fruehan 1998; Belhadj, Diliberto, and Lecomte
2012; Naidu, Sheridan, and van Dyk 2020; Ruth 2004), and (3) the oxidation zone where hot metal
from the blast furnace, scrap iron and steel, and fluxing agents are introduced into the furnace in
close proximity to an oxygen lance, with average compositions and mass fractions identified from
(Fruehan 1998). The mass fraction and corresponding system component mole fraction ranges for
these three regions are shown in Table 11.3.

A total of 1000000 system states X° were randomly generated in these identified temperature and
composition ranges. A composition tolerance Az of 0.01 molmol™ and temperature tolerance
ATP of 10K was chosen.
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Table 11.2: Mass fraction ranges of phase constituents and corresponding system component mole
fraction ranges for regions of interest in the simplified ironmaking system tests.

Mass fraction Mole fraction

Phase (gg™) System (mol mol™1)
Constituent Min.  Max. Component Min. Max.

Alloy bath
C 0.03 0.05 C 0.12 0.19
Ca 0.00 0.01 Ca 0.00 0.01
Fe 0.91 0.97 Fe 0.74 0.87
@) 0.00 0.01 O 0.00 0.03
Si 0.00 0.02 Si 0.00 0.04
Slag bath

Cao 0.45 0.65 C 0.00 0.00
FeO 0.00 0.02 Ca 0.19 0.28
SiO, 0.35 0.54 Fe 0.00 0.01
) 0.57 0.60

Si 0.14 0.21

Reduction zone

C 0.19 025 C 0.19 0.43
Cao 0.07 0.10 Ca 0.02 0.05
FeO 0.00 0.01 Fe 0.16 0.22
Fe,O3 0.64 0.67 O 0.34 0.48
SiO, 0.09 0.13 Si 0.03 0.06

Table 11.3: Mass fraction ranges of phase constituents and corresponding system component mole
fraction ranges for regions of interest in the simplified steelmaking system tests.

Mass fraction Mole fraction

Phase (gg™) System (mol mol™1)
Constituent Min. Max. Component Min. Max.

Alloy bath
C 0.00 003 C 0.00 0.12
Ca 0.00 0.01 Ca 0.00 0.01
Fe 0.97 1.00 Fe 0.88 1.00
0] 0.00 001 O 0.00 0.03
Si 0.00 0.01 Si 0.00 0.02
Slag bath
Ca0 0.40 055 C 0.00 0.00
FeO 0.05 0.10 Ca 0.20 0.28
Fe, O3 0.15 0.30 Fe 0.09 0.15
SiO, 0.10 020 O 0.54 0.57
Si 0.05 0.09
Oxidation zone

C 0.00 004 C 0.00 0.16
Fe 0.91 1.00 Ca 0.00 0.04
Si 0.00 0.01 Fe 0.76 1.00
Ca0 0.00 0.04 O 0.00 0.04
Si 0.00 0.02

I



CHAPTER 11. ACCELERATOR APPLICATIONS
11.2.3 Results

The distribution plots of acceleration factors for all the phase regions are shown in Figure 11.4a.
As with the ilmenite smelting system, the acceleration factor is mostly smaller than one during the
discretisation algorithm and mostly larger than one during the interpolation algorithm.

It can be seen that during the discretisation of single-phase regions, some acceleration factors are
as small as 0.1. This is due to database searches for applicable tie simplices to construct new phase
region cells. As mentioned before, phase region cells in single-phase regions are the smallest and
requires the most tie simplices to construct a phase region cell, and therefore need much more tie
simplices to be generated, and searched through. As the number of stored tie simplices increase,
so does the cost of the recall algorithm. This becomes less problematic as the number of phases
increase.

During the interpolation algorithm, acceleration factors in the order of 100 and as high as 1000 are
achieved with the accelerator in five-phase regions. In a small number of cases, the acceleration
factor during the interpolation algorithm was slightly smaller than one and was attributed to a slow
searching time for a suitable phase region cell from the database.

Figure 11.4b shows that at the end of the test approximately 54 % of the equilibrium states returned
by the accelerator algorithm were interpolated. As in the ilmenite smelting system, this is less than
the two- and three-component system tests because the 1000000 system states X° were divided
between the six regions of interest.
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(a) Distribution of acceleration factors. (b) Operation distribution and solving time.

Figure 11.4: Distribution of acceleration factors and operation distribution and cumulative solving
time for the duration of the functionality and performance test for the iron- and steelmaking system.

The distribution of phase composition and phase fraction differences are shown in Figure 11.5. It
can be seen that the difference in phase composition of two- to five-phase regions are in the order
of 1 x 1072 mol mol~! and less. Differences in the order of 1 x 107° mol mol~! are associated with
errors made on the compositions of pure substances. The same trend was observed with the phase
fraction differences seeing that it is dependent on the interpolated phase compositions.

The distribution of errors made on physical and thermochemical properties are shown in Figure 11.6.
As mentioned, errors made on the system properties can become large as interpolation errors are
made twice. Majority of the errors made on all the properties are in the order of 1% and less for
all phase regions. However, a small number of interpolations resulted in errors made on properties
in the order of 1% to 10 %.
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Figure 11.5: Distribution of phase composition and phase fraction difference for the simplified iron-
and steelmaking system test.
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Figure 11.6: Distribution of physical and thermochemical property errors for the simplified iron- and
steelmaking system test.
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11.3 Conclusion

As expected, the acceleration factors associated with the discretisation algorithm were smaller than
one seeing that there are additional computational overhead for the accelerator compared to the
equivalent direct calculation. Even though database searches and frequent iterative calculations are
performed during the interpolation algorithm, the majority of acceleration factors for all phase regions
are larger than one. The algorithm showed a significant acceleration of equilibrium calculations with
a notable fraction of interpolations reporting acceleration factors in the order of 100 with some
interpolations showing acceleration factors as high as 1000.

During the discretisation algorithm, some acceleration factors were as small as 0.1 and were at-
tributed to slow database searches for applicable tie simplices to construct new phase region cells.
It was also observed in a small number of cases that acceleration factors during the interpolation
algorithm were smaller than one and were also attributed to slow database searches for suitable
phase region cells. The storage and recall algorithms were developed to provide a structured frame-
work to orderly store tie simplices and phase region cells and efficiently recall them when needed,
however, these algorithms were implemented in Python3 and it appears that database searches may
become the rate limiting step as larger amounts of data are being generated as the number of sys-
tem components increase, and have to be searched through. For further testing of the accelerator
algorithm, it is advised to transfer the accelerator algorithm to a more computationally efficient
compiled programming language and utilise a more performant database system to improve the
efficiency of the storage and recall algorithm. For this stage of development the acceleration portion
of the performance requirement is satisfied.

The magnitude of errors made on phase composition were in the order of 1 x 1072 mol mol~! and
less and phase fraction were in the order of 1 x 1072 and less. This would translate to an in-
terpolated phase composition being accurate to within 99 % of the calculated phase composition,
which is acceptable for the chosen discretisation tolerances and satisfies the accuracy portion of the
performance requirement.

Although property errors as high as 10 % are not desired, the accuracy of the majority of physical
and thermochemical property errors were in the order of 1% and less, which, for this stage of
development, satisfies the accuracy portion of the performance requirement. Accuracy can be
improved by reducing temperature and compositional tolerance; smaller phase region cells would
lead to smaller discretisation steps of OPF boundaries and reduce interpolation errors. However,
this would also lead to tie simplices having to be much closer to one-another before a smaller phase
region cell can be constructed. More of the smaller phase region cells would need to be created
to cover the same space as a larger phase region cell, resulting in more computationally expensive
direct calculations to be performed.

The accelerator algorithm showed noteworthy acceleration of equilibrium calculations when tested
on the two industry-related processes while maintaining acceptable levels of accuracy. Large models
of these processes could certainly benefit from the accelerator. However, the accelerator should
first be transferred to a more computationally efficient compiled programming language and utilise
a more performant database system. This would improve the performance of the accelerator even
more while making database searches more efficient.
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Chapter 12

Conclusion

In this chapter the findings from the literature review on existing methods developed to accelerate
equilibrium calculations are concluded and the identified advantages of some methods that were
combined to develop the new equilibrium calculation accelerator algorithm summarised. The newly
developed equilibrium calculation accelerator algorithm is also summarised and results from the
functionality and performance tests discussed.

12.1 Existing Equilibrium Acceleration Algorithms

Several methods have been developed by other researchers in an attempt to accelerate equilibrium
calculations and make it more feasible to include into models. The common denominator between
the majority of these acceleration methods is based on a pre-calculated or in-situ populated databases
of the specific thermodynamic system and utilising the stored data in an interpolation algorithm to
accelerate equilibrium calculations.

Pre-populated databases tend to become very large and require a large amount of storage space,
even when unstructured grids are used, because the entire thermochemical system space is mapped
to the database. In most cases prior knowledge of the system is required to determine the limits
of the database mapping and can become unnecessarily large with parts of the database not being
accessed by the models.

In-situ or on-demand methods of creating a database showed great promise because only the regions
of the thermochemical system that are accessed by the model are captured in the database, reducing
the storage space requirement and the amount of data to search through. In this case, no prior
knowledge of the system is required to create the database.

Using a system'’s phase diagram as a guide to discretise the temperature-compositional space allow
sparse non-uniform discretisation of phase regions. By utilising thermochemical tools such as the
Gibbs phase rule it can be determined whether an entire phase region has to be discretised or if it
is only necessary to discretise its boundaries and store the resulting tie simplices. The lever rule can
be used with the stored tie simplices to determine the thermochemical properties within the entire
phase region without there being a single data point stored inside the phase region. This leads to a
remarkable decrease in the amount of data that has to be stored.

There are great advantages in using concepts from fundamental thermochemical theory such as
phase diagram geometry, the Gibbs phase rule, and the lever rule in creating an accelerator. The
thermochemical theory is a strong base that provides security for the decisions taken when the
system is discretised and interpolation is performed with the stored data. Combining this with an
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in-situ method of discretisation would produce a sparse database that covers large temperature,
pressure and compositional ranges. It was decided to develop an accelerator algorithm that utilises
these thermochemical tools to build an in-situ populated database of a system.

12.2 Developed Equilibrium Acceleration Algorithm

A new accelerator algorithm was developed based on phase diagram geometry where a system’s phase
diagram is used to map the thermochemical system to geometric space. An in-situ discretisation
method was employed where the database was initially empty. As the model required data, the
database was queried, and if no data was available for interpolation, it was generated by performing
an equilibrium calculation and storing the results for future queries. In doing this, data was only
generated in parts of the system that the model accesses regularly, keeping the amount of data in
the database to a minimum.

The lever rule was employed to calculate thermochemical properties at any temperature, pressure
and composition within a phase region when the phase compositions and thermochemical properties
on the OPF boundaries were known. Therefore, only the OPF boundaries had to be discretised,
apart from single-phase regions, reducing the storage space requirement of the database.

The Gibbs phase rule was employed to determine the geometric dimensionalities of the OPF bound-
aries, which were used to determine the smallest number of direct equilibrium calculations that
needed to be performed to discretise the boundaries. By storing the tie simplices produced from
equilibrium calculations and creating phase region cells, entire phase regions could be described by
a small number of direct equilibrium calculations.

Both the Gibbs phase rule and the lever rule enabled the accelerator algorithm to determine and
perform the minimum number of direct equilibrium calculations to discretise phase regions and
interpolate within, minimising the storage space requirement. The ability to determine the minimum
number of equilibrium calculations required to discretise OPF boundaries, together with the in-situ
discretisation method that only stores data in parts of the system that the model accesses regularly
satisfies the storage space requirement of the accelerator algorithm.

The Gibbs phase rule, phase diagram and simplex geometry, and the lever rule provides a general basis
based on sound principles for the discretisation and interpolation algorithms. Employing these well
known, established, thermochemical principles satisfies the requirement for the accelerator algorithm
to be thermodynamically consistent. All the employed principles are generic, and the developed
discretisation and interpolation algorithms were based and developed on this generality. This results
in an accelerator algorithm that is also generic and can be incorporated into a system with any
number of components, satisfying the requirement for the accelerator algorithm to be generic.

Because linear interpolation is performed between tie simplices to create an interpolated tie simplex,
interpolation errors can be made with phase compositions as well as with physical and thermochemi-
cal properties of the phases. To control the interpolation error magnitude, only tie simplices that are
within a specified temperature and composition tolerances are used to create a phase region cell. By
reducing the tolerance, tie simplices have to be closer to each other before a phase region cell can
be created from them, reducing the interpolation errors that are made. This however means that
the phase region cells are smaller in size and more phase region cells are required to discretise the
phase region. The database would require more storage space to accommodate the larger number of
phase region cells, potentially leading to recall times from the database becoming longer, reducing
the acceleration factor. At the beginning of the simulation, the frequency of interpolations would
remain low for longer periods as the size of phase region cells are small and would not be accessed
as regularly compared to larger phase region cells. There is a balance between the acceleration and
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accuracy of the interpolations and the tolerances provide the user control over the balance, satisfying
the requirement.

12.3 Functionality and Performance Tests

The functionality and performance of the accelerator algorithm was tested in 10 two-component and
4 three-component systems. The algorithm's performance was also tested in two industry-related
processes; a simplified four-component ilmenite smelting system and a simplified five-component
iron- and steelmaking system.

It was observed that single-phase regions had the largest ratio between number of discretisations
and number of interpolations. As the number of stable phases increased, so did the number of
interpolations and a decrease in the number of discretisations was observed. This is because the
size of phase region cells produced by the discretisation algorithm are the smallest in single-phase
regions and increase in size as the number of stable phases increase. These larger cells in regions
with more stable phases are accessed more regularly for interpolation, leading to a higher frequency
of interpolations earlier in the simulation process.

As the number of system components increase, so does the computational expense of direct equi-
librium calculations. This translates to larger acceleration factors being achieved as the number of
system components increase — from acceleration factors as high as 20 in two-component systems to
1000 in the four- and five-component systems.

During the discretisation algorithm, some acceleration factors were as small as 0.1 and were at-
tributed to slow database searches for applicable tie simplices to construct new phase region cells.
It was also observed in a small number of cases that acceleration factors during the interpolation
algorithm were smaller than one and were also attributed to slow database searches for suitable
phase region cells. The storage and recall algorithms were developed to provide a structured frame-
work to orderly store tie simplices and phase region cells and efficiently recall them when needed.
However, these algorithms were implemented in Python3 and it appears that database searches may
become the rate limiting step as larger amounts of data are being generated as the number of system
components increase, and have to be searched through. The algorithm's acceleration performance
can certainly be improved by migrating the implementation to a compiled programming language
and using a more performant database system, but for this stage of development the acceleration
portion of the performance requirement is satisfied.

Interpolation errors made on phase compositions are in the order of 1072 molmol~! and less and
on phase fractions are in the order of 1072 and less. This would translate to an interpolated phase
composition being accurate to within 99% of the calculated phase composition. This level of
accuracy satisfies the accuracy portion of the performance requirement.

Because system properties are determined by the phase fraction weighted sum of the phases’ prop-
erties, the error made on the system properties can become large as interpolation errors are made
twice. Although property errors as high as 10 % are not desired, the accuracy of the majority of
physical and thermochemical property errors were in the order of 1% and less, which, for this stage
of development, satisfies the accuracy portion of the performance requirement. Accuracy can be
improved by reducing temperature and composition tolerances, resulting in smaller phase region
cells that would lead to smaller discretisation segments of OPF boundaries and reduce interpolation
errors.

The accelerator algorithm showed noteworthy acceleration of equilibrium calculations when tested
on the two industry-related processes while maintaining acceptable levels of accuracy. There is great

84



CHAPTER 12. CONCLUSION

potential for the accelerator algorithm to make the inclusion of equilibrium calculations in models
with many system components feasible. However, the algorithm should first be transferred to a more
computationally efficient compiled programming language and utilise a more performant database
system. This would make database searches more efficient and improve the performance of the
accelerator even more.
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Recommendations

The following recommendations are made regarding improvements to the algorithm implementation
as well as alterations and additions that can be made to the algorithm to improve the functionality
and performance of the accelerator.

13.1 Implementation Improvements

The accelerator algorithm implementation is by no means perfect and there are much more perfor-
mance that can be gained by improving it.

13.1.1 Compiled Language

The algorithm and database were implemented in the Python3 interpreted language. An interpreted
language was chosen for the development phase because it enabled fast investigations into different
discretisation, storage and recall, and interpolation algorithms and sub-routines. Now that the
development phase has been completed, migrating the accelerator algorithm to a compiled language
would certainly improve the computational efficiency.

13.1.2 Database Design

It was observed that recalls from the database (when it contains a large amount of data) can
become the rate limiting step in the accelerator algorithm to the point where acceleration is no
longer achieved. Storage and recall algorithms were developed, but are by no means optimised
and there is room for improving these algorithms. The database was also implemented in Python3
and the use of a more performant database package, that is designed and properly set up for the
accelerator algorithm, will see an improvement in recall times and alleviate the problems of this
potential rate limiting step.

13.2 Algorithm Alterations

Some sub-routines of the accelerator algorithm could benefit from a redesign or improvement. Some
accelerator algorithm concepts were not pursued further, but showed promise and could have some
advantage over the current implementation. Hereafter are a few alterations to the accelerator
algorithm that could be investigated.
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13.2.1 Iterative Interpolation Step

The iterative step in the interpolation algorithm that solves the system of non-linear equations
to obtain an interpolated tie simplex needs to be addressed to improve the performance of the
accelerator algorithm further. An explicit solution is desired, however, no explicit solution to this
problem or a similar problem has been found in literature or could be derived yet. An alternative is
to improve the efficiency of the iterative solution by determining the generic Jacobian matrix for the
generic system of non-linear equations.

13.2.2 Structured Grid Approach

Although a uniform structured reference frame was used to construct the database to assist with
storing and recalling tie simplices and phase region cells, the accelerator algorithm followed an un-
structured approach — tie simplices were created at arbitrary system states and added to the database.
One accelerator algorithm concept that was not pursued further utilised the uniform structured ref-
erence frame and performed equilibrium calculations at the nodes nearest to the arbitrary system
state, and combining them to create a phase region cell.

The advantage is that the phase region cells would be governed by the specified tolerances (which
governs the uniform structured reference frame) and could, in most cases, be as large as the tol-
erances allow. It would also improve the recall algorithm efficiency as the indices of tie simplices
and phase region cells could be determined and retrieved efficiently. The disadvantage is that some
phase regions are smaller than the specified tolerances and could not possibly be captured without
performing some local refinement of the uniform structured reference frames to a level where dis-
cretisation could be performed and the phase region captured. This was the main reason why this
concept was not pursued further, but there may be advantages that can be utilised when combined
with a local refinement of the uniform structured reference frame.

13.2.3 Adaptive Phase Region Cells

The algorithm follows an unstructured approach where tie simplices were created at arbitrary system
states and added to the database. From these tie simplices, phase region cells were created when
the tie simplices were within a specified tolerance. This was a continuous process and often lead to
phase region cells being much smaller than the theoretical maximum size and the temperature and
compositional space was not optimally discretised.

When a new tie simplex is created near an existing phase region cell, and is within tolerance with the
tie simplices of the phase region cell, the cell could be enlarged by substituting a currently used tie
simplex for the new tie simplex. Phase region cells could be enlarged until they reach the tolerance
limit or until they come into contact with another phase region cell. With this method the same
temperature and composition space could be covered with less phase region cells.

One problem that presented itself in early testing of adaptive phase region cells, especially in single-
phase regions, was that as phase region cells were enlarged towards new tie simplices, some would
start to overlap, which is not a problem, but small portions of the temperature and compositional
space were left uncovered. This occurred because the enlargement was done with no knowledge or
awareness of neighbouring phase region cells.

Adaptive phase region cells were not implemented because of the additional complexity that it would
bring to the algorithm at this early stage of development. However, an improved discretisation
algorithm with a more intelligent tie simplex selecting sub-routine to enlarge phase region cells could
make this a powerful approach. This would reduce the number of phase region cells that need to
be stored in the database and searched through, reducing database storage spaces size and recall
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time. Adding knowledge of neighbouring phase region cells could reduce the chances of enlarged
phase region cells overlapping others. Another approach could be to periodically apply a relaxation
(with multiphysics model mesh relaxation as an example) to the database, or a portion thereof, to
optimally discretise the temperature and compositional space with the available tie simplices.

13.3 Algorithm Additions

Additions can be made to the accelerator algorithm to add functionality or improve performance.

13.3.1 Pressure as Non-compositional Intensive Variable

The developed accelerator algorithm is generic and system pressure can be included as a non-
compositional potential variable, however, the accelerator algorithm is currently implemented with
pressure assumed to be constant. A valuable addition to the implementation would be to include
pressure as a non-compositional potential variable.

13.3.2 Surrogate Material Property Models

Currently the physical and thermochemical properties that are stored by the accelerator algorithm
are the properties obtained from the equilibrium calculation software. There are many more material
properties that are of importance to models that are not available from equilibrium calculations such
as thermal and electrical conductivity. However, surrogate material property models do exist that
can take the system state or equilibrium state and estimate these additional properties. These
estimated properties can then be added to the database together with the existing properties and
the accelerator algorithm can provide interpolated estimates of all the properties.

13.3.3 Phase Region Cell Skewness Check

In some cases in single-phase regions, interpolation errors on physical and thermochemical properties
could be as high as 10 %, which is undesired. One possible reason for the large errors could be that
the phase region cell was highly skewed. Before the phase region cell is constructed a check could
be done to determine its skewness and, if it is outside a specified tolerance, could be discarded and
different tie simplices considered to construct a less skew phase region cell instead.

13.3.4 Verification of Conservation of Mass and Energy

During interpolation, errors are made on the phase compositions and phase fractions. This leads
to inaccuracies regarding the conservation of mass of system components. Verification should be
done to ensure that the amounts of system components specified at the system state is distributed
between the stable phases at the equilibrium state within an acceptable accuracy.

Enthalpy is regularly used in models to relate the amount of energy absorbed by a substance to the
change in its temperature. In the tests performed in this project, the system state is specified in
terms of temperature and composition and the interpolated system enthalpy is determined. The
specified system state can also consist of the composition and system enthalpy and would result
in an interpolated temperature. If a specified temperature is used to determine the interpolated
system enthalpy, which in turn is used as input, the same specified temperature should be obtained.
Verification should be done on this cycle to ensure the returned temperature is within reasonable
accuracy to the specified temperature. The same should also be done to enthalpy. Large errors in
these cyclic verification calculations may lead to large model inaccuracies regarding the conservation
of energy and can cause erroneous results or model instability.
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13.3.5 Quadratic Interpolation

The accelerator algorithm currently employs linear interpolation between stored tie simplices to
obtain an interpolated tie simplex. This can lead to large interpolation errors being made on phase
compositions and phase fractions, and in turn physical and thermochemical properties. To reduce
the errors made, quadratic interpolation can be employed instead. This require more tie simplices
to be combined to create a single phase region cell in comparison to when linear interpolation is
employed. The dimensionality of the phase region boundaries are described by the Gibbs phase rule
and, just as with linear interpolation, the number of tie simplices required to create a phase region
cell for quadratic interpolation can be determined.

13.3.6 Parallelise Direct Calculations and Interpolations

The current accelerator algorithm implementation perform direct calculations in series. Parallelising
these calculations can reduce the total time spent on equilibrium calculations. Equilibrium calculation
software that can parallelise single direct calculations exist and can easily be integrated into the
current accelerator algorithm. Another possible method of parallelising equilibrium calculations is
to allow the algorithm to distribute single equilibrium calculations over a number of processors —
use single-processor equilibrium calculation software, but deploy multiple instances across multiple
processors. In either case the database would be populated much faster by parallelising equilibrium
calculations.

Interpolations are also performed in series in the current accelerator algorithm implementation.
These interpolations can also be parallelised across a number of processors to reduce the total time
spent on them.

13.3.7 GPU Implementation

Modern workstation GPUs can have onboard memory of up to 48 GB and in excess of 10000 cores.
When mentioning GPU parallelisation, the first thing that comes to mind is using the large number
of GPU cores to perform a vast number of interpolations in parallel. However, a known potential
problem is the data transfer between the computer memory or storage and the GPU memory.
Nowadays, it is possible to host databases on a GPU and query the database efficiently, alleviating
the need to transfer data to and from the GPU. GPU based equilibrium calculation software have
been developed and utilising it, together with the GPU hosted database and parallelised interpolation
algorithm, the need for large amounts of data transfer to and from the GPU would not exist. The
only data that needs to be transferred to the GPU would be the system state at which the equilibrium
state is required and the only data transferred from the GPU would be the calculated or interpolated
equilibrium state. A GPU implementation of the algorithm may provide an efficient and greatly
parallelised method to accelerate equilibrium calculations.
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Appendix A

Derivation of Equations for Interpolating
to Chemical Potentials

Although iso-non-compositional-potential (iso-) tie simplices Aﬁi as well as all other tie simplices
within an iso-1 phase region section (51,zi have the same non-compositional potentials ¥°, they have
different chemical potentials. As shown in Figures A.1, A.3 and A.5, somewhere within the iso-1
section through the phase region cell 51? there exists a tie simplex, referred to as the interpolated
tie simplex AR, that contains the system composition and thus have the same chemical potentials
p? as the specified system state. The objective of this interpolation step is to find the phase
compositions X? (W°, pu?) that correspond to the vertices of the interpolated tie simplex AR that
perfectly contains the system composition x¢.

The iso-1 phase region section (5,12 of three- and four-component systems can still be visualised in 2D
and 3D respectively; systems with more components are beyond the author’s ability to visualise. The
method of using barycentric coordinate weights to determine the phase compositions X¢ (¥, u?)

of the interpolated tie simplex AR for the two-phase region in a three-component system as well as
the two- and three-phase regions in a four-component system is discussed hereafter as they can still
be visually verified. These three cases are then used to determine a generic method that can be used
in any applicable iso-1p phase region section 67, regardless of the number of system components.

A.1 Iso-non-compositional-potential Boundary Discretisation
Segment Barycentric Coordinate Weights

As seen in Figures A.2, A4 and A.6, iso-\{ boundary discretisation segment barycentric coordi-
nate weights 3% can be used to express the composition of phase i of the interpolated tie simplex
X®(W° u?) as a function of AZE number of iso- boundary discretisation segment phase com-

positions X% (W), This expression can be seen in Equation (A.1). Because there are AZE iso-1
boundary discretisation segment phase compositions X¢ (¥?), only A$ — 1 iso- boundary discreti-

sation segment barycentric coordinate weights 32 are required in B° to express the composition of
phase i of the interpolated tie simplex X%i(¥° u?).

AR
AR-1

XU, pd) = KO(E) + Y B (R (P — RE(T),) (A1)
j=1
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It is assumed that system component chemical potentials vary linearly between the phase composition
coordinates of an iso-\{ boundary discretisation segment 55. This assumption is reasonable when
temperature and composition tolerances (AT? and AxP) are sufficiently small. The assumption
results in the set of iso-{ boundary discretisation segment barycentric coordinate weights of all
iso-\p boundary discretisation segments being identical, as shown in Equation (A.2).

Bl === = (... B (r2)

Equation (A.1) only provides an expression of a phase composition contained within a iso-\ boundary
discretisation segment 53 — varying 3° changes the location of these phase compositions on each
iso- boundary discretisation segment. These phase compositions have to be coupled to the system
composition x¢ in order to determine the exact phase compositions that correspond to the chemical
potential of the system composition.

A.2 Interpolated Tie Simplex Barycentric Coordinate Weights

As seen in Figures A.2, A4 and A.6, tie simplex barycentric coordinate weights B8~ can be used
to express the specified system composition x? as a function of each of the ¢ phase compositions
X? (W p?). This expression is shown in Equation (A.3). An interpolated tie simplex that perfectly
contains the system composition x¢ can be obtained if the conditions in Equation (3.16) are satisfied
for all tie simplex barycentric coordinate weights in 3°. Because there are ¢ number of phases
present in a tie simplex, @ — 1 number of tie simplex barycentric coordinate weights 32 are required
in 32 to express the system composition xJ.

p—1
X7 = KO (WO, ud) + > B (RO (B0, pl) — X (7, pd)) (A3)

i=1

A.3 Creating a System of Equations

With the interpolated tie simplex’'s phase compositions X¢ (¥°, u?) expressed in terms of iso-
boundary discretisation segment phase compositions X¢ (W) and barycentric coordinate weights
3% with Equation (A.1), the barycentric coordinate weights 3% have to be solved that satisfy the
conditions of Equation (3.16) for all tie simplex barycentric coordinate weights in B2,

An expression for each of the interpolated tie simplex’s ¢ phase compositions X2 (¥°, u?) is created
with Equation (A.1) and substituted into Equation (A.3). This creates an expression of the system
composition x? as a function of each iso-{ boundary discretisation segment’s phase compositions
%¢ (W) and barycentric coordinate weights 3 and 3°.

These expressions are applied hereafter to a two-phase region of a three-component system as well
as a two- and three-phase region of a four-component system whereafter they are factorised and
written as a system of non-linear equations. The patterns from these three cases are used to create
a generic system of non-linear equations that can be used in any iso-{» phase region section 4°%,
regardless of the number of system components.
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A.3.1 Three-component System

Two-phase Region

Figure A.1 shows a general iso-1 section through a two-phase region cell of a three-component sys-
tem. Figure A.2 shows the barycentric coordinate weights used to express the system composition x¢
in terms of the iso-1p boundary discretisation segment phase compositions X? (¥?). Equations (A.4)
and (A.5) expresses each of the interpolated tie simplex's phase compositions X¢ (¥, pu?) with iso-1

boundary discretisation segment barycentric coordinate weights 3°.

x0) o
ARnfl) ———— 7X€ I)(\I, )7
P2 -7 1
- 1
- 1
- I
’’’’’ I
(0} o -
Xe ‘<\I’ )zq" !
\ H
\ I
\ H ]
B:’lflﬁ \\ ! B{()I h
1
(511) \‘ II (Slb
\‘ !
\ /
\
o« Pe g ag R—l !
KO e A o
\ e _ ~
“=$x (7, pl)
X0 o
Xe ‘(\I’ )15\\\

Figure A.1: Iso-\{ section 53;**‘3 through a two-phase region cell of a three-component system with
iso-1 tie simplices Alf""b and interpolated tie simplex A= at the same non-compositional potentials

WO, Interpolated tie simplex AR=® is at chemical potential n?, perfectly containing x2. The three-
€ —(°— 141 =2+, meaning an iso-\ section is perceived in

component system exist in Dg =
Dg = 2.

X (WO, pl) = X (¥); + 7 (X8 (W), — &= (V7)y)
(W) (1 — B7) +x0(2), (67) (A.4)

I
X

X

X0 (B, pul) = X (TO); + B (X0 (T), — X0 (L))
O (W) (1 - BE) + %0 (), (BF) (A5)

Equation (A.6) expresses the system composition x¢ in terms of the interpolated tie simplex’s phase
compositions X? (W, pu?) with the tie simplex barycentric coordinate weights 3~.

X¢ :i(pa<‘11 ’:u’e) + 61 (be(‘IIG’ Hg) - i?a(@c, :U“(ey))

=x{*(0°, pl) (1 - Br) +x2(2°, pl) (B7) (A.6)
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_--#XE (W),
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Figure A.2: Vectors and barycentric coordinate weights used in an iso-1{ section through a two-phase
region cell of a three-component system to describe the system composition x? as a function of all
the phase compositions X¢ (¥7) of the iso-1 tie simplices.

By substituting Equations (A.4) and (A.5) into Equation (A.6) and factorising, the system composi-
tion x7 is expressed as a function of each iso-1) boundary discretisation segment’s phase compositions
x? (W) and barycentric coordinate weights B> and BP, shown in Equation (A.7).

B\ (pA
) (87) (1) (A7)
The factorised expression can be written as a system of non-linear equations, shown in Equa-
tion (A.8), with vectors and matrices with sizes as follow:
x¢ 1 € x 1 =3 x 1 vector of the system composition.

B: éex (Aﬁ X @) = 3 x4 matrix of the iso-\p boundary discretisation segment phase compositions.

W (AZE X @) x 1 =4 x 1 vector of barycentric coordinate weight expressions.

>
m 9
Il
o)
<

b
mg Mg

MY
ng Mg
o o

(
) (87) (7)
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A.3.2 Four-component System

Two-phase Region

Figure A.3 shows a general iso-\ section through a two-phase region cell of a four-component system.
Figure A.4 shows the barycentric coordinate weights used to express the system composition x{ in
terms of the iso-1 boundary discretisation segment phase compositions X¢ (¥?). Equations (A.9)
and (A.10) expresses each of the interpolated tie simplex's phase compositions X¢ (¥, u?) with

iso-p boundary discretisation segment barycentric coordinate weights B°.
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Figure A.3: Iso-1 section 5171)2‘“"’ through a two-phase region cell of a four-component system with iso-
1 tie simplices Aﬁ‘*b and interpolated tie simplex AR=b at the same non-compositional potentials
WO, |nterpolated tie simplex AR=b is at chemical potential p?, perfectly containing xZ. The four-

component system exist in Dg = € — (" — 141 = 3+ 1, meaning an iso-\ section is perceived in

DS = 3.

=X ()1 (1= B — 7)) + X (®)a (B7) + X2 (2)s (57) (A.9)

(W) + B (RE(B)y — X (T)1) + B (X (P)5 — XL (L)1)
= X(U)1 (1 - 57 = B7) + X2 ()2 (B7) + X (¥)s (57) (A.10)

Equation (A.11) expresses the system composition x¢ in terms of the interpolated tie simplex’s
phase compositions X¢ (¥, 1) with the tie simplex barycentric coordinate weights 3.
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£0°(97);

Figure A.4: Vectors and barycentric coordinate weights used in an iso-1 section through a two-phase
region cell of a four-component system to describe the system composition x¢ as a function of all
the phase compositions X? (¥7) of the iso-1 tie simplices.

xg =X (U7, pg) + B (X2 (P9, pg) — X (L7, p))
=X (07, pd) (1= B7) + X (07, 1) (B) (A-11)
By substituting Equations (A.9) and (A.10) into Equation (A.11) and factorising, the system com-

position x? is expressed as a function of each iso-{ boundary discretisation segment's phase com-
positions X¢ (¥°) and barycentric coordinate weights 8% and 3%, shown in Equation (A.12).

x¢ = [x&(W); (1 -7 = 85) + X (), (B7) + X ()3 (B5)] (1 - 67)
+ [XE(W)y (1= 57 = B3) + X (W), (B7) + X (®°)3 (B5)] (B7)
= X%(¥%), (1- 67— p7) (1—-57)
+x2*(P), (5?) (1- /31A)
+X8(¥);3 (B3) (1= B7)
+RO(T0), (1 - 65— 8F) (BF)
+X (W), (BY) (B7)
+XE(W)3 (85) (B7) (A.12)
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The factorised expression can be written as a system of non-linear equations, shown in Equa-
tion (A.13), with vectors and matrices with sizes as follow:

xZ 1 € x 1 =4 x 1 vector of the system composition.

€ X (AZE X @) = 4 x 6 matrix of the iso-\{p boundary discretisation segment phase compositions.

W (Azlf X @) x 1 =16 x 1 vector of barycentric coordinate weight expressions.

N[ =88 -65) (1-58)]
2 (6%3)<1_B1A)
s| | (B (1=p7) (A.13)

) (57) (57)
s L (8) (52)

M M
ng Mg

P K

Three-phase Region

Figure A.5 shows a general iso-1 section through a three-phase region cell of a four-component
system. Figure A.6 shows the barycentric coordinate weights used to express the system com-
position x7 in terms of the iso-\p boundary discretisation segment phase compositions X¢ (W¥?).
Equations (A.14) to (A.16) expresses each of the interpolated tie simplex’'s phase compositions
X2 (W p?) with iso- boundary discretisation segment barycentric coordinate weights ab.

X (WO, pul) = X (WO)y + B (X (¥7)y — X0 (TO),)

=% (0°); (1 — B5) + %0 (T°), (5F) (A.14)
X (WO, ul) = X (W) + B7 (X0 (P7), — X (T),)

= %2 (V°); (1 — BF) + %2 (T°), (BY) (A.15)
XE (WO, pul) = X (WO); + B (XE(WO)y — X&°(¥°)1)

=X (W); (1— BF) + %2 (W), (8) (A.16)

Equation (A.17) expresses the system composition x? in terms of the interpolated tie simplex’s
phase compositions X? (W¥° u?) with the tie simplex barycentric coordinate weights 82,

C =20 ) B (R0, ) — K0, ) 5 (R0 i) — 5007, )
=X (07, pd) (1= B7 — B) + X (T, ud) (BT) + XL (T, ) (57) (A17)
By substituting Equations (A.14) to (A.16) into Equation (A.17) and factorising, the system com-

position x? is expressed as a function of each iso-{ boundary discretisation segment's phase com-
positions X (¥°) and barycentric coordinate weights 3 and 8°, shown in Equation (A.18).
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Figure A.5: Iso- section 6§a'b‘c through a three-phase region cell of a four-component system

with iso-1 tie simplices AR“’C and interpolated tie simplex AR+t at the same non-compositional
potentials W°. Interpolated tie simplex ARab- is at chemical potential p¢, perfectly containing x¢

The four-component system exist in Dg = € — -1+ ll) =3+ 1|) meaning an iso-\ section is
perceived in Dg = 3.

(A.18)
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Figure A.6: Vectors and barycentric coordinate weights used in an iso-1 section through a three-
phase region cell of a four-component system to describe the system composition x? as a function
of all the phase compositions X (W) of the iso-1 tie simplices.

The factorised expression can be written as a system of non-linear equations, shown in Equa-
tion (A.19), with vectors and matrices with sizes as follow:

o

xZ 1 € x 1 =4 x 1 vector of the system composition.

1 EX (AZE X @) = 4 x 6 matrix of the iso-\) boundary discretisation segment phase compositions.

w (AZE X @) x 1 =6 x 1 vector of barycentric coordinate weight expressions.

x¢ = Bw
%0 (W0), )T [(1 - 8F) (1 -5 - 52)]
X0 (W), || (A7) (160 - 65)
<l |l
X (@) | | (1-pF)(88)
| X2 (W°)s ] (67) (82')
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A.3.3 Generic System

From the three investigated cases, it can be seen that an expression of the system composition
x? as a function of each iso-\{p boundary discretisation segment’s phase compositions X? (¥°) and
barycentric coordinate weights 3 and 3% can be written as a system of non-linear equations, as
shown in Equation (A.20).

Matrix B is created by listing the A$ number of phase compositions on an iso-1{ boundary dis-
cretisation segment (51[;“’ of each of the @ number of phases, one phase at a time, as described by

Equation (A.21). Matrix B therefore has Azﬁ x @ columns and depending on the number of system
components, € number of rows.

After factorising an expression where barycentric coordinate weights are used, the origin vertex always
has a product with a weight equal to the difference between unity and the sum of all barycentric
coordinate weights; 1 — 3. The remaining vertices only has a product with a single barycentric
coordinate weight; the weight between itself and the origin vertex. This can be seen in the way
vector w is created with Equation (A.22). The first portion of w is associated with the first phase
composition of the interpolated tie simplex X1 (W u?), therefore all the entries in this portion
contain a tie simplex barycentric coordinate weight equal to (1 — £3%). The portions that follow
contain one of the @ — 1 number of tie simplex barycentric coordinate weights 32 to 6@_1. Each
of the interpolated tie simplex's phase compositions X (W, u9) are described by the same iso-
1 boundary discretisation segment barycentric coordinate weights 3°. Therefore, in each portion
of vector w associated with a phase @, the first entry contains an iso-{ boundary discretisation
segment barycentric coordinate weight equal to (1 — Z;@B). The entries that follow contain one of

the AZE — 1 number of iso-1p boundary discretisation segment barycentric coordinate weights 55 to

B . Vector w therefore has A x ¢ rows.
AT -1 v

o

2 : € x 1 vector of the system composition.

X

B: ex (Aﬁ X @) matrix of the iso-{ boundary discretisation segment phase compositions.

A (AZ; X @) x 1 vector of barycentric coordinate weight expressions.

x? = Bw (A.20)
B, 7T =i (qyO
€ () 5 X (W),
B=| : where  Xe(,, = i : (A.21)
%o x¢ (W) ax
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where ¥3° = Z BjB : BJ-B € R0, 1]

G—1
and YB° = Zﬁ? : B2 € R[0, 1]

[(1-36°)(1 - 28]
(B7)(1 - 56%)

(95 _)(1 - =6

a-TEE)
(B7)(B5-1)

B A

|86

AR
Ay -1

=1

i=1

(A.22)
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Algorithm Performance Test Result
Distributions

B.1 Two-component Systems

Distribution plots of the performance test results of all tested two-component systems are presented
hereafter.

B.1.1 AI-Cu

[_271 1-phase region discretisation [1 1-phase region interpolation
2-phase region discretisation 2-phase region interpolation

0.1

0.0 == = ;
1071 100 10! 102
Acceleration Factor

Figure B.1: Distribution of acceleration factors for the Al—Cu system.
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Figure B.2: Distribution of phase composition and phase fraction difference for the Al-Cu system.
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Figure B.3: Distribution of physical and thermochemical property errors for the Al—Cu system.
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B.1.2 AlI-Mn
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Figure B.4: Distribution of acceleration factors for the Al-Mn system.
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Figure B.5: Distribution of phase composition and phase fraction difference for the Al—Mn system.
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Figure B.6: Distribution of physical and thermochemical property errors for the Al—Mn system.
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Figure B.7: Distribution of acceleration factors for the Al—Zn system.
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Figure B.8: Distribution of phase composition and phase fraction difference for the Al-Zn system
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Figure B.9: Distribution of physical and thermochemical property errors for the Al-=Zn system.
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Figure B.10: Distribution of acceleration factors for the Fe—C system.
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Figure B.11: Distribution of phase composition and phase fraction difference for the Fe—C system.
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Figure B.12: Distribution of physical and thermochemical property errors for the Fe—C system.
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Figure B.13: Distribution of acceleration factors for the Fe—Cr system.
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Figure B.14: Distribution of phase composition and phase fraction difference for the Fe—Cr system.
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Figure B.15: Distribution of physical and thermochemical property errors for the Fe—Cr system.
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Figure B.16: Distribution of acceleration factors for the Fe—Si system.
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Figure B.17: Distribution of phase composition and phase fraction difference for the Fe—Si system.
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Figure B.18: Distribution of physical and thermochemical property errors for the Fe—Si system.
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Figure B.19: Distribution of acceleration factors for the CaO—-SiO, system.
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Figure B.20: Distribution of phase composition and phase fraction difference for the CaO-SiO,

system.
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Figure B.21: Distribution of physical and thermochemical property errors for the CaO—-SiO, system.
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Figure B.22: Distribution of acceleration factors for the Al,O3—CaO system.
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Figure B.23: Distribution of phase composition and phase fraction difference for the Al,03—-Ca0O

system.
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Figure B.24: Distribution of physical and thermochemical property errors for the Al,O3—CaO system.
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Figure B.25: Distribution of acceleration factors for the Al,O3—MgO system.
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Figure B.26: Distribution of phase composition and phase fraction difference for the Al,O3—-MgO
system.
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Figure B.27: Distribution of physical and thermochemical property errors for the Al,O3—-MgO sys-
tem.
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Figure B.28: Distribution of acceleration factors for the Al,O3—-SiO, system.
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Figure B.29: Distribution of phase composition and phase fraction difference for the Al,O3—-SiO;
system.
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Figure B.30: Distribution of physical and thermochemical property errors for the Al,O3 —SiO, system.

127



APPENDIX B. ALGORITHM PERFORMANCE TEST RESULT DISTRIBUTIONS

B.2 Three-component Systems

Distribution plots of the performance test results of all tested three-component systems are presented

hereafter.
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Figure B.31: Distribution of acceleration factors for the Al,O3—CaO—-MgO system.
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Figure B.32:  Distribution of phase composition and phase fraction difference for the
Al,O3-Ca0—-MgO system.
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Figure B.34: Distribution of acceleration factors for the Al,O3—CaO-SiO, system.
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Figure B.35: Distribution of phase composition and phase fraction difference for the
Al,O3-Ca0-SiO, system.
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Figure B.36: Distribution of physical and thermochemical property errors for the Al,O3—-Ca0O-SiO,
system.
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Figure B.37: Distribution of acceleration factors for the Al,;O3—Fe,O3—MgO system.
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Figure B.38: Distribution of phase composition and phase fraction difference for the

Al,O3—-Fe,0O3-MgO system.
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Figure B.39: Distribution
Al,O3-Fe;0O3-MgO system.
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Figure B.40: Distribution of acceleration factors for the Al—Fe;O3—SiO, system.
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Figure B.41: Distribution of phase composition and phase fraction difference for the Al-Fe,O3—-SiO,
system.

134



APPENDIX B. ALGORITHM PERFORMANCE TEST RESULT DISTRIBUTIONS
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Figure B.42: Distribution of physical and thermochemical property errors for the Al—Fe;O3-SiO,
system.
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