
Appendix A – Benford's Law (BL) 

First significant leading digit (FSLD) 
Let D be a positive real number on a probability space (Ω, Ƒ, ℙ). The logarithmic density function for the first leading digit is 
expressed as follows: 

ℙ(𝑫 = 𝒅) = 𝒍𝒐𝒈𝟏𝟎 (𝟏 +
𝟏

𝒅
)  (1) 

where d ∈ {1, 2, …, 9}. 
 
We briefly discuss the mathematical proof of BL theory using the fundamental theorem of equivalence [1]. Any positive real 

number 𝑥 Є ℝ+ can be written as scientific notation 𝑥 = 𝑆(𝑥) ∗ 10𝑘. If we are interested in the leading digit of 𝑥, the value 
of the integer 𝑘 is irrelevant. Therefore, instead of studying the raw value of 𝑥, we can apply the transformation: 𝑥 →
log10 𝑥 𝑚𝑜𝑑 1. Two positive real numbers 𝑖 and 𝑗 have the same first leading digits if and only if their significands 𝑆(𝑖) and 
𝑆(𝑗) have the same first leading digits [1]. Thus, a set of real numbers {𝑥1, 𝑥2, …} have subsets of leading digits 𝑑 written as 
{𝑥𝑛 ∶ 𝑆(𝑥𝑛)   ∈  [𝑑, 𝑑 + 1)}, taking logarithms on this gives {𝑥𝑛 : log10 𝑆(𝑥𝑛)   ∈  [log10 𝑑, log10(𝑑 + 1))}. Specifically, the 
probability that a value is in the interval [log10 𝑑, log10(𝑑 + 1)) is just the length of this interval, which is 
log10(𝑑 + 1) − log10 𝑑, and this is just BL in Equation (1) [1]. 
 

Benign bot example features Malicious bot example features 

  

Table 16. Examples of Twitter benign and malicious bot features 

 
Table 16 depicts examples of benign and malicious bot features. The images are blurred to protect users' identities. Malicious 
bots appear to be tweeting spam bots as they have a high number of tweets and retweet ratio. 

Appendix B – A sample of BL FSLD test 
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Appendix C – Semi-supervised Gaussian mixture model (GMM) 

 

1. Given a set of features {𝑥𝑗
1, 𝑥𝑗

2, … , 𝑥𝑗
𝑛} indicative of anomalous behavior,  

Apply the transformation 𝑥 →  log(𝑥) 
2. Fit the parameters of the model 

 𝜇 =
1

𝑛
∑ 𝑥𝑗

𝑖𝑛
𝑖=1  and  =

1

𝑛
∑ (𝑥𝑗

𝑖 − 𝜇)𝑛
𝑖=1 (𝑥𝑗

𝑖 − 𝜇)𝑇 

3. Given a test example, 𝑥𝑡𝑒𝑠𝑡 , compute 

 ℙ(𝑥𝑡𝑒𝑠𝑡) =  
1

(2)
𝑛
2  ||

1
2

exp(−
1

2
(𝑥𝑖 − 𝜇)𝑇

−1
(𝑥𝑖 − 𝜇)) 

4. Prediction 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡 = {
𝑚𝑎𝑙𝑖𝑐𝑖𝑜𝑢𝑠 𝑏𝑜𝑡 if ℙ(𝑥𝑡𝑒𝑠𝑡) < Ɛ 

𝑏𝑒𝑛𝑖𝑔𝑛 𝑏𝑜𝑡 otherwise
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where 𝑛 is the number of samples and  is the 𝑛-dimensional covariance matrix, the threshold Ɛ is determined 
automatically on the CV dataset. The main advantage of using GMM is that it captures correlations of input features 
naturally and hence can detect different “types” of anomalies. For example, we did not need to define a feature 
such as follower–friend ratio, as the correlation term naturally accounted for this. The major disadvantage is 

calculating 
−𝟏

, which might be computationally expensive [2]. The results for the binary classification problem 
using GMM are indicated below. The ScikitLearn code is found in [3]. The results in Table 8 were achieved on the 
basis of Ɛ = 2.94e−05 

Appendix D – Semi-supervised support vector machine (S3VM) 

1. Let (xi, yi) denote the sample datasets given a set of 𝑙 labeled samples and 𝑢 unlabeled samples. Further, let a 
hyperplane be denoted as (𝑤. 𝑥) + 𝑏 = 0, we optimized the following objective function over 𝑤, 𝑏, ɳ, 𝜉, and 𝑧 

2. min
𝑤,𝑏,ɳ,𝜉,𝑧

[‖𝑤‖ + 𝐶(∑ ɳ𝑖 +  ∑ min(𝜉𝑗 , 𝑧𝑗)𝑙+𝑢
𝑗=𝑙+1

𝑙
𝑖=1 )] 

3. {

𝒚𝒊(𝒘𝑻. 𝒙𝒊 + 𝒃) + ɳ𝒊 ≥ 𝟏 𝒂𝒏𝒅 ɳ𝒊 ≥ 𝟎, ∀ 𝒊 = 𝟏, . . , 𝒍

(𝒘𝑻. 𝒙𝒋 − 𝒃) + 𝝃𝒋 ≥ 𝟏 𝒂𝒏𝒅 𝝃𝒋 ≥ 𝟎, ∀ 𝒋 = 𝒍 + 𝟏, . . , 𝒍 + 𝒖

−(𝒘𝑻. 𝒙𝒋 − 𝒃) + 𝒛𝒋 ≥ 𝟏 𝒂𝒏𝒅 𝒛𝒋 ≥ 𝟎, ∀ 𝒋 = 𝒍 + 𝟏, . . , 𝒍 + 𝒖

 

 
where 𝐶 = 1.0 (> 0) is a fixed misclassification penalty. The first term of the S3VM minimization problem is the 
standard SVM. The second term was divided into two parts: (i) we added 𝑙 slack variables ɳ𝑖  to ensure a maximum 
margin for labeled samples and (ii) accounted for unlabeled samples that could be classified as either +1 (benign 
bot) or −1 (malicious bot) by adding slack variables 𝜉𝑗  and 𝑧𝑗. The ScikitLearn code can be found in [4]. 

Appendix E – Semi-supervised label propagation 

Given a dataset with 𝑁 labeled and 𝑀 unlabeled data points, i.e., 

{
𝑋 = (𝑋𝐿 , 𝑋𝑈) where 𝑋 Ɛ ℝ

 𝑌 = (𝑌𝐿 , 𝑌𝑈) where 𝑌 Є {−1, +1, 0}
 

 
1. Using the k-nearest neighbors (kNN), compute the affinity matrix 𝑊. 
2. Compute the degree matrix 

  𝐷 = 𝑑𝑖𝑎𝑔(|∑ 𝑊𝑖𝑗𝑗 | ∀ 𝑖 = 1,2, . . , 𝑁 + 𝑀) 

3. Let 𝑌(0) = 𝑌 
4. Define 𝑌𝐿 = {𝑦0, 𝑦1, … , 𝑦𝑁} 
5. Iterate until convergence is achieved 

  {
𝑌(𝑡+1) =  𝐷−1𝑊𝑌(𝑡)

𝑌𝐿
(𝑡+1)

=  𝑌𝐿

 

Proof of convergence and ScikitLearn code can be found in [4]. 

Appendix F – Semi-supervised label spreading 

1. Using the kNN method, compute the affinity matrix 𝑊. 
2. Compute the degree matrix 

 𝐷 = 𝑑𝑖𝑎𝑔(|∑ 𝑊𝑖𝑗𝑗 | ∀ 𝑖 = 1,2, . . , 𝑁 + 𝑀) 

3. Compute the normalized graph Laplacian: 

𝐿 =  𝐷−
1
2 𝑊𝐷−

1
2 

4. Choose 𝛼 Ɛ (0,1] 
5. Iterate until convergence is achieved 

𝑌(𝑡+1) =  𝛼 𝐿 𝑌(𝑡) + (1 − 𝛼)𝑌(0) 
Proof of convergence and ScikitLearn code can be found in [4]. 

Appendix G – Mann–Whitney U test 

Mann–Whitney U test 
Given two samples of sizes 𝑛1and 𝑛2 with rankings 𝑅1 and 𝑅2, respectively, compute 



𝑈1 = 𝑛1𝑛2 +
𝑛1(𝑛1 + 1)

2
− 𝑅1 

𝑈2 = 𝑛1𝑛2 +
𝑛2(𝑛2 + 1)

2
− 𝑅2 

𝑈 = min (𝑈1, 𝑈2) 
 
𝐻0 = no difference between two distributions; 𝐻1 = difference between two distributions; reject 𝐻0 if p < 0.05. 

Feature Yang et al. [5] vs. combined Mazza et al. [6] vs. combined Yang et al. [7] vs. combined 

Favorites_count Cannot reject 𝐻0 Cannot reject 𝐻0 Cannot reject 𝐻0 

Lists_count Cannot reject 𝐻0 Cannot reject 𝐻0 Cannot reject 𝐻0 

Statuses_count Cannot reject 𝐻0 Cannot reject 𝐻0 Cannot reject 𝐻0 

Status.retweet_count Cannot reject 𝐻0 Cannot reject 𝐻0 Cannot reject 𝐻0 

Friends_count Cannot reject 𝐻0 Cannot reject 𝐻0 Cannot reject 𝐻0 

Followers_count Cannot reject 𝐻0 Cannot reject 𝐻0 Cannot reject 𝐻0 

Table 17. Statistical test results for the Mann–Whitney U test 
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