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Abstract: Cyber physical systems (CPSs) are found in many aspects of daily life, and they control and
protect energy production, manufacturing and even healthcare. Due to long lifecycles and the use of
legacy technologies, its associated security comes with many challenges. Security taxonomies are
useful to classify and communicate security-related information and elements. Despite the existence
of numerous taxonomies, they are fragmentary, limited to only specific lifecycle phases or cover
only specific aspects. A harmonized taxonomy must be applicable to all lifecycle phases of the CPS.
This paper presents well-established taxonomies that are combined into a single comprehensive and
harmonized taxonomy and allows application throughout the different lifecycle phases. Application
of the taxonomy to real-world scenarios requires a consistent implementation methodology. The
use of the harmonized taxonomy methodology is demonstrated by applying it to an actual incident
case study. The taxonomy is used to identify information security gaps through its implementation
in the industrial facility in question. The identified gaps are then addressed as part of the security
lifecycle of the CPS. The harmonized taxonomy can be expanded to apply it to industries with
specific requirements.

Keywords: cyber physical systems; risk management; taxonomy; information security; industrial
control and automation

1. Introduction

Cyber physical systems (CPSs) have become an essential part of modern society. They
are utilized in a wide variety of applications from manufacturing, energy and transportation
to building automation and home appliances. Securing CPSs requires a unique approach,
as modern CPSs tend to be a hybrid of legacy systems with unsecured communication
protocols, proprietary control equipment and commercial off-the-shelf hardware for human
machine interfacing. This implies that the information security implementation for CPSs
would need a hybrid approach as well. Due to fundamental differences in structure,
including network topology, security objectives and availability requirements, security
deployment in CPSs is much more restrictive than it would be in general IT systems [1].

Information security is primarily concerned with risk mitigation and management [2].
This is even more pertinent when considering CPSs, which can include industrial control
and automation, safety and protection systems [3], where compromising the system can
lead (and has in fact led) to damage to the plant [4] or even loss of life [5]. One way of
contextualizing the information associated with information security implementation and
management is by applying taxonomies.

Taxonomies are useful in information security to assist in the classification and group-
ing of information. This, in turn, assists in ensuring that users, decision makers and
distributors of the security information all use the same terms of reference. A taxonomy is
especially useful when it is comprehensive and relational [6], as this allows a relative or
relational placing of every aspect of both information security implementation and incident
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management. Furthermore, this relative placing allows for specific information security
implementation and incident management aspects to be uniquely categorized. Because of
this, taxonomies form an important part of information management frameworks [7].

A comprehensive and consistent information security management framework for
CPSs that addresses the full lifecycle—without unnecessary complication—is not available.
Taxonomies related to information security tend to address limited aspects of security
management. More comprehensive taxonomies for CPSs [8] have been proposed, but
these taxonomies still concentrate on specific aspects, like incidents, and are not applicable
throughout the system’s lifecycle. The main goal of the current paper is to address the
fragmented coverage of this dilemma by providing a broad, harmonized taxonomy for
CPSs. This is accomplished by investigating the existing taxonomies in both the information
and operational technology fields and combining them into a cohesive whole.

The rest of this paper is constructed as follows. The background section analyzes the
leading standards and considers the typical lifecycles described by these standards. This is
followed by a discussion of the established taxonomies. In the next section, the taxonomies
are grouped into core elements, followed by a section that provides the harmonized
taxonomy. The latter is validated by mapping a well-known case study to the taxonomy in
the penultimate section, which is followed by the conclusion of the paper.

2. Background

Due to the nature of CPSs, it is natural to focus primarily on cybersecurity instead
of on information security. Although there are differences in definition, information se-
curity generally entails safeguarding all information important to a business’s operation,
irrespective of the format or storage location. Cybersecurity, on the other hand, focuses on
information in electronic format and on the devices responsible for storing, transferring and
securing this information [9]. Theft of intellectual property through industrial espionage
by deploying custom-developed tools like Duqu [10,11] against companies is problematic.
Duqu is a modular piece of malware focused on collecting and extracting information that
can be used to carry out targeted attacks on CPSs. Combating such threats requires a wider
information security focus, and the guidance of accepted standards assists in this.

The following section provides an overview and comparison of the most well-known
standards. This is followed by a discussion on the lifecycles presented in the standards, a
risk overview and an analysis of some established taxonomies.

2.1. Focus and Limitations of the Leading Standards

Several standards are available that can be utilized as guiding frameworks to imple-
ment information security management systems, but there are limitations to each of them.
The standards’ focuses and limitations are shown in Table 1.

Table 1. Overview and comparison of standards and frameworks and their limitations.

Standard Body Focus Limitation

ISO27000 suite ISO

General information
technology as found in the

business and
consumer markets.

Limited applicability to CPS as it does
not consider the limitations of industrial
systems, such as extended lifecycles and
the inability to frequently apply patches.

IEC62443 suite ISA
Specific to industrial systems

like supervisory and data
acquisition systems (SCADA).

Incomplete, as important modules such
as the system lifecycle have still not

been published.

NERC CIP NERC Specific to bulk electricity
supply systems (BESs).

Many of the more generic equipment and
technology types found in CPSs are not
covered, as they do not apply to BESs.

NIST 800 NIST
Broadly applicable to

information systems, with
SP800 82R2 specific to CPSs.

NIST 800 SP 82R2 references many other
standards, resulting in inconsistencies,

such as with the lifecycle
module reference.
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2.2. Standards’ Lifecycles

The following sections examine the lifecycles considered to be the best practices by
each of the major standards. These standards are the following:

• ISO27000: Information security management systems;
• IEC62443: Security for industrial automation and control systems;
• NERC CIP: North American Electric Reliability Corporation Critical Infrastructure Protection;
• NIST 800-82R2: Guide to industrial control systems (ICS) security;

Since the standards differ in approach and intent, there are some unique aspects to
each. Where applicable, these inconsistencies are highlighted.

2.2.1. ISO27000: Information Security Management Systems

The ISO27000 suite covers an extensive range of topics, and while there is no single or
definitive security lifecycle, there is an application flow, shown in Figure 1. This resembles
the economics-based Deming cycle to ensure continuous quality improvement [12].

Figure 1. The ISO27000 PDCA cycle for ISMS [13].

Though widely applied, it does not provide a specific focus on CPS implementation.
For CPSs, availability and integrity—rather than confidentiality—are the primary concerns.
For IT information security, on the other hand, confidentiality has the highest priority. A
similar iterative process is found in other standards.

2.2.2. IEC62443 Suite: Security for Industrial Automation and Control Systems

The IEC 62443 suite is under development by the International Society for Automation
(ISA) workgroup for industrial cybersecurity. The suite is envisioned to eventually cover
the full spectrum of industrial cybersecurity management systems. While being a widely
applied standard for industrial systems, it is still incomplete. The IEC62443-1-4 module has
been in development since 2013. Unlike the ISO27000 cycle, this standard presents three
distinct lifecycles:

• Security development lifecycle assurance, which focuses on the equipment manu-
facturers, as detailed in IEC62443-4-1 (it falls outside the scope of this paper and is
therefore not discussed further here);

• The automation solution lifecycle;
• The cybersecurity lifecycle.
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Automation System Operational Lifecycle

The intention of the automation solution and CPS lifecycle is to show the phases that
are found in the design, implementation, and operation of a CPS (see Figure 2).

Figure 2. Automation solution (CPS) lifecycle as per ISA99 [14].

Changes to or incidents on the system should trigger the responsible party to initiate
a security review for the system. The recommended triggers for re-evaluation are well
defined in IEC62443-2-4, but in summary, they include the following common occurrences:

• Changes in system communication design or methodology;
• Process operational changes that impact the control or safety systems;
• Any modification of safety parameters or changes to the safety system;
• Expansion of or changes to the system hardware.

The CPS Security Lifecycle

The security lifecycle consists of three main phases:

• Risk assessment;
• Design and implementation of countermeasures;
• Monitoring and maintenance.

These phases are shown in Figure 3.

Figure 3. CPS security lifecycle.

The security lifecycle is applied during the first three phases of the automation solution
lifecycle and then on a periodic or triggered basis during the maintenance phase.

2.2.3. The NERC CIP Standard

The North American Electric Reliability Corporation (NERC) Critical Infrastructure
Protection (CIP) standard is an extensive suite of modules that are frequently used across
the world. In South Africa, Eskom (a national electricity provider) uses it as the basis for its
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cybersecurity specifications. While it applies general security concepts and principles, it is
focused on bulk electricity supply (BES) applications.

The lifecycle presented by NERC CIP, as shown in Figure 4, is found in CIP-013-1. This
lifecycle is focused on supply chain management and on ensuring the minimum levels of
procured device security.

Figure 4. Notional BES cyber system lifecycle [15] NERC-CIP-013-1.

This lifecycle is like the ISA system lifecycle presented earlier. Periodic reassessment
is required during the maintenance phase, although the exact requirements for this are
not defined.

2.2.4. NIST SP 800-82R2: Guide to Industrial Control Systems (ICS) Security

The National Institute of Standards and Technology (NIST) 800 series of standards
focuses on security, and 82R2 details the requirements for industrial systems or CPSs. The
lifecycle is not defined in this standard. It references NIST SP 800-64, but this has been
superseded by NIST SP 800-160V1. The cycle is shown in Figure 5.

Figure 5. Recommended lifecycle by NIST SP 800-160-V1.

As can be observed, the standards present certain elements that are common to all
the lifecycles:

• An initial or concept phase that includes assessment and planning for the systems and
associated security (the first risk assessment should take place here);

• Implementation of the system and security design;
• Operating the asset with periodic reassessments and adjustment of the security

implementation;
• Decommissioning of the asset, which includes sanitization of information to ensure

information security.

If one considers that risk assessment and management feature prominently in the
lifecycle phases, there needs to be an understanding of what is meant by risk. The following
section provides such a definition.
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2.3. Risk Defined

Risk can be quantified as follows:

Risk = Impact × Likelihood (1)

Price et al. [16] broke it down further:

Risk = Impact × Threat × Vulnerability (2)

To control risk, the following actions can be taken:

• Assess business and system risk;
• Manage threats;
• Reduce vulnerabilities;
• Support risk reduction through protection measures (technology) and by implement-

ing analyses (digital forensics) and improvement cycles in response to incidents.

Thus, the taxonomies selected and utilized should enable or facilitate the above risk
assessment and reduction actions. The following section contains a discussion of the
established taxonomies that have a bearing on this research.

2.4. Established Taxonomies

This section serves as an introduction and overview of some selected established
taxonomies, and a detailed discussion follows in Section 3.

Since risk management is a fundamental aspect of information security, business risk
taxonomies were considered. The taxonomy by Young et al. [17] (see Figure 6) was selected
due to the comprehensive coverage it provides for business risk assessment.

Figure 6. Operational cyber risk taxonomy [17].

The shaded areas are elements that are found in other taxonomies as well, such as
those detailing threats and vulnerabilities. The presented taxonomies were selected either
to support the operational risk taxonomy (as is the case with the threat and vulnerability
taxonomies) or to expand on it (as with the technology and digital forensics taxonomies).
Flowers et al. [18] compiled a selection of threat and vulnerability taxonomies related
specifically to CPSs. These taxonomies, as well as the one by Bodungen et al. [19], were
considered, and they classified threat scenarios in terms of the three categories shown in
Figure 7.
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Figure 7. Threat taxonomy [19].

• The source: who or what is the origin of the threat?
• The access vector: what route is utilized to get into the system?
• Intention: what is the aim of the system compromise?

The vulnerability taxonomy by Bodungen et al. [19], as shown in Figure 8, postulates
that there must be a weakness or failure of some kind that allows the threat scenario to take
place. The vulnerabilities are grouped into the following categories:

• Policies and procedural failures;
• Nonadherence to standards (control failures);
• General cyber vulnerabilities exposed by a cyber vulnerability analysis (CVA).

Figure 8. Vulnerability taxonomy [19].

The vulnerability taxonomy selected was that of Fleury [20], as this fit better with the
operational risk taxonomy (see Figure 9).

Figure 9. Vulnerability as an exploitable weakness [20].

Two additional taxonomy areas were investigated:

• Technology taxonomies;
• Digital forensic taxonomies.

Securing cyber systems and expanding on the risk management taxonomy, including CPSs,
requires supporting technology and digital forensic information analysis. Two taxonomies
were selected to represent these aspects (see Figures 10 and 11).
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Figure 10. Information security technology taxonomy [21].

Figure 11. SCADA forensic incident response model [22].

The technology taxonomy is divided into proactive and reactive technologies that
allow for a split into prevention and detection and response phases. This allows mapping
to the lifecycle phases of CPSs.

The digital forensic taxonomy in Figure 11 also allows for detection and response
phases. This links the digital forensic taxonomy to the technology taxonomy.

The selected taxonomies cover a wide range of aspects. Section 3 considers the logical
grouping of these aspects into a complementary and comprehensive whole.

3. Core Taxonomy Elements

Although the approaches differ, the authors realized that the taxonomies presented in
the previous section aim to address risk management.

The taxonomies discussed in Section 2 can now be integrated to create a harmonized
approach for addressing the following specific core elements:
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• Business and system risk identification;
• Management of threats;
• Reduction of vulnerabilities;
• Support of risk reduction through protection measures (technology) and implementa-

tion of analyses (digital forensics) and improvement cycles in response to incidents.

3.1. Elements

To address risk management and be usable, the taxonomies and elements must be
adaptable and broadly applicable to various industries. If the taxonomies are not adaptable
and can be used only in very specific applications or scenarios, they cannot facilitate risk
management in a broader industry context and will only be applied in a specific niche.

The presented taxonomies represent either risk or risk mitigation. The definition of
risk refers to impact, which is an operational or business rationale measure [3], as well as to
threats and vulnerabilities. Mitigation requires addressing the threats and vulnerabilities
through technology and analyzing incidents through digital forensics to improve processes.

This means that the taxonomies can be divided into the following risk management
and support or analysis domains that contain so-called core elements:

• Risk

a. Operational risk and risk assessment;
b. Threats;
c. Vulnerabilities.

• Risk mitigation (support and analysis)

a. Technologies: proactive and reactive;
b. Digital forensics.

The following sections discuss each of the core elements of the selected taxonomies
shown above in more detail.

3.1.1. Operational Risk and Risk Assessment

The operational risk taxonomy presented here was developed by Young et al. [17] to
address most elements that could potentially increase business risk.

This taxonomy uses ISO27000 elements to make it applicable to general business risk
applications. This is important, as the Shamoon incident at Saudi Aramco [23] (for instance)
had a devastating impact on the production plants. The storage and dispatch of products
were interrupted due to the unavailability of the business systems.

The taxonomy presented by Young is split into the following four broad categories:

• People: specifically, the lack of resources, knowledge and training;
• System and technology failures: inadequacies in hardware and system deployments

(this in turn relates to implemented supporting technology as well);
• Failed internal processes: policies and procedures, monitoring of metrics and support;
• External events: legislation, supply chain and external services.

3.1.2. Threats

Bodungen et al. [19] did not present threats and threat scenarios as a taxonomy but
rather as a set of interrelated elements. This specifically covers threats to CPSs. They
contended that each threat scenario has the following elements:

• Threat source (who or what?);
• How (vulnerability exploited?);
• Access vector (route?);
• Target (What is the intended target and consequence?).

The vulnerabilities in the system(s) are handled as a separate aspect but still integrated
within the process as a whole.

The next section considers a vulnerability taxonomy.



Appl. Sci. 2022, 12, 8080 10 of 21

3.1.3. Vulnerabilities

Fleury et al. [20] approached the problem by considering vulnerabilities as artifacts
created during the lifecycle phases of CPS implementation. This allows for the incorporation
of management failures and risks into the broader business risk that complements the
operational risk taxonomy.

This taxonomy also allows for association with the system lifecycle phases.
The next sections consider the support elements that apply to more lifecycle phases.

3.1.4. Technology

The IEC62443-3-1 technical report provides guidance on implementing risk mitigation
technologies for the following domains:

• Authentication and authorization;
• Filtering, blocking and access control (including firewalls);
• Encryption and data validation;
• Management, audit, measurement, monitoring and detection (including digital forensics);
• Industrial automation and control systems computer software (including embedded

and operating systems);
• Physical security.

The presented technologies are intentionally broad to ensure applicability across a
variety of industries. This does, however, present problems when attempting to associate
the technology’s implementation with the system lifecycle.

Venter et al. [21] provided an alternative taxonomy that allows for better lifecycle
phase association. The technologies are grouped into proactive and reactive technologies
that allow for system lifecycle association. It should be noted that although the categories
remain broad, they are much better defined than those of the IEC62443 standard.

3.1.5. Digital Forensics

Digital forensics presents a challenge for industrial systems [24]. The digital forensics
discipline is mature in the broad IT environment but not in the industrial environment.
This is partially due to legacy hierarchies but primarily because CPSs still make use of more
proprietary technologies at the control and field levels. This type of proprietary technology
is typically not found in the IT domain. Thus, while techniques like fuzzing and intrusion
detection systems can be used for network forensics in a CPS environment, a system-specific
process might be required for control equipment and field equipment. This complication
can be mitigated by ensuring close cooperation with the system manufacturer, as was
the case with the Trisis incident [8]. In this incident, an unexplained protection system
CPU failure led to the plant shutting down. The hardware was sent to the manufacturer
for analysis, which determined that the failure had been due to a new strain of targeted
malware called Trisis.

Eden et al. [22] presented a digital forensic response model specifically aimed at super-
visory control and data acquisition (SCADA) systems which better defines the requirements.

The next section presents a comparison of the discussed taxonomies and indicates
how they relate to one another.

3.2. The Relationship between the Taxonomies and Core Elements

The taxonomies address the core elements in different ways and with a certain degree
of overlap. This relationship between the core elements and taxonomies is shown in Table 2.
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Table 2. The relationship between the taxonomies and core elements.

Taxonomy Author(s) Core Elements Addressed
Operational Risk Assessment Threats Vulnerabilities Technology Digital Forensics

Young et al. [17] X X X
Bodungen et al. [19] X X

Fleury et al. [20] X X
Eden et al. [22] X

Venter et al. [21] X

Table 2 makes it apparent that the first three taxonomies related to risk management
cover overlapping areas, whereas the last two taxonomies, which are related to risk mit-
igation, expand on the other three. All the taxonomies and associated elements must be
addressed to ensure broad coverage of information security in CPSs. This dictates the
grouping of the taxonomies into core elements and the grouping of these elements—on a
higher level—into domains.

4. Harmonized Taxonomy

The harmonized taxonomy captures the essential elements as defined in Sections 2 and 3.
It is separated into three domains, where the central lifecycle domain serves to anchor the
other two domains (i.e., the support and analysis domain as well as the risk assessment
and management domain).

The discussion that follows references the labels (i.e., the blue circles enclosing a
number or character) in Figure 12 to facilitate the explanation of the taxonomy.

Figure 12. Harmonized information security taxonomy for cyber physical systems.

The system lifecycle itself (1) is a simplified version of the ISA cycle, with the design
and maintenance phases acting as core phases.
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The design phase is important, as this is where the initial risk assessment for the CPS
will be performed, considering threats and vulnerabilities. The envisaged risks will be
addressed through a supporting technology and digital forensic implementation design.
After CPS implementation, the maintenance phase becomes critical. This is where incidents
will likely be experienced during active operation and where incident detection, response,
analysis and defense optimization will need to take place.

The core element grouping within the support and analysis domain (2) as well as the
risk assessment and management domain (3) reflects the relationship between analyzing
and assessing the risks and scenarios in the risk assessment and management domain
on the one hand and mitigating the risks and improving the processes contained in the
support and analysis domain on the other hand. This paper discusses and highlights the
following relationships:

• Actions and implementations to provide information security as required in the
CPS lifecycle;

• Risk analysis domain:

a. Risk assessment;
b. Threat identification and assessment;
c. Vulnerability identification and assessment.

• Risk mitigation domain:

a. Supporting technology for prevention (proactive), detection and response (reactive);
b. Information collection and incident analysis through digital forensics.

The harmonized taxonomy reflects these relationships in its design and layout. An
overview of the harmonized taxonomy is given in Figure 12, while the finer details are
presented in Section 3. Space constraints limit the amount of detail that can be presented in
Figure 12.

While the core elements within the domains are treated as separate actions, this should
never be performed in isolation. As shown in Section 3, there are overlaps and dependencies
between the different elements, and ignoring this will lead to gaps in the coverage of the
taxonomy. These gaps will in turn invalidate the comprehensive aim of the harmonized
taxonomy. In the following paragraphs, the taxonomy structure and elements are discussed
in more detail.

The support and analysis (2) domain consists of supporting technology (4) and digital
forensics (5). The supporting technology (referring to proactive (a) and reactive (b) technol-
ogy) is applicable throughout the life of the system. The proactive technology is required
to limit intrusions, whereas reactive technology limits the spread and impact of intrusions.
Both the proactive and reactive technologies are further divided into network (c), host
(d) and application (e) level technologies, but the actual technologies are very different
between the proactive and reactive technologies (see Figure 10 again).

Apart from the preparation phase (f), the digital forensic elements are almost purely
reactive. They are initiated once an incident occurs, detected (g) and confirmed by either
the supporting technology or the plant personnel. Detection is followed by a triage (h)
where the data sources are identified and prioritized. Data collection and analysis form
part of the response phase (i). The analysis might indicate that changes or updates are
required in the supporting technology or even in the digital forensic processes to reduce
future risk.

The execution of the risk assessment and management (3) domain is critical to infor-
mation security. The assessment (6) considers the following:

• People or personnel failures (j);
• Technology or system failures (k);
• External events (l);
• Failures in internal processes (m).

Apart from the initial assessment during the system’s design, there are two instances
where re-assessment is recommended:
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• Periodic re-assessment or audit as required by the applicable standard or legislation;
• As a result of the findings following an incident investigation.

The threat analysis (7) overlaps with the assessment and covers the following:

• Threat source (n): intentional or malicious, non-intentional and disaster-related;
• Access vector (o): the route used to gain entrance to the system;
• Target intention (p): what is the objective and expected consequence of the intrusion

or incident?

Lastly, vulnerability (8) analysis is covered, and again there is overlap with the as-
sessment, specifically with regard to technology and system failures (k). The following is
considered in the vulnerability element:

• Configuration problems (q);
• Design or specification problems (r);
• Implementation problems (s).

To demonstrate the application of the harmonized taxonomy, the next section maps a
well-known case study of incidents in CPSs to the harmonized taxonomy.

5. Mapping a Case Study to the Taxonomy

The case study selected for mapping was the Maroochy Shire water plant incident.
The Stuxnet incident in Iran is available in Appendix A and applies the taxonomy to a
nation-state adversary scenario. The mapping is not comprehensive but includes all the
most prominent aspects to demonstrate the practical use of the harmonized taxonomy.

Before discussing the mapping, it is important to understand that applying the harmo-
nized taxonomy requires a structured approach (i.e., an application methodology). This
approach is discussed in the next section.

5.1. Harmonized Taxonomy Application Methodology

The application methodology only acts as a guide to the usage of the harmonized
taxonomy. It cannot function in isolation. As discussed in the previous section, the
taxonomy contains multiple detailed sub-elements below the elements listed in Table 3. It
is important when applying the taxonomy to consider not just the high-level elements but
also the detailed sub-elements to ensure that a full system analysis is performed. A specific
example describing the relationship between the taxonomy elements and the methodology
elements is provided at the end of this section.

Table 3. The links between the taxonomy and the application methodology elements.

Harmonized Taxonomy:
Element

Harmonized Taxonomy:
Element Number Methodology: Element Methodology: Element Number(s)

System lifecycle 1 System lifecycle 1, 3, 9, 10, 19
Risk assessment 6 Risk assessment 4, 12, 16

Threats 7 Threat source or agent 6, 14
Vulnerability 8 Vulnerabilities 5, 13

Supporting technology 4 Supporting tech and forensics 8, 12, 15, 17
Digital forensics 5 Supporting tech and forensics 8, 12, 15, 17

Two application methodologies are presented. The first (see Figure 13) details the
generic process that will be followed by a plant owner over the lifecycle of a typical CPS.
For the sake of completeness, this methodology is discussed in detail to illustrate the
application of the taxonomy over the full lifecycle. The second methodology (see Figure 14)
is a subset of the generic methodology and only considers the incident investigation actions.
It was this simplified (second) methodology that was used for the case study analysis.
This was because the incident occurred during the maintenance and operational phase of
the plant lifecycle, and the information for the specification, design, and implementation
phases was not available. The original design intent of the system and the operational
constraints were not part of the papers used in the analysis.
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Figure 13. Harmonized taxonomy and generic methodology.

Figure 14. Harmonized taxonomy and case study methodology.
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The application methodology follows the CPS lifecycle as per the harmonized tax-
onomy. It starts with the specification (1) phase. While this phase is not generally used
to address security concerns, several activities influence the security and system design.
Specifically, hazardous operation studies and process safety requirements (2) provide infor-
mation to quantify risk, including monetary loss and environmental and safety impacts, as
well as to impose restrictions on safety system integrity. The design phase (3) requires the
initial risk assessment (4), where the internal and external risks are evaluated, as discussed
in Section 4. The adequacy of existing protection measures, possible threat sources (5)
and existing system vulnerabilities (6) is checked and documented. Completing the full
risk assessment will allow for the identification of gaps that will be addressed through
updating of policies and procedures (7), adding supporting protection technology and a
digital forensic analysis (8) process. In some cases, it might be found that the specified CPS
cannot meet the security requirements due to inherent constraints, and alternative systems
might have to be considered.

During the implementation phase (9), the complete CPS (including digital forensics
and supporting technology) will be evaluated, typically during factory acceptance testing,
to ensure that it meets the security design requirements. This evaluation will also include
an evaluation of the failed processes element in Figure 6 to ensure the company processes
do not introduce additional business risk.

After commissioning, the CPS enters the commercial operation or maintenance phase
(10). This phase is the longest in the CPS lifecycle. Due to the time duration involved, this
is typically where security incidents occur or system design changes and modifications are
made to allow for changes in the process requirements. Standards like IEC62443 might
specify that periodic risk reviews are required to maintain security integrity. Thus, the two
different scenarios (11) are the following:

• Incident analysis;
• Periodic audit and review.

The harmonized taxonomy caters to both these different scenarios but with a difference
in application methodology. The first and arguably more serious scenario will occur due
to a security incident. It was this scenario that was analyzed in the selected case study.
The risk assessment (12) is conducted to determine the failures and to evaluate all the
elements as shown in Figure 6. The analysis determines failures or gaps in the digital
forensic processes or techniques and supporting technologies that allowed the incident
to take place. An attempt is made to determine and classify the vulnerability (13) and
the threat source (14) associated with the incident. As was performed during the design
phase, gaps are identified in the supporting technology and digital forensic processes or
techniques (15), and these elements are updated to mitigate the risk.

The second scenario is more proactive and will be initiated in response to either a
change in the process’s operational requirements or as part of periodic auditing to comply
with the implemented standard. The documented risk assessment, along with existing
mitigation measures, will be evaluated (16) to determine whether the assumptions are still
valid and whether the threats and vulnerabilities are still adequately addressed. If gaps
are found, the required processes and mitigation measures (17) will be updated to address
the risks associated with such gaps. Both scenarios mentioned can occur multiple times
during the operational life of a CPS. Their occurrence will depend on whether the system
is expected to remain operational or whether it has reached the end of its useful life (18).
For the former, the scenarios as presented will be repeated until the latter case is reached.
Once the CPS reaches the end of its operational life, it will be decommissioned (19). In this
phase, the system must be disposed of in such a way that no confidential information can
be leaked from, for example, application software or design configuration.

It is crucial for the harmonized taxonomy to be the master reference for each step in
the application methodology. This ensures that the taxonomy meets the desired criteria for
being a part of a comprehensive and consistent security framework.
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The simplified methodology in Figure 14 addresses only incident response, as indi-
cated by the highlighted steps (i.e., scenario 1). The entire harmonized taxonomy is, for
easy reference, repeated as indicated by the gray steps. The occurrence of an incident
implies that there was a failure or multiple failures (12) in either the internal or external
processes or the supporting systems, as detailed in Figure 6. The primary aim of an incident
investigation is to identify these failures or gaps and address them. In addition, there
must either have been a vulnerability (13) in terms of access that allowed the incident to
occur or someone or something initiated the incident (14) as a threat actor. Very important
(although not applicable in the analyzed case study) is that the threat agent does not have
to be malicious or the incident intentional. However, the security measures put in place
must protect against the non-malicious, unintentional scenario as well, as that can be just
as devastating as an adversary-driven incident [5].

It is important to understand how the elements in the methodology link to the elements
in the taxonomy. Table 3 summarizes this link. The numbering references used refer to
Figure 12 for the taxonomy and Figure 13 for the methodology.

To illustrate the practical application, one could consider an instance where the sup-
porting technology core element (see Figure 13) needs to be analyzed in step 8 of the
methodology. To conduct this analysis, one would need to refer to element 4 (i.e., sup-
porting technology) of the harmonized taxonomy in Figure 12 and the detailed elements
presented in Figure 10. This same analysis and the associated reference to the harmonized
taxonomy will be repeated in steps 12, 15 and 17 of Figure 13 by simply reapplying the
harmonized taxonomy supporting the technology elements.

The next section applies this simplified methodology to the mapping of the selected
case study (i.e., the Maroochy Shire case study).

5.2. The Maroochy Shire Incident

The Maroochy Shire case study was selected because it provided an example of a
malicious insider, whereas the Stuxnet case study provided an example of a malicious
outsider. The insider case is more typical of the type of incident that companies usually can
expect [25] to experience.

The specific incident took place in early 2000 at the Maroochy water services plant
in Queensland, Australia. Because it was one of the first definitively confirmed mali-
cious industrial cyber incidents, the Maroochy Shire incident has since been extensively
analyzed. The analyses conducted by Weiss et al. [26] and Slay et al. [27] were used for
mapping purposes.

The incident occurred when a disgruntled contracted ex-employee, Vitek Boden,
accessed the plant control system remotely through an unsecured radio link over several
months. He disrupted the plant’s operation and caused a discharge of effluent into the local
stream. Detection of the incident occurred when personnel noticed a discrepancy between
the actual pump state and what was shown on the operator display. An investigation
followed, which led to the identification of a wireless connection as the attack vector.
Analysis of this incident is provided below by means of using the harmonized taxonomy.
The numbering references used were as indicated in Figure 14, with the assessment core
element details as indicated in Figure 6.

The incident occurred during the plant maintenance and operational lifecycle phase
(10). The primary cause or threat agent (14) was the disgruntled ex-employee who exploited
vulnerabilities in the system configuration and security perimeter (13). Considering the
risk assessment as detailed in the harmonized taxonomy (see Figures 6 and 12), there were
several internal and external failures (12) and gaps in the supporting technology and digital
forensics. These gaps are noted below.

When the risk assessment (12) element of the taxonomy was considered, several
internal failures (identified gap 1) appeared. These included failures in process design
and execution, specifically notifications and alerts, SLA management and, to a lesser
extent, process documentation. Furthermore, internal process control failed due to status
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monitoring and periodic reviews being inadequate. Lastly, regarding internal failures, the
staffing supporting process resulted in a dismissed contract employee retaining his access
to the system.

Moving on to external events revealed the next unaddressed risk (identified gap 2) in
that the plant could not adhere to regulatory operating requirements and caused environ-
mental damage through the discharge of effluent, which in turn required extended clean-up.

The system and technology failures element highlighted a design (identified gap 3)
problem, with the logical plant security perimeter permitting wireless remote access for
authorized equipment. The scenario of the equipment being stolen and then used was
not envisioned.

The final element of the risk assessment identified a knowledge inaction risk (identified
gap 4). Even though the discrepancy and intrusion were identified by an employee, it
took some time and required tacit knowledge that had not been codified or generally
available. Formal knowledge of the system configuration and structure could potentially
have allowed for earlier identification.

Consideration of the risk mitigation core elements led to the identification of additional
gaps. There was a general lack of supporting technology (identified gap 5), with some of the
most obvious being inadequate or missing intrusion detection, access control and logging.
If any of these had been adequately addressed, it could have made the intrusion much
more complex and may have allowed for earlier detection. The digital forensics element
was completely dependent on individual knowledge, with no formalized process in place
(identified gap 6). Detection and triage took place because a site engineer could identify
discrepancies in the assigned station numbers and, from there, locate a wireless intrusion.
The response, specifically performing and analyzing data acquisition, resulted in the intru-
sion being identified and locked out. Then, with the assistance of the police, the perpetrator
was located and arrested. None of this, however, was due to a structured and formalized
process, and success depended solely on the skills and knowledge of individuals.

Classifying the threat (14) showed that it was adversarial, using the wireless network
as an access vector to cause environmental, monetary and possibly reputational damage.

Two specific vulnerabilities (13) were exploited. This involved the system configura-
tion, specifically account management and perimeter protection, and implementation with
regard to poor authentication, logging and monitoring. It is interesting to note that the
vulnerability could, for this incident, already be identified in the assessment core element,
with it being confirmed by the vulnerability assessment.

Following the methodology and applying the harmonized taxonomy allowed for
the identification of system, process, and mitigation gaps, as well as for the accurate
classification of the threats and exploited vulnerabilities. The six gaps identified covered
every core element of the harmonized taxonomy but required application of the core
and sub-elements.

Section 6 contains a discussion on the harmonized taxonomy, its benefits, usage
and shortcomings.

6. Discussion

The harmonized taxonomy brings together a variety of existing taxonomies into a
harmonized, single-reference taxonomy. It links the core elements to the CPS lifecycle
phases and allows the specific aspects of risk and incident response management to be
uniquely classified in the taxonomy.

Utilizing the taxonomy has the following advantages:

• It supports a common reference framework between the information technology (IT)
and operational technology disciplines, especially with regard to business risk. This is
an effect of utilizing a hybrid approach to the taxonomy, as the impact of IT risks on
CPSs and vice versa can be analyzed and assessed without changing the harmonized
taxonomy structure.
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• The classification and grouping of risk- and incident-related information can be con-
sistently and accurately applied. This can then be used to improve the security man-
agement programs and update the required supporting risk mitigation technologies.
Lessons learned from IT or CPS incidents can be applied without having to change
the harmonized taxonomy. If the IT or broader business risk aspects do not apply
to the CPSs, these aspects will simply not be applied. This flexibility also allows for
broad industry application. A less comprehensive taxonomy that was (for example)
developed for the petrochemical industry would require customization if it were to
be applied to heavy manufacturing. This is because the CPSs being utilized and the
process requirements are very different, even though similar business risks can be ex-
perienced. Flexibility is enabled by not specifying the process or system requirements
as part of the harmonized taxonomy elements or structure and by rather capturing
them in the assessment of broad business risk. For example, the batch and source
tracking information of a pharmaceutical plant is critical. Thus, securing information
is a critical part of threat assessment, whereas batch information security for the coal
supply to a power station will be much less critical. The harmonized taxonomy is
equally applicable to both scenarios.

• Utilizing the taxonomy allows for its application as a reference framework during any
stage of the system lifecycle. This is demonstrated in Section 5, where the generic ap-
plication methodology shows the repeated application of the same taxonomy elements
in different steps and at different lifecycle stages.

• Applying the harmonized taxonomy elements during incident investigations allows
the easy identification of risk and risk mitigation gaps (as demonstrated by the case
study mapping). This facilitates focused updates and changes to protection measures
to close any possible gaps and reduce overall company risk.

The harmonized taxonomy as presented is deficient in the following respect.
The digital forensics taxonomy core element does not provide a high level of detail

for supervisory and field equipment, since proprietary technologies are still being used
at these levels. This deficiency can be partially mitigated, however, if the correct support
relationship with the system manufacturer is in place. The digital forensics core element as
presented is still usable as a guide but might require additional detailed sub-elements based
on industry or business requirements. This requirement will be addressed in future work.

Section 7 next concludes this paper.

7. Conclusions

This paper provided a background analysis of CPS lifecycles and established risk tax-
onomies. The taxonomies presented followed a hybrid approach to match the configuration
of modern CPSs and the overlap between the IT and operational technology worlds.

This paper also addressed the fragmentary and incomplete nature of established tax-
onomies by combining several of these taxonomies into a single harmonized taxonomy. The
taxonomy is divided into two main areas. The first area is risk assessment, including threat
and vulnerability identification. The second area is risk mitigation by using supporting
technology and forensic processes.

The practical use of the taxonomy was demonstrated by analyzing a case study
and identifying security gaps. Continued research on the application of the harmonized
taxonomy is being conducted on case studies and real-world industrial facilities.

Further research into the following areas could be considered:

• Testing the usability of the harmonized taxonomy during system definition (i.e., before
the design and procurement of the system). This should focus on the integration of
process safety and information security into the system definition.

• Possible refinement of the digital forensic taxonomy while still maintaining its
broad applicability.
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Appendix A. Nation State Adversary Case Study: Stuxnet

The first time an early variant of Stuxnet was identified was in early 2007, but at that
time, no one realized the importance of the code. Stuxnet was designed and deployed as a
cyber weapon with one specific aim in mind: to damage the enrichment centrifuges at the
Natanz nuclear facility in Iran. It has become one of the most well-known industrial cyber
incidents, and portions of the code have been found in other pieces of malware like Duqu
and Flame [28]. The initial incident was followed by another apparent attack in 2021 [29].
For mapping of the Natanz Stuxnet incident, papers by Rao [30] and Langer [4] were used.

Due to the secretive nature of the Natanz facility, actual information about the incident
is limited. What is presented here is based on information from the selected papers that
used a variety of sources and malware analysis.

The methodology in Figure 14 and the harmonized taxonomy shown in Figure 12 were
referenced for this analysis. The incident occurred during the plant’s maintenance and
operational lifecycle phase (10). The primary cause or threat agent (14) was a nation-state ad-
versary that used zero-day vulnerabilities (13) in the control hardware and support systems.

Evaluating the assessment core element (12) highlighted several failures that resulted
in gaps in the security of the plant and CPSs. Internal process failures occurred on all
sub-elements. The process design and execution had notification and alert failures. Process
control failed at status monitoring, specifically the monitoring of traffic between the con-
troller and the operator station. The supporting processes failed due to staffing problems, as
the personnel were not technically proficient enough to detect abnormalities. Procurement
also posed a challenge, since the equipment used had hard-coded system passwords that
allowed access. This issue is still a widespread concern in many systems [31].

External events played a role in as far as the geopolitical situation resulted in nation-
states launching a weaponized cyber-attack on the facility.

Technology and system failures admittedly occurred, but the sophisticated nature of
the attack would have caused most defenses to have a limited effect. Moreover, the people
failures in terms of skills, which allowed the detection of the activity, were more serious
and eventually aggravated the impact of the incident.

Classification of the threat (14) showed this to have been adversarial, using physical
access by means of a USB port to cause physical damage to the enrichment centrifuges.

A variety of vulnerabilities (13) were exploited. These included several zero-day
vulnerabilities in Windows and poor system account management by utilizing the hard-
coded passwords on the CPS. Poor logging in the implementation allowed abnormal
communication between the field CPS and the operator station to go undetected.

It is not clear what supporting technology and digital forensics processes (15) were in
place, but it is safe to say that they were insufficient, as the malware operated for some time
before it was detected. After detection, analyses of the malware and its effects continued
for several years. To be clear, had the correct systems and processes been in place, it is
still unlikely that the incident would have been prevented, but the detection and recovery
period would very likely have been shortened.

The harmonized taxonomy identified the following gaps:
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• Like the Maroochy incident, there were definite management and procedural failures,
and the plant personnel could not match the sophistication of the adversary.

• This case highlights the relative lack of defense that plant owners have against a
well-resourced and very sophisticated enemy.

• Vulnerability management would have had little effect because of the use of multiple
zero-day exploits. An effective information security management system with the asso-
ciated support technology would likely have enabled quicker detection of the abnormal
communications between the control and SCADA levels (digital forensics detection).

• A proper risk assessment would likely have identified the hard-coded passwords
as a concern. These system-level accounts could then have been monitored for any
abnormal activity.
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