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Introduction. Digital text collections are increasingly being used. Various tools have been 

developed to allow researchers to explore such collections. Enhanced retrieval will be possible if texts 

are encoded with granular metadata. 

Method. A selection of tools used to explore digital text collections was evaluated to determine to 

what extent they allow for the retrieval of words or phrases with specific attributes. 

Analysis. Tools were evaluated according to the metadata that are available in the data, the search 

options in the tool, how the results are displayed, and the expertise required to use the tool. 

Results. Many tools with powerful functions have been developed. However, there are limitations. 

It is not possible to search according to semantics or in-text bibliographic metadata. Analysis of the 

tools revealed that there are limited options to combine multiple levels of metadata and typically, 

without some programming expertise or knowledge of the structure and encoding of data, 

researchers cannot currently retrieve words or phrases with specific attributes from digital text 

collections. 

Conclusions. Granular metadata should be identified, and tools that can utilise these metadata to 

enable the retrieval of words or phrases with specific attributes in an intuitive manner should be 

developed. 
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Introduction 

There are many digital text collections in the world. A well-known example of a large 
collection of scanned texts is Google Books. Libraries also have, or are creating, 
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digital collections; consider for example the digital collections held by the Library of 
Congress. Though some text collections may not be the same size as datasets used in 
the natural sciences, some collections offer sufficiently large datasets so that 
researchers from humanities are seen as dealing with big data (Howard, 2017). 
Because of the rate at which content is generated and materials are digitised, some 
digital text collections are very large. For example, in 2019, the Google Books 
collection contained more than 40 million records (Lee, 2019). 

Through the use of technology, digital collections can be explored and analysed in 
ways not possible in a paper-based environment, for example, using computational 
methods. Computational methods include ‘counting [words], looking at their 
distribution within a text or seeing how they are juxtaposed with other 
words’ (Dombrowski, 2020). Computational analysis of textual data in collections is 
becoming increasingly common and are allowing researchers to explore challenging 
questions in new ways (Nguyen, et al., 2020). 

New technologies and techniques to study digital text collections are not limited to 
programmers; some tools are available that allow researchers with little or no 
programming experience to study digital text collections. An example of such a tool is 
the Google Books Ngram Viewer. This is an interactive online tool, which can be used 
to see how often words were used during a specific period of time. An example of a 
search in the Ngram Viewer is shown in Figure 1, where the frequency of the 
words carriage, coach, chaise, buggy and cab during the period 1850 to 1950 in 
English fiction is shown in a graph. Interesting studies have been done using this 
tool. For example, Michel, et al. (2011) notably used it to study linguistic changes, 
specifically some changes in lexicon and grammar, and subsequently noted cultural 
trends, specifically the collective memory of people and events, suggesting that the 
duration of fame is decreasing. Other studies using this tool have been done by, for 
example Acerbi, et al. (2013), Keuleers, et al. (2011) Li, et al. (2020) and Ophir 
(2016). 
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Figure 1: Searching for the words carriage, coach, chaise, buggy and cab in the Google 
Books Ngram Viewer 

Despite the options that tools such as this one offer, there is a concern that 
researchers are not sufficiently able to narrow down the collection or dataset they 
would like to investigate. In other words, to what extent are researchers able to 
explore (e.g., count words, find examples, view trends) texts, sections of texts or even 
words that fit the requirements of the researcher? 

For example, is it possible to retrieve instances of a word that only appears in direct 
speech, or to distinguish between homographs, or was written by a certain author, or 
is in a quotation? Furthermore, how easy is it to perform such an advanced search? 
Does a user need to understand the structure of the underlying data and use complex 
commands? This leads to the main problem investigated by this research, namely, to 
what extent are users able to search for words with specific attributes in a text 
collection? 

In an attempt to address this particular problem, this paper is structured in the 
following manner. The next section considers concepts and related work that are 
relevant to this topic, after which the objectives of this paper are discussed. The 
following section describes the data collected through the evaluation of several tools. 
In the subsequent section the data are analysed, and the research questions are 
answered. Lastly, the authors present their conclusion and future work. 

Related work 

The ability to search in collections and retrieve relevant items is by no means a novel 
idea. Many tools allow a user to search in large collections of information sources 
using keywords. Consider for example the widespread use of search engines to search 
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for information. Haider and Sundin (2019: 1) write that ‘search, searching, and with 
them search engines have become so widely used that we have stopped noticing 
them’. Other search platforms are also widely used. Consider platforms to search in 
databases, such as EbscoHost or ProQuest. Digital libraries also have search options, 
consider for example HathiTrust, a large digital library, that allows a user to search 
in its collections. 

Various search features are available to allow users to search effectively in digital 
collections. It is often possible to search according to bibliographic details of 
information sources. Though the specific options per search service will differ, some 
examples include searching for an author, searching sources published in a certain 
time period or searching for a certain type of publication. Advanced search options 
also allow for searching for a combination of words to appear in a resource or to be 
excluded from a resource. Various technologies and techniques, such as aspects from 
Artificial Intelligence, are employed in web and mobile searching with the aim to 
return relevant results to a user (Cox, 2021). 

The focus of this paper will not be on searching in search engines or databases, but 
on the ability to search for instances of words with specific attributes in a text 
collection. These attributes are additional information about the texts, sections of 
texts or words in a text. It could include various types of information, ranging from 
the author of a quotation in a text to the meaning of a word. Such additional 
information can be captured in metadata. These metadata could facilitate discovery. 
This was already seen in Figure 1, where the ability to search according to a date 
range, is enabled through limited bibliographic metadata, namely a date element. 
More complex searches in the Google Books Ngram viewer are also possible, as 
illustrated in the evaluation of this tool. Metadata, and specifically granular 
metadata, are required to enable such search. 

According to Zeng and Qin (2016: 11) ‘metadata encapsulate the information that 
describes any information-bearing entity’. Metadata can be seen as what can be said 
about an information object at different levels of aggregation (Gilliland, 2016). One 
of the important functions of metadata is to facilitate search and discovery 
(Gilliland, 2016; Haynes, 2018). The purpose of library metadata has been 
predominantly about providing access to information resources and ‘includes 
indexes, abstracts, and bibliographic records created according to cataloging 
rules’ (Gilliland, 2016). However, the concept of metadata has been used broadly 
with slightly different meanings in different disciplines. For example, in the field of 
natural language processing, annotations (e.g., part-of-speech tags) have been 
described as ‘metadata that provides additional information about the 
text’ (Pustejovsky and Stubbs, 2012). Zeng and Qin (2016) have also said 
that ‘metadata exist not only in the traditional bibliographic data universe’. In this 
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paper the term metadata will be used broadly and seen as additional information 
about an entity, from the document-level to the word-level. Furthermore, the paper 
will use the term granular metadata to refer to the detailed attributes of words and 
texts that are captured (made explicit) to enable retrieval. The purpose of this 
additional information, as seen by this study, is to facilitate the discovery of words 
with certain attributes. 

One of the main points of criticism of large digital text collections is the absence of 
(high quality) metadata (e.g., Henry and Smith, 2010; Koplenig, 2017; 
Nunberg, 2009). In the first place this means that no (or no reliable) filtering can be 
done. If a user filters a search to search for a word only in works of fiction (intending 
to exclude other genres), but genre metadata are absent or not reliable, then the 
results cannot be trusted. Furthermore, unreliable metadata will mean that the 
composition of the data is not clear (Koplenig, 2017). In large collections, the focus is 
typically on quantity, which means the composition of the data can be unbalanced 
(Henry and Smith, 2010). 

However, even if high quality bibliographic metadata were available, it seems that 
there is a need to have more detailed information, for example information about 
sections in a book. A study was conducted by Fenlon, et al. (2014) to determine the 
needs of scholars when working with text collections and it was found that scholars 
require ‘more and better metadata that transcend the conventions of the 
bibliographic record’ (Fenlon, et al., 2014, p. 9). The need for granular metadata was 
explained by one of the participants in this study who said that often researchers are 
not necessarily interested in doing research about a book, but about items in the 
book, such as poems quoted in the book. These items are typically not stated in the 
bibliographic metadata. It is clear that bibliographic metadata can be too coarse for 
the needs of some scholars and that granular(bibliographic) metadata could be 
beneficial. Detailed metadata that could be used to enhance texts were noted by 
Fenlon, et al. (2014: 7) and include items such as chapter, genre, page, theme, word, 
document format, entities within text, languages, publication data (Fenlon, et 
al., 2014: 7). The need for granular metadata has been supported by others, for 
example Underwood (2015), who has done research on automatically identifying 
genre, not only on volume level, but also on a page level. The HathiTrust Research 
Center explains the necessity to ‘create a layer of metadata objects that describe 
finer-grained resources so that scholars can identify them and make use of them in 
their analysis’ (Jett, et al., 2016, p. 36). This idea is supported by the HathiTrust 
Research Center by providing an Extracted Features Dataset (Capitanu, et al., 2016). 
This dataset contains useful metadata about the texts, even at page level. 

An example will be given to demonstrate the benefit of granular metadata for 
retrieval. Assume there is a large text collection, and a user is interested in certain 
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instances of words in this collection. There are certain requirements for these 
instances to be retrieved, or in other words, the words must have certain metadata. 
For example, assume the user is searching for all instances of the word well, where it 
is used as a noun, appears in direct speech, in works published after the year 1800. 
To answer this question, there must be some information (or metadata) about the 
words and the texts in which they appear. In this example, it is necessary to have 
grammatical information (to know the part-of-speech category of the word), 
structural information (to know if it appears in direct speech) and bibliographic 
information (to know when the works in which the instances appear were published). 

The quality of tools available to engage with collections is important. If extra, 
granular metadata are available, the data to be queried will be more complex. It has 
been suggested that powerful, advanced tools are required to work with complex 
datasets (Hardie, 2012). Lansdall-Welfare and Cristianini (2020) argue that 
researchers in the field of digital humanities would greatly benefit from tools that 
enable them to study large digital text collections more easily. Nyhan, et al. (2020) 
also reflect on their experiences when using university-based high-performance 
computing infrastructures as opposed to using external, cloud-hosted tools to mine 
large-scale, digitised text collections. They suggest that though the needs of the 
scholars in digital humanities have become more complex, the infrastructure to 
support computationally intensive work has not evolved rapidly. It has also been 
noted that some datasets are only accessible to those with programming expertise 
(Bode, 2017). 

The idea that users should be able to specify exactly what words or phrases should be 
retrieved from digital text collections was investigated in a research project 
conducted by the authors of this paper. Specifically, the use of granular metadata to 
enhance retrieval from text digital collections was investigated. A comprehensive 
discussion of the research project is available (Ball, 2020). As part of this project, 
Ball (2020) investigated the extent to which current tools can be used to retrieve 
words or phrases with specific attributes from digital text collections. The purpose of 
this paper is to discuss the findings of this evaluation. 

A poster presentation in which the premise of this study was explained, was 
presented at the 2020 ISIC (Information Seeking in Context) conference (Ball and 
Bothma, 2020). After the feedback was received, the authors expanded and refined 
the ideas and present a more comprehensive discussion in this paper. 

Objectives 

Clearly there is a need for tools that enable scholars to filter and extract very specific 
instances from digital text collections. This has led to the following questions: 
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1. What granular metadata will be useful for retrieval from digital text 
collections on a detailed level? 

2. How do current tools support the retrieval of words or phrases with 
specific attributes from digital text collections? 

3. What recommendations can be made for the development of a tool 
that enables retrieval of words and phrases with specific attributes? 

These questions form the basis of the first part of the research project referred to in 
the previous section. 

Method 

A grounded theory approach was used in this study, as the data collection and data 
analysis occurred simultaneously (Pickard, 2017) and based on the analysis of the 
data certain categories could be developed (Leedy, et al., 2021). By examining the 
literature and evaluating various tools used to search in text collections, certain 
granular metadata that could be useful for retrieval were identified and categories for 
these metadata were developed. A heuristic evaluation of current tools allowed the 
researchers to see to what extent retrieval of words with specific attributes can be 
retrieved. A heuristic evaluation is a method in which an interface is evaluated 
systematically according to a set of principles (Shneiderman and Plaisant, 2010). 

There are numerous tools available that allow a user to engage with a digital text 
collection. Different tools include different search functions that are available to 
search in text collections. Some have advanced options to filter according to 
bibliographic metadata, some allow searching according to linguistic metadata. 
Purposive sampling was used to select the tools that were evaluated in this study. The 
selected tools can be seen as representing certain search functionality that is found in 
various tools. The tools are typical of a group of tools or demonstrate unique 
advanced retrieval options that are pertinent to this study. In the study by Ball 
(2020), seven tools that allow a user to retrieve words or phrases from a collection 
were evaluated. Five of these tools will be discussed in this paper, namely, Google 
Books Ngram Viewer, HathiTrust+Bookworm, Perseus Project, TXM and BNCweb 
(CQP-Edition). The other two, Voyant Tools and BYU Corpora (now English-
Corpora.org) are excluded from this paper as the data from their evaluations do not 
have significantly different features. 

In the next section, the granular metadata that were identified through examining 
literature and tools will be listed; thereafter, the evaluation of the tools will be 
discussed. The data collected through this evaluation will enable the researchers to 
answer the questions posed in this study, which will be done in the subsequent 
section. 
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Granular metadata identified in tools and literature 

By examining the search functionalities of various tools as well as literature (e.g., 
Fenlon, et al., 2014; Finlayson, 2015; Lin, et al., 2012; Underwood, 2015), possible 
metadata useful for retrieval were identified. A variation of the citation pearl-growing 
strategy was used to find relevant literature and tools to examine. Various tools that 
are used to explore text collections were identified. These tools were examined and a 
search for literature discussing these tools was done. Various databases were used to 
select literature about these tools. Through this a comprehensive set of attributes was 
identified. 

The identified metadata are listed in Table 1. As these metadata are used in the 
evaluation, they are listed here, but they are discussed in more detail later in the 
paper. 

 
Table 1: Granular metadata that could be useful in retrieval 

Granular 
metadata 
categories 

Items in 
category Explanation 

Morphological 

Inflected forms 
(lemma) 

Inflection refers to the process where words change 
in form to denote grammatical distinctions, for 
example buy, bought. 

Part-of-speech 
category 

These categories refer to types of words, such as 
nouns, verbs, adjectives. 

Syntactic Dependency 
between words 

Words in a sentence can be linked to other words, 
for example the object of the sentence is linked to 
the verb in the sentence. 

Semantic Meaning 
This refers to the different meanings that a word 
may have. For example, bank that refers to a 
financial institution or the side of a river. 

Functional 
Logical features 

A text may have certain features that become 
apparent on analysis of the text, for example 
names, dates or quotations. 

Structural 
features 

Texts are often divided into parts, such as chapters, 
paragraphs, front matter and back matter. 

Bibliographical 

Bibliographic 
detail 

These are the metadata that identify the main text 
or volume, such as title, author, publisher. 

In-text 
bibliographic 
detail 

Sections in a volume can have different 
bibliographic metadata than that of the volume, for 
example a quotation. 

These metadata were used in the evaluation of the tools. 
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Heuristic evaluation of tools 

The purpose of this discussion is not to be a comprehensive review of each tool, but 
to consider the extent to which retrieval of words on a detailed level is possible. As 
such, there are features of each tool that will not be included in this discussion. 

A comprehensive comparison of these tools is available in Ball (2020), but pertinent 
aspects will be discussed in this paper. This discussion will focus on the metadata 
that are available to be used in retrieval, relevant search features offered by the tool, 
the way in which results are displayed, as well as the knowledge or expertise required 
to use the tool. 

Google Books Ngram Viewer 

Google Books Ngram Viewer has already been introduced as a tool that allows a user 
to explore trends of word usage. The data used in the Ngram Viewer are obtained 
from a selection of over eight million books from the Google Books project, with the 
oldest texts from the 1500s (Michel, et al., 2011, p. 177). The quality of the optical 
character recognition data and the metadata played a role in the selection process 
(Michel, et al., 2011, p. 177). The dataset consists of n-grams extracted from the 
selection of texts, with the prerequisites that n-grams must occur a minimum of forty 
times in the corpus and the maximum size of an n-gram is five (Michel, et al., 2011, p. 
177). An n-gram is a sequence of items (e.g., words) (Friginal, et al., 2014, p. 51). The 
frequency of an n-gram in a certain year is the ratio of occurrences of the n-grams in 
that year to the total number of words in the corpus for that year (Michel, et al., 2011: 
177). The third dataset for the Ngram Viewer was made available in February 2020 
(Google Books Ngram Viewer Info, 2020). Neither the texts nor the metadata of the 
texts that are used in the dataset are made available, because of copyright restrictions 
(Culturomics, 2017, p. 182; Koplenig, 2017). 

Researchers are both captivated by and critical of the Google Books Ngram Viewer. It 
can be used to study cultural and linguistic trends at a macroscopic level (Lin, et 
al., 2012) and has been used by researchers such as Acerbi, et al. (2013); Juola 
(2013); Ophir (2016). Several concerns have been raised about the use of the Ngram 
Viewer to conduct research. One of the main problems is the absence of metadata of 
the dataset (e.g., Jockers, 2010; Koplenig, 2017: 170). Since the bibliography of the 
texts used cannot be released, the composition of the dataset is not clear. Results 
could be affected if the composition of the underlying data changes (Koplenig, 2017, 
p. 183) and ‘the availability of metadata is not just a nice add-on, but a powerful 
source of information for the digital humanities... size cannot make up for lack of 
metadata’ (Koplenig, 2017, p. 183, 184). Other concerns are that the main dataset 
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includes a disproportionate amount of scientific publications (Pechenick, et al., 2015, 
p. 23) and that it only includes one copy of each item and so does not consider the 
popularity of an item (Pechenick, et al., 2015, p. 2). 

The lack of bibliographic metadata means that a user cannot search for words or 
phrases and filter according to bibliographic metadata. However, some limited 
filtering with bibliographic metadata is allowed, namely, publication year and the 
language of the text. There are texts in eight different languages, and a distinction is 
made between British and American English. There is also one option to filter the 
data according to genre and that is by using the English Fiction filter. The search in 
Figure 1 demonstrates filtering according to genre and time. 

The data have been annotated with part-of-speech tags (for example, fall can be a 
noun or verb) and head-modifier dependencies (for example, in the phrase the 
morning flight, morning modifies flight) (Lin, et al., 2012; Michel, et al., 2011). 
Automatic taggers and parsers were used to annotate the data using twelve language 
universal part-of-speech tags and unlabelled head-modifier dependencies (Lin, et 
al., 2012). With the annotations, a user can therefore search for a word that is part of 
a specific part-of-speech category by using tags, as well as words that modify other 
words, as is demonstrated in Figure 2. 

 
Figure 2: Using morphological and syntactic data in the Google Books Ngram Viewer 

A user can search for different words or phrases, separated by commas. A wildcard 
can be used as a placeholder for a word (for example searching for combinations 
of bread and another word), but not as a placeholder for characters in a word (for 
example, searching for words ending in -ly). 
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The results of the search are displayed in a graph and do not link to examples in 
context. Below the graph are links to predetermined searches in Google Books for the 
terms that were searched for filtered by date. For example, the first link will open a 
search in Google Books for the term noble in books published from 1800–1810, as in 
Figure 3. 

 
Figure 3: Links to Google Books 

The tool is easy to use and could be used by scholars and lay persons. 

The Google Books Ngram Viewer allows for searching according to some of the 
metadata in Table 1. It is possible to search for inflected forms, by part-of-speech 
categories, and dependency between words. However, it is not possible to search by 
meaning, logical features or structural features. It is only possible to search by 
bibliographic detail to a limited extent and it is not possible to search by in-text 
bibliographic detail. 

HathiTrust+Bookworm 

The HathiTrust+Bookworm is similar to the Google Books Ngram Viewer, in that it is 
used to visualise the frequency of the usage of words over time. The HathiTrust 
Research Center and the Cultural Observatory team, who were involved with the 
development of the Google Books Ngram Viewer, developed this tool (The iSchool at 
Illinois, 2014). It uses the material in the HathiTrust Digital Library, a large digital 
library developed by the HathiTrust consortium, currently holding over seventeen 
million digitised items (HathiTrust, 2020). 
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The tool utilises the extensive bibliographic metadata in the HathiTrust Digital 
Library and allows a user to filter according to 19 bibliographic elements. The date 
filter is a separate filter. In this example (Figure 4), the frequency of the use of the 
words lamp and candle is shown, limited to texts from 1850 to 1950 that were 
published in the United Kingdom, in the class language and literature, in the narrow 
class fiction in English, where the resource type is book. 

 
Figure 4: Searching for the terms lamp and candle in the HathiTrust+Bookworm, filtered 
according to bibliographic data 

The bibliographic filtering is only on volume level. The tool also does not offer many 
search options. A user can compare several individual words, but not phrases. There 
is no query language specified. 

The tool links the results in the graph with the underlying data in the collection to a 
limited extent. A user can click on a point in the graph to see top search results for 
the term in that year, as in Figure 5. The results link to the volumes in the library that 
contain the term, but the term is not shown in context. 
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Figure 5: A list of items where carriage appears in 1898 in HathiTrust+Bookworm 

Similar to the Google Books Ngram Viewer, the tool has a simple interface and is 
easy to use. There is no explanation for the different bibliographic elements that can 
be used for filtering, but most fields are self-explanatory. 

The HathiTrust+Bookworm does not include many of the metadata in Table 1. It is 
not possible to search for inflected forms, part-of-speech categories, dependency 
between words, meaning, logical features or structural features. However, it offers 
extensive bibliographic metadata on a volume level. Even so, it is not possible to 
search by in-text bibliographic metadata. 

Perseus Project 

The Perseus Digital Library was designed to explore new options that online digital 
collections present to users. The collection originally only contained material from 
the Greco-Roman world, but currently other collections are also hosted in the library 
(Perseus Digital Library, n.d.). Where the aim of the Google Books Ngram Viewer 
and HathiTrust+Bookworm is to give a macroscopic view of a collection, the Perseus 
Project facilitates detailed study by giving access to individual items. The texts are 
encoded to make the structure (e.g., paragraphs, sentences) of the text 
understandable to a machine. The project made a significant contribution to research 
in the humanities. 

Though the texts in this library contain bibliographic data, it is not possible to filter 
according to bibliographic metadata. The texts are divided into collections and a user 
browses to a specific text to study or searches for a specific text. The collections are 
useful, as a user can filter according to collections when searching for instances of 
words (e.g., Figure 6). 
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Figure 6: Searching for all forms of a word in the Perseus Project, limited to a specific 
collection 

A user is able to search for all inflected forms of a word. The Perseus Project is able to 
do this type of searching by saving parsed Latin or Greek words in a database, and 
forming links from the words in the texts to the database (Rydberg-Cox, et al., 2000). 
Figure 6 demonstrates a search for the word quas in all possible forms, appearing in 
Latin texts, limited to Greek and Roman materials. The results of the different 
inflected forms of the search term are shown in Figure 7. Each instance is shown in 
some context and a user can expand to see more context. Being able to search for an 
inflected form is very useful, especially for learners of a language. 
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Figure 7: Results for a word in the Perseus Project 

A user can also get more information about a specific word, either by searching for 
the word or reading a text and then selecting a word to get more information about 
the word. In Figure 8 a section of Luke (as translated by Saint Jerome) is shown with 
the word populo highlighted. Figure 9 shows more information about the selected 
word. The tool also uses statistical methods to suggest the most likely meaning and 
case in the context in which the word appears but, as such, it is not necessarily 
correct. (See the message from the tool in Figure 9). This could be improved by user 
votes if the system were widely used. 

The two main search options provide the user with the ability to search for 
information about a specific word (almost like a dictionary lookup) and secondly to 
search for all occurrences of a word in (a selection of) texts. When searching for 
entries in the collection, a user can also search for a phrase. The tool does include 
Boolean operator logic built into the search options (see Figure 6), for example the 
option without the words corresponds to the NOT operator. The tool does not 
include any use of truncation or other commands from a query language. 
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Figure 8: Selecting a word in the Perseus Project 

 
Figure 9: The suggested meaning of a word in the Perseus Project 

An interesting aspect of this project is that the encoding reveals sections in one text 
that are written in different languages. For example, in the Commentary on the 
Aeneid of Vergil by Maurus Servius Honoratus (as reviewed by Georgius Thilo and 
Hermannus Hagen), there is a Greek word in a Latin text (as highlighted in Figure 
10). The encoding shown in Figure 11 makes the different languages explicit. This has 
an important implication for searching. 
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Figure 10: Greek word in Latin text 

 
Figure 11: Encoding of languages in the Perseus Project 

The Perseus Project is fairly intuitive to use. Simple elements, such as text input 
fields, checkboxes and dropdown menus are used to enable searching, and 
descriptive labels are used. The largest collection in this library contains classical 
works, and one would therefore assume that the users who are drawn to this tool will 
already have some knowledge about the texts, as well as possibly some knowledge of 
some of the classical languages. 

When considering the metadata in Table 1, the Perseus Project offers searching by 
some of these metadata. It is possible to search for inflected forms. However, it is not 
possible to specify which part-of-speech category to search for, nor to search for 
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dependencies between words or for words with different meanings. It is possible to 
search for some logical features, specifically people, places and dates. Though the 
texts in the collections are encoded with structures, it is not also possible to search in 
these. It is not possible to search using the bibliographic metadata, but some filtering 
according to the metadata is allowed. It is not really possible to search by in-text 
bibliographic detail, expect by the language as was demonstrated in this section. 

BNCweb (CQP-edition) 

Various spoken and written sources were used to construct the British National 
Corpus (BNC), an English corpus of 100 million words (Burnard, 2009; Grant, 2005: 
437–438; Kennedy, 2003, p. 471). An XML edition of the BNC was published in 
2007. This encoded version includes part-of-speech information, structures of texts 
(e.g., quotes, paragraphs, lists) and bibliographic information (University of Oxford 
IT Services, 2015). There are different ways in which to search the British National 
Corpus (BNC), of which the BNCweb (CQP-edition) hosted by Lancaster University is 
one such tool. The original BNCweb is easy to use, but lacks the ability to perform 
complex queries (Hoffmann and Evert, 2006). The goals of the CQP-edition of the 
BNCweb was to be as user-friendly as the original version, but to incorporate the 
powerful Corpus Query Processor (CQP) (Hoffmann and Evert, 2006). According to 
Hoffmann and Evert (2006, p. 180), one of the advantages of CQP is its ability to 
integrate metadata and queries. 

By using CQP, complex queries can be executed on the corpus. A simplified query 
language based on CQP was created to allow novices to use the data more easily 
(Hoffmann and Evert, 2006). Various advanced search features are available in both 
standard CQP and the simplified language; for example, one can use wildcard 
characters to search for variations of words, specify part-of-speech tags when 
searching, search for lemmas or sequences of words and search within XML tags 
(Evert, 2005). The example in Figure 12 (AJ0 *** *oo+oo*) is written in the 
simplified query language and searches for a word that contains a double o preceded 
by zero or more characters, followed by one or more characters, followed by a double 
o, followed by zero or more characters, and will find instances such as schoolroom or 
footloose. These instances must be preceded by any adjective that is up to three 
tokens away, such as emerald green leather footstool. 
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Figure 12: 
Searching in the BNCweb 

It is possible to search in structures of the text, by searching within the XML tags. 
For example, the query <quote>good</quote> searches for instances of good within 
quotes. 

There are bibliographic data (relevant to this corpus) available for each text that is 
included. For example, publication date, medium of text, genre. This allows a user to 
search in a specific subset of the corpus. There are no bibliographic data on an in-text 
level. 

By default, the results are displayed in list form, as in Figure 13. There is some 
context given for each instance, with the search term highlighted. It is possible to link 
to more context, as well as see information about the text that the instance is from. 

 
Figure 13: Results in BNCweb (CQP-edition) 

It is possible to use the tool for basic searches, by just searching for a single word. 
However, the advanced features would require some knowledge. The tool is probably 
aimed at people interested in language studies or linguistics. 



20 
 

When considering the metadata in Table 1, the BNCweb (CQP-edition) includes 
several of these options. It is possible to search for inflected forms and part-of-
speech categories. It is, however, not possible to search for dependencies between 
words or for words with different meanings. It is not possible to search for logical 
features, but it is possible to search within structures through the use of a query 
language. It is not possible to search using the bibliographic metadata or in-text 
bibliographic detail. 

TXM 

TXM is a software platform developed by textometry teams (Heiden, 2010) and is 
described as a ‘free, open-source Unicode, XML & TEI compatible text/corpus 
analysis environment and graphical client based on CQP and R’ (Text Encoding 
Initiative, 2016). The tool is developed to be compatible with TEI encoded data 
(Heiden, 2010). TXM makes it possible to utilise granular metadata when analysing 
and searching in a text. 

The TXM processing model explains the design of corpora that can be handled by 
TXM (TXM User Manual, 2018). A very brief explanation of the model will be given 
here. A corpus may consist of texts, which are described by bibliographic metadata. 
Each text may have different structures. The word is the smallest unit of a text, and 
words may have different attributes. 

As different corpora may be imported into TXM, the metadata that are available to 
use in a search will depend on the corpora that is being analysed. Furthermore, the 
type of encoding may differ between corpora. The VOEUX corpus will be used as an 
example. This corpus consists of speeches by French presidents. Each speech is 
encoded with some bibliographic metadata (e.g., the name of the president), 
functional metadata (e.g., paragraphs, sentences, line beginnings) and morphological 
metadata (e.g., part-of-speech category, lemma). These metadata can be used in a 
search. 

TXM is a powerful tool offering advanced search and analysis options. A corpus 
query language (CQL) may be used to construct complex search queries; however, a 
user is not required to know this query language and may use graphical query 
assistants to build queries. The tool accommodates the use of truncation and 
wildcard characters to search for variations of terms. 

Three examples will be given here. The first (Figure 14) will demonstrate how the 
query language can be used, the next example (Figure 15) will illustrate how the 
graphical query assistant works, and lastly the use of the graphical query assistant 
(Figure 16) will be used to search in the functional metadata. 
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Using the query language, a complex query can be executed on TXM, for example 
[word = ".*t"][word = "mon"] [frpos = "NOM"]. In this query, a specific sequence of 
words should be retrieved. This sequence should start with a word that ends in the 
letter t, followed by mon, followed by a noun. 

 
Figure 14: A complex query in TXM 

Figure 15 shows how the query assistant can be used to create the query. 

 
Figure 15: Using the graphical query assistant to construct a query in TXM 

TXM allows a user to search in the functional metadata. In the example in Figure 16, 
the user is searching in paragraphs (p). The numbers of the paragraphs are listed as 
metadata. 
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Figure 16: Searching in functional metadata in TXM 

One of the distinguishing features of TXM is that it allows a user to return, from the 
search results, to the main text. Figure 17 shows the search results displayed in 
keyword in context form. A user can click on a word in the results and the text is 
displayed in the panel at the top, with the relevant words highlighted. 

 
Figure 17: Search results and the main text, as displayed in TXM 

TXM is a powerful tool that presents a steep learning curve to the user. There are 
many features, and the interface is therefore not simple. Furthermore, the user needs 
to understand the underlying structure and encoding of the corpus to be able to 
search using the metadata of the corpus. A user will need to learn the query language 
or learn how to use the graphical query assistant to write effective search queries. It 
is possibly most suitable for linguists and other researchers who are familiar with (or 
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willing to learn) the encoding of a specific corpus and the advanced query language 
in TXM. 

TXM allows searching by several of the metadata categories listed in Table 1. The 
search options will depend on the data in the corpus, but it is possible to search for 
inflected forms and part-of-speech categories. Depending on the data, the tool allows 
for logical features and searching within structures. It is not possible to search using 
the bibliographic metadata or in-text bibliographic metadata. It is not evident that 
searching for dependencies between words or for words with different meanings are 
possible. 

Discussion 

Though the large amount of data available requires advanced searching, and the 
technology to support advanced searching is available, it is evident from the previous 
sections that searching on a granular level is not well supported. 

At the start of this paper the concept of metadata was discussed. Metadata provide 
additional information about entities and facilitate discovery. Traditionally, 
information professionals have focussed on capturing bibliographic metadata of 
information sources, typically on the text (volume) level. It is argued that such 
additional granular metadata are crucial when working with digital collections as it is 
through the information provided in the metadata that researchers can select the 
sources or specific examples relevant to their need. Unfortunately, not much detail 
about the sections of the text or the words in the texts are known, and the frustration 
of not being able to select and collect smaller sections has been noted. If metadata 
can be extended to also capture and record attributes about texts, sections of texts 
and words, searching on a granular level could be enabled. Such granular metadata 
could be used in retrieval to allow researchers to find words, phrases or sections that 
are relevant to their work. 

The review of literature and the evaluation of tools enabled the authors to identify 
such metadata and develop categories or levels of metadata to enable granular 
retrieval. This will be discussed in the next section. The subsequent sections will be 
an analysis of the heuristic evaluation. Though some comments about the ability of 
users to retrieve on a granular level were given in the heuristic evaluation, this 
section will answer the question more directly. 
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Granular metadata to enable detailed 
retrieval 

The value of identifying and recording attributes of texts or sections of texts and 
noting this in detailed metadata, specifically for retrieval, were highlighted in this 
study. If a sentence is marked as direct speech, in a document written by a certain 
author, then a user can search according to these metadata. It was argued that such 
attributes can be recorded by means of metadata. In the previous section the search 
options of various tools were evaluated. Through the evaluation it was evident that 
different tools enable users to search using some metadata. For example, the Google 
Books Ngram Viewer allow a user to specify the part-of-speech tag when searching 
for instances of a word. The Hathi-Trust+Bookworm has extensive bibliographic 
metadata per volume or text. The Perseus Project includes searching for inflected 
forms. TXM and BNCweb (CQP-edition) allow users to search in sections in the text 
through tags. 

Apart from the metadata observed in the tools, other metadata were identified 
through reviewing literature. For example, the structures in a text, such as chapters, 
headings, front matter, can be considered. There could also be stylistic features in a 
text. One could consider the meaning of words and relationships between words, 
such as dependencies and anaphoric relations. 

There is clearly an abundance of information that could be considered about a text 
and the words in the texts. It will be important to consider the benefits of different 
metadata for retrieval. The following categories were identified by Ball (2020): 
morphological, syntactical, semantic, functional, and bibliographic. These categories 
were listed with the methodology, but a brief explanation of each category is 
presented here, as well as the data in each category that could improve retrieval. 

The study of words is referred to as morphology and includes studying how words 
are formed, their internal structure, and types of words (O'Grady, 2010). In this 
category it could be useful to encode the lemma, which is the distinguished form of a 
word (Blevins, 2013) and the part-of-speech category of a word. If the lemma of a 
word is known, it will be possible to search for all inflections of a word, for 
example, catch, catching, caught. The part-of-speech category will enable a user to 
filter according to types of words, for example, searching for hand as a verb or as a 
noun. 

The rules that govern the structure of sentences in a language are known as the 
syntax of a language. Dependency grammar considers the relationships between 
words in a sentence and indicate which words are dependent on which (Bird, et 
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al., 2015). For example, in the sentence The children eat fudge, the 
words children and fudge depend on (or modify) eat (the governor). This could be 
useful information for retrieval. For example, one could do a search for all instances 
where a word (e.g., beautiful) modifies a specific word (e.g., day). 

Semantics is concerned with the meaning of words. Knowing the sense of a word will 
also offer useful filtering options. For example, consider the noun case, which can 
refer to a container or an instance of a particular situation. In this example, filtering 
by part-of-speech is insufficient, as both instances are nouns. However, the meaning 
is different, and these differences can be represented by metadata that specify 
semantic categories. 

Texts typically have different features which a human can identify by looking at the 
layout or by interpreting the content. For example, a paragraph, an address, a 
heading, a verse are all sections of writing that generally can be identified by their 
layout. Other features, such as dates or names, can be identified through interpreting 
the context. This information can allow a user to ask detailed questions. For example, 
a user could wish to compare the use of a word as used in direct speech to the use of 
the word in general writing; or a user could wish to search for a specific number as 
used to indicate a year, not as a general number. In this study these metadata are 
referred to as functional metadata. 

Bibliographic metadata are used to represent a specific information resource to 
enable the identification and retrieval of resources. Bibliographic metadata are 
critical to determine the composition of a collection and allow filtering on a 
document level. 

One of the arguments of Ball (2020) is that bibliographic metadata on a document 
level are not sufficient. It has been mentioned earlier that researchers have expressed 
the need for metadata on a more detailed level than an individual volume or 
document. A single volume may contain different texts; for example, a book may 
contain poems by various authors; a novel may contain quotes by other authors; a 
text may contain multiple languages; or a book containing a drama may have a long 
introduction with explanatory notes. Bibliographic metadata that are on the text level 
and give information about sections in the text (and not only on the volume or 
document level) may enhance retrieval. This will be referred to as in-text 
bibliographic metadata. 

These granular metadata may be useful to allow scholars to retrieve words or phrases 
with specific attributes from a digital text collection. 
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The extent to which current tools support 
the retrieval of words or phrases with 
specific attributes from digital text 
collections 

In this paper some tools that are currently being used to study digital collections 
were investigated. The different tools have different searching options. The ability of 
the tools to search according to granular metadata is summarised in Table 2 and 
discussed in this section. 

 
Table 2: The extent to which current tools support the retrieval of words according 

to granular metadata

Granular 
metadata 
categories 

Items in 
category 

Google 
Books 
Ngram 
Viewer 

HathiTrust+ 
Bookworm 

Perseus 
Project 

BNCweb 
(CQP-

edition) 
TXM

Morphological 

Inflected forms 
(lemma) Yes No Yes Yes Yes

Part-of-speech 
category Yes No No Yes Yes

Syntactic Dependency 
between words Yes No No No No 

Semantic Meaning No No No No No 

Functional 

Logical 
features No No Yes No Yes

Structural 
features No No No Yes Yes

Bibliographical 

Bibliographic 
detail Limited Yes No Yes No 

In-text 
bibliographic 
detail 

No No No No No 

Some tools allow for detailed filtering on bibliographic data (e.g., 
HathiTrust+Bookworm), others allow for searching according to part-of-speech 
categories and inflections (e.g., Google Books Ngram Viewer and BNCweb). The 
Google Books Ngram Viewer allows searching according to syntactic data. The 
BNCweb and TXM allow a user to search in functional areas if a user understands the 
structure and encoding of the data. The Perseus Project shows how a section in a text 
can be identified as having a different language from the main text and this fact can 
be incorporated in the search. Some tools show the results in context (e.g., BNCweb). 
Some tools show trends over time (e.g., Google Books Ngram Viewer and 
HathiTrust+Bookworm). Some tools have advanced searching options (e.g., the 
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BNCweb includes truncation to search for word variants, the Perseus Project 
implicitly includes Boolean operators). 

These tools demonstrate that advanced searching in digital text collections is 
possible. However, there are still limitations in these tools. Tools that have a simpler, 
intuitive interface typically do not allow for detailed filtering (e.g., Google Books 
Ngram Viewer). There are tools that allow for retrieval on a fairly granular level, but 
then the user is required to understand the underlying structure and encoding of the 
data (e.g., TXM and BNCweb) and either be familiar with a query language (e.g., 
BNCweb) or be able to navigate a complex tool (e.g., TXM). 

In the Google Books Ngram Viewer, there are no metadata about the meaning of 
words, or functional areas, such as heading or back matter, or in-text bibliographic 
metadata. In HathiTrust+Bookworm, it is not possible to search according to 
morphological or syntactic metadata, the meaning of a word or to search in 
functional metadata. The Perseus Project does not allow a user to search according to 
part-of-speech categories, syntactic data, semantic data or in functional metadata, 
but some of the features of the project are worth highlighting. BNCweb does not 
allow searching according to syntactic or semantic data. 

A summary of the findings is presented here. 

 From table 2 it is evident that there are a variety of search functions 
in tools. 

 It is also evident that some search functions do not occur in any tools, 
namely, 

o none of the tools allows a user to search according to semantic 
data, 

o nor is there an option to search for in-text bibliographic 
metadata in any of the tools. 

 From the analysis of the tools, further inferences can be made. 
o There are limited options to search in multiple levels of 

metadata simultaneously. 
o There is also no tool that allows a user to combine the metadata 

that are suggested in this study and enables a user to filter on 
all levels of metadata. 

o None of the tools examined in this study allows a researcher, 
who does not have knowledge of a query language or the 
structure and encoding of the data, to search according to 
granular metadata. 
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Recommendations for the development of a 
tool that enables retrieval of words and 
phrases with specific attributes 

More work should be done to enable retrieval on a granular level, specifically for 
users with little programming experience, knowledge of encoding standards or the 
structure of the data. Future research should focus on ways in which texts can be 
enhanced with detailed metadata by determining which levels of metadata are useful, 
which elements on each level can provide more information that would assist 
researchers in conducting searches in collections and how these metadata can be 
encoded. 

Research should not only focus on creating datasets with granular metadata but 
consider how software tools can use these metadata in retrieval. Ideally, the tool 
should be accessible to people with different levels of expertise. People with little or 
no programming expertise should be able to search effectively and efficiently, but 
advanced users should be able to perform more complex queries. It should not be 
necessary to understand the underlying data structure and encoding to use the tool. 
It would be useful if results could link to more context, in other words, the context in 
which the instance was used. A visualisation function should be considered, in order 
that trends may be observed. 

In the research project conducted by the authors, the focus is exactly that. In the first 
instance metadata that can describe text in detail were defined and a prototype was 
developed to facilitate retrieval on a granular level. This will be discussed in further 
publications. 

Conclusion 

This paper argues that the ability to retrieve words or phrases from sections in a text, 
or words or phrases with specific attributes, could allow researchers to be specific in 
their queries and retrieve only relevant information. There are many attributes that 
could be considered when dealing with texts and words in texts. These attributes 
could be captured by granular metadata. 

In order to answer research question 1, granular metadata useful for retrieval from 
digital text collections on a detailed level were identified (Table 1). These metadata 
are organised into the following categories: morphological, syntactic, semantic, 
functional and bibliographic. The category of bibliographic metadata should not only 
consider information at the document level, but should consider bibliographic 
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metadata in a text, specifically where the information of a section in a text differ from 
the information of the document. 

After identifying useful granular metadata for retrieval for retrieval, a heuristic 
evaluation was performed to answer research question 2. The evaluation of current 
tools shows that retrieval on a granular level is limited (summarised in Table 2). 
Each tool offers some searching, but no tool cover all categories. The tools also in 
their level of difficultly. Tools that offer some retrieval on a granular level require 
understanding of data structure and encoding. More should be done to enable 
researchers to retrieve according to different attributes, as captured in granular 
metadata, easily and effectively. 

In answer to research question 3, it is recommended that further research and 
development is done to improve granular retrieval. Such work could consider the 
inclusion of semantic metadata and in-text bibliographic metadata and allows for 
searching on these metadata fields. Furthermore, tools that offer filtering or 
searching on multiple levels of metadata should be developed. Such tools should be 
user-friendly and not require extensive knowledge of linguistics or one or more query 
languages. 

For future research, it is suggested that the categories of granular metadata discussed 
in this paper are used when developing tools used for retrieval in digital text 
collections. The authors of this paper are furthermore particularly interested in a way 
to capture granular metadata for texts, and how to formalise this in a schema and 
encoding format. Furthermore, as researchers often work with large collections, the 
possibility to automate some of the encoding should be explored. A prototype or 
experimental tool that allows a user to retrieve words with certain attributes should 
be developed. 

By allowing for retrieval of words or phrases according to specific attributes, more 
complex and specific queries can be conducted, enabling researchers to retrieve only 
what they need. 
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