First-order theories of bounded trees

RuAaAN KELLERMAN
Department of Mathematics and Applied Mathematics,
University of Pretoria, Pretoria, South Africa
Email: ruaan.kellerman@up.ac.za

January 27, 2023

Abstract

A maximal chain in a tree is called a path, and a tree is called bounded when
all its paths contain leaves. This paper concerns itself with first-order theories
of bounded trees. We establish some sufficient conditions for the existence of
bounded end-extensions that are also partial elementary extensions of a given tree.
As an application of tree boundedness, we obtain a conditional axiomatisation of
the first-order theory of the class of trees whose paths are all isomorphic to some
ordinal a < w?, given the first-order theories of certain classes of bounded trees.
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1 Introduction

1.1 Motivation

Given a tree ¥ = (T; <), the substructure (A; <[4) is called a path in T when A is
a maximal linearly ordered subset of T'. A path is called bounded when it contains
a greatest element (otherwise it is called unbounded) and a tree is called bounded
when each of its paths is bounded. Bounded trees are of natural interest because
every path in a bounded tree can be defined by a first-order formula using its leaf
as parameter, in essence therefore permitting for quantification over paths.

A tree ¥ = (T';<g) is called an end-extension of ¥ = (T;<z) when T is a
substructure of ¥’ and for each a € T and b € T’, if b <¢ a then b € T. This
paper is motivated by the problem of axiomatising the first-order theory of the
class of bounded trees (although such an axiomatisation is not actually obtained
here). Related results in the literature include (i) an explicit description of the
class of trees that are k-equivalent (satisfy the same sentences of quantifier rank
up to k) to the full binary tree of which each path has n nodes, given in [Doe89],
and (ii) an axiomatisation of the first-order theory of the class of finite trees, given
in [BRVS95]. In both of these cases, one encounters trees that are not bounded
but are shown to be k-equivalent to bounded trees.

Our notion of an axiomatisation differs from the usual model theoretical notion,
where a set of sentences X axiomatises a class of structures K if and only if



each model of ¥ is a member of K. We have instead looked at the problem of
axiomatising the first-order theories of those classes, not the classes themselves.
The idea is this: given a class of structures K and a set of sentences 3, ¥ is said
to aziomatise the first-order theory of K when (i) ¥ C Th (K), (ii) X is a recursive
set, and (iii) ¥ = Th(K). In turn, ¥ = Th(K) if and only if for each natural
number n and each model 2 of ¥, there exists a structure % in I such that 2
and B satisfy the same sentences of quantifier rank at most n. This notion of an
axiomatisation is also used in [BRVS95], [Doe89], [Gor99], [GK] and [Sch77].

The following more general problem is also considered here: given a natural
number k and a tree ¥ that is not bounded, does there exist a bounded tree ¥’
that is an end-extension of ¥ with ¥ =<; ¥’ (where <} denotes the elementary
substructure relation restricted to sentences of rank k)? Requiring of the tree ¥’
to be not just k-equivalent to ¥, but to be an end-extension of T with ¥ < T/,
is useful if one wants to preserve the structure of T within ¥’. The problem
further becomes relevant in the context of axiomatising the first-order theory of the
class of trees whose paths are isomorphic to some fixed infinite successor ordinal.
Such axiomatisations admit non-standard models that are not bounded and a
natural approach to showing completeness of the axiomatisation is to augment
the unbounded paths of such a non-standard model with suitable bounded forests.
To this end, a conditional axiomatisation (which assumes axiomatisations of the
first-order theories of certain classes of bounded trees) of the first-order theory of
the class of trees whose paths are all isomorphic to a fixed ordinal o < w® (which
may be a successor ordinal or a limit ordinal), is obtained. The more fundamental
problem of axiomatising the first-order theory of the class of bounded trees remains
open however and is not settled in this paper.

For the sake of illustration, consider the following two examples, each of a tree
T that is not bounded which, in the first example, can be extended to a bounded
tree T’ that is an end-extension of ¥ such that ¥ < ¥’ and in the second example,
cannot be extended in this way:.

Example 1 Let ¥ = (T'; <) be the tree that is minimal with respect to the prop-
erty that each of its paths is isomorphic to the ordinal w+1 and each of its non-leaf
nodes has exactly two immediate successors (so T’ is simply 2S¢ with the usual
tree structure). Since T has 2%° many paths, and since each path has exactly one
corresponding leaf node, the cardinality of T' is at least 2%°. By the downwards
Léwenheim-Skolem theorem, T’ has a countably infinite elementary substructure
T. Each non-leaf node in T must have exactly two immediate successors so T will
differ from T' only in the distribution of its leaf nodes. In particular, T must con-
tain paths that are isomorphic to w, and T' can be obtained from ¥ by extending
each of these paths by a single node.

Example 2 Any unbounded linear order, viewed as a tree, clearly cannot have
a bounded end-extension that is also an elementary extension of that linear or-
der. More generally, any tree that has an unbounded definable path cannot have a
bounded end-extension that is also an elementary extension of the given tree. As
an example of a “proper” — one that is not a linear order — tree with this behaviour,
let T = (T;<) be the tree that consists of a copy of the ordinal w with a copy of
the ordinal w + 1 attached to each of its points, and let A be the path in ¥ that
consists of all nodes that have two distinct immediate successors (see Fig. 1).

Let ¢ (z) be a first-order formula that states that x has at least two distinct
immediate successors, let path, be a sentence which expresses that the formula
¢ (z) defines a path (the sentence path,, will be formally defined in Section 2.1),
and let

pp = pathy, AV (o (z) = Jy (z <y Ae(y)))



Fig. 1 The tree T of Example 2.

which states that ¢ (x) defines a path that has no greatest node. Since T = pi,
then if T is any tree that is elementarily equivalent to T, T = py, so T will also
contain an unbounded path. Therefore there is no bounded end-extension T of ¥
that is also an elementary extension of X.

1.2 Qutline of the paper

The remainder of this paper is structured as follows. Subsection 1.3 (Notation and
terminology) fixes logic related notation and terminology. Section 2 (Trees) re-
calls some definitions about trees and introduces various tree operations for which
composition results are proved. Section 3 (Axiomatising the first-order theory of
the class of a-trees) shows, for any ordinal a@ < w®, how axiomatisations of the
first-order theories of certain classes of bounded trees can be used to axiomatise
the first-order theory of the class of trees whose paths are all isomorphic to «a.
Section 4 (Definable sets of leaves) derives a general formula for defining certain
sets of leaves and shows that at most one parameter is necessary for defining such
sets. Section 5 (Approximations of boundedness) suggests several axiom schemes
for formalising the property of tree boundedness, and examines how these schemes
are related to each other. Section 6 (Bounded extensions of trees) obtains vari-
ous sufficient conditions for the existence of bounded end-extensions T of trees
% that are not bounded but for which ¥ <, ¥’, and Theorem 29 — the main re-
sult of the paper — gives a general construction for producing such ¥’. Section
7 (A counterexample) shows by way of a counterexample that a tree that is not
bounded cannot in general be made into a k-equivalent bounded tree by the mere
addition of missing leaves, even when that tree is a model of the first-order theory
of the class of bounded trees; a more elaborate construction of the kind that is
described in Theorem 29 is needed for this. Finally, directions for future research
are suggested in Section 8 (Concluding remarks).

1.3 Notation and terminology
1.3.1 Tuples

For a any ordinal, 0, and 1, will denote the sequences (0),., and (1), re-
spectively, and Zy will denote the concatenation of the sequences T and y. The
sequence (;);c, will also be written as zor1z2--- and € will denote the empty
sequence which will be treated as a finite sequence of length 0. When dealing with
a first-order formula ¢(z,7), it will be assumed that the tuple § may be empty,
i.e. that ¢ may have the form ¢(z), unless otherwise stated or clear from the
context.



1.3.2 Elementary equivalence and characteristic formulas

The quantifier rank of a formula ¢ is denoted qr (). Given structures 2 and B in
the same signature, the notation 2 =,, 8 denotes that 2 and B are n-equivalent,
i.e. that 2 and B satisfy the same first-order sentences of quantifier rank at most
n. The rank (see also [Sch77]) of a first-order formula ¢ is the sum of its quantifier
rank and the number of free variables in ¢. Given structures 2l and 9 over the
same signature, B is called a k-extension of 2, and 2 is called a k-substructure of
B, denoted A < B, when 2 is a substructure of 8 and any one of the following
four equivalent! conditions hold:

(1) foreacha € A™ (with m > 0) and every formula ¢ () (where Z is an m-tuple
of variables) of rank at most £,

AEp(a) < BEypa);

(2) for each @ € A™ (with m > 0) and every formula ¢ (y,Z) (where Z is an
m-tuple of variables) of rank at most k,

AE=Ty(e(y,a)) <= BE=Iy(e(y,a));

(3) for each a € A™ (with m > 0) and every formula ¢ (y,z) (where Z is an
m-tuple of variables) of rank at most k,

B = y(o(y,a) = AEIy(ew.a));

(4) for each a € A™ (with m > 0) and every formula ¢ (y,Z) (where Z is an
m-tuple of variables) of rank at most k,

BEy(p(y.a)) = Bl e(da)
for some d € A.

Observe that the relation =<j is transitive. Moreover, the following fact can be
proved similarly to the Tarski-Vaught theorem on the union of elementary chains
(see e.g. [Rot00, Theorem 10.1.1] for the elementary chain version of the Tarski-
Vaught theorem):

Fact 3 If (U;),c, (where 7y is an ordinal) is a chain of structures over the same
signature such that A; < ;41 for each i and As = Ui€5 A; for each limit ordinal
0 <y, then A, <k Ui@ A; for each n € 7.

The terminology and notation of [Doe89, Section 1.6] will be used when work-
ing with characteristic formulas. We briefly state the definition and main result
about characteristic formulas that will be needed in the paper. Given a structure
2, a natural number n, a tuple @ = (ag,a1,...,ax_1) € A* and a tuple of vari-
ables T = (xg,x1,...,Tk_1), the n-characteristic formula of the structure 2 over
the tuple a is denoted as [(;a)]™ (z) and is defined as follows:

[(%;a@)]° (z) = A {¢ (@) : ¢ an atomic or negated atomic
formula with 2 = ¢ (a) };
(2™ (2) = Agyea (Forl(; aai)]™ (224 ) A
Var (Va,eal @ aan)]” (@) ).

!The implications (1) = (2) = (3) are immediate and the implication (1) = (4) is straightfor-
ward. The other implications can be proved similarly to the Tarski-Vaught criterion for elementary
substructures: refer to [Hed04, Proposition 4.31] for the proof of the elementary substructure analogue
of (3) = (1); this proof can be modified to prove the implication (4) = (1) as well.
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For languages with finite relational signatures it can be shown that, for all nat-
ural numbers n and k, there are, up to logical equivalence, only finitely many
n-characteristic formulas, taken over the class of all structures in that signature
and all k-tuples in those structures. If a is the empty tuple then [(;a)]"™ (%)
is written as [A]™ and is called the n-characteristic sentence of 2. The formula
[(;a)]™ (z) has quantifier rank n and A = [(A;a)]"™ (a). If 9B is a structure in the
signature of 2 and b is a k-tuple of elements from B then the following statements
are equivalent for every natural number n:

(i) (A;a) =n (Bsb);
(i) B = [( )" (b);
(iii) the formulas [(%;a)]" (Z) and [(B;b)]™ (Z) are logically equivalent.
If x0,X1,---,Xp are, up to logical equivalence, all the n-characteristic sentences in

some finite relational language, then the tuple x = (xo, x1,---,Xp) Will be called
an n-spectrum in the language.

1.3.3 Ehrenfeucht-Fraissé games

The reader is referred to [Doe96] for more information on Ehrenfeucht-Fraissé
games. The n-round Ehrenfeucht-Fraissé game on structures 2 and B will be
denoted EF (2(,B,n) and will be treated as starting on round 1 (not round 0). If
¥ is a winning strategy for Player II for the game EF (2(, B, n) then EF (2,8, n, X)
will denote the game EF (2,8, n) with Player II using the strategy ¥, and if the
elements chosen during the first & rounds of EF (2, B, n, %) area € A¥ and b € B*,
then Ily 3 5 (&ak,l;) (respectively Iy g 5.5 (EL, Bbk)) will denote the response of
Player II to Player I having chosen the element a; € A (respectively by € B) in
round k + 1 of the game EF (2, B, n, 3).

1.3.4 Relativisations

Given formulas o(z) (0 may also be a sentence) and ¢(y,Z) where Z is an n-
tuple of variables for some n > 0, the relativisation of ¢ to ¢ will be denoted by
o?. A detailed treatment of relativisations can be found in e.g. [Ros82, p. 259];
the relevant facts are briefly stated here. The formula 0¥ = 0% (z, 2) (or simply
0¥ = 0%(Z) when o is a sentence) is defined recursively as follows:

0% = 0 when o is atomic;

—0)” = = (0%);

o1 x03)? = (07) % (05) for x any of the connectives V, A, —, and <;
Jx(o(2)))” = Fx (o(z,2) Ao(x));

Va(o(x)))? =V (p(z,2) — o(x)).

Given a structure 2 with underlying set A and an n-tuple a from A, define

Atp(y,f_l) — {u & A A ): Qo(uv a’)}

o~ o~ o~ o~

to be the subset of A that is defined by ¢ using the parameters a, and let ()
be the substructure of 2 that has underlying set A?®® It then holds for any
b€ A*WA) that

A= o¥(ba) < ALY = o(b).

If ¢ is the formula ¢ (y, z) = z < y, with z here fulfilling the role of a parameter,
then o¥ will be written simply as 0=%; the formulas ¢~%, ¢©S? and <% are to be
similarly interpreted. If ¢ (y,z1,22) = 21 < y < 22 (with 2z; and 22 now fulfilling
the roles of parameters) then ¢% will be written as o?1:*2) and similarly for other
bounded intervals.



2 Trees

2.1 Basic definitions

The simplest first-order language for trees has no constant symbols, two relation
symbols (the usual equality symbol = and an order symbol <), and no function
symbols; this language will be called the language of trees. Define the following
formula:

r—y=(x<yVez=yVy<uz).

The expressions ¢ < y and x < y < z will be shorthand for z < y V& = y and
x < y Ay < z respectively. A tree is a non-empty structure ¥ = (7;<) that
satisfies the following first-order sentences:

Al: Vz (- (x <z)) (irreflexivity);
A2: VaVyVz (

A3: VaVyVz (
Ad: VaVy3z (z < x Az <y) (downwards connected).

Denote Tree = {A1, A2, A3, A4}. If T satisfies only Al — A3 then it is called a forest.

The signature of T may sometimes be enriched by adding to it a tuple a of elements
from T that are treated as constants, a subset A of T" that is treated as a unary
relation, or a tuple ¢ = (¢, co, ..., c,) where each ¢; (called a colour) is a subset
of T that is treated as a unary relation, to obtain structures of the form (¥;a),
(T; A) and (F;c) respectively. If additional symbols are included in the signature
of ¥, the resulting structure will be called an enriched tree. The underlying set of
T will sometimes be denoted as |T|. When different structures — say ¥, & and §; —
occur together, it should be understood that |T| =T, |&] = S, |§;| = F;, and that
<z, <@ and <z, are the order relations of ¥, & and §; respectively, etc. Given
G C T, the substructure (G; <[g) of T will often be denoted simply as (G; <).

The elements of T are called nodes. The least node of T, if it exists, is called
the root of ¥, and will be denoted as ez. A node a is called a leaf when a is
maximal with respect to <. The set of all leaves in ¥ will be denoted as L (T). A
node is a leaf if and only if it satisfies the formula

(x<yAy<z)—x<z) (transitivity);
(y<xANz<z)—>y—2) (downwards linear);

leaf(z) = Yy (- (z <y)).

A subset B of T is called a barrier in € when B is an antichain in ¥ and, for each
a € T, there exists b € B such that a — b. The tree ¥ is called downwards discrete
when, for all a,b € T, if a < b then there exists ¢ with a < ¢ < b such that there is
no d € T for which ¢ < d < b. ¥ is called upwards discrete when, for all a,b € T,
if @ < b then there exists ¢ with a < ¢ < b such that there is no d € T for which
a<d<ec.

Recall that £ = (L;<) is called a path in T when L is a maximal linearly
ordered subset of T. The path £ will be called singular when there exists a € L
such that {x € T': a < z} forms a linear order. Observe that £ is a path in T if
and only if the following three conditions hold: (i) L is linearly ordered by <, and
(ii) L is downwards closed in ¥ (i.e. if x € L and y < x then y € L), and (iii) L is
not bounded above in T (i.e. there is no x € T such that y < x for each y € L).
For ¢(x, z) any formula, define the formula

path,(z) = Jz (¢ (z,2)) /\VxVy((ap (,2) N (y,2)) = — y) A
VxVy((x <yNe(y,z)) — go(x,é)) A=y (e (y,2) >y < z).

Observe that if a is a tuple consisting of nodes from T then ¢ (z,a) defines a path
in (T;a) if and only if (T;a) = path, (a).
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Given a path £ = (L; <) in T and A C L, the substructure (A; <) of ¥ is called
a stem when A is downwards closed in ¥. As a notational convenience, the stem
(A; <) (which may itself be a path) will often be identified with the set A.

If S C T then the structure & = (S5;<) is called a subforest (respectively,
subtree) of T when & is a forest (respectively, tree) and every path in & is an
upwards closed subset of a path in T (i.e. if A is a path in &, then there exists
a path B in ¥ such that A C B and if z € A, y € B and © < y then y € A).
The sentences Al - A3 persist in any substructure of ¥ so it follows that, for any
S CT,6 =(5;<) will be a subforest of T if and only if every path in & is an
upwards closed subset of a path in ¥, and & will be a subtree of ¥ if and only
if & = A4 and every path in & is an upwards closed subset of a path in . For
o(z, z) any formula, define the formula

suby(2) = V:L‘Vqu[(gp (,2) N (y,2) N <u < y) — ¢ (u, 2)} A
Vw[(—w (x,2) A Ely(y <z Aoy, 2) )) —

EIu(go(u,Z)/\Vy((y <zANe(y,z) 2 y< u))]

It is straightforward to check that (T;a) = suby, (a) if and only if ¢ (z,a) defines
a subforest of T in (T;a).

Given nodes a,b € T with a < b, define the sets a~ ={x €T :a <z}, T, =
aS =a“U{a}, ¥ ={zeT:x<b}, b =b>U{b}, T =T\ Ty and T? =
T, N'T®. Bounded intervals will be denoted in the usual manner, e.g. [a,b) =
{z € T:a <z <b}. Define the trees T, = (a~; <), T = (Ty; <), T = (T%; <),
T = (T8 <), T = (T;67) and T = (TV; [a,b)).

Given a linearly ordered subset L of T', L < a will denote that x < a for each
x € L, L= will denote the set {x € T': L < 2} and ¥, will denote the tree (L<; <).
For u € L, define TL = (T,,\L<; <),

Tu,L:Tu\< U Tx>

ze€LNu<

and T, 1 = (Ty,1; <,u). Similarly, for A any subset of T', a < A will denote that
a < x for each z € A and A~ will denote the set {x € T : z < A}.
The height of a node x is taken as the order type of the linear order (z7;<).

2.2 Operations on trees
2.2.1 Sums of trees

Let T be a (possibly enriched) tree, let £ = {L;},.; be a non-empty set of stems
in T, and let 7 = {§i},c; be a set of (possibly enriched) forests, where I is an
index set for which 0 &€ I. T +, F will denote the tree obtained from ¥ by adding
the forest §; to the end of the stem L; for each ¢, in such a way that the only
nodes in ¥ that are comparable to nodes in §;, are those in L;. Formally, €+, F
is defined as follows:

1T+ F| = (T x {0}) U (U;es (Fi x {i})) (i.e. the underlying set of T+, F

is the disjoint union of the underlying set of ¥ and the underlying sets of all

of the forests §;);

the order relation <g, .7 of T 4, F is given by
<zier = {(@0),0.0) 2 <zyjU
(Uer{(@).(.0) 12 <5y} ) U
(Uig{((x,()),(y,i)) .zeL;andy € F}) :
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for every constant a in ¥, the element (a,0) occurs as a constant in ¥+, F,
and for every constant b in any forest §;, the element (b,7) occurs as a
constant in ¥ 4+, F;

for every relation A (including when A is a colour c;) in ¥, the set A x {0}
occurs as a relation in T+, F, and for every relation B (including when B is
a colour c;) in any forest §;, the set B x {i} occurs as a relation in T+, F.

If, for some forest §, §; = § for each 4, then ¥ 4+, F will be denoted as ¥ +, 3,
and if, in addition, £ = {L}, then T+, § will be denoted simply as T+ §. Given
a stem M in §, and assuming without loss of generality that I = {1}, the set

N = (L x {0})U(M x {1})

(i.e. the disjoint union of L and M in ¥ 4+ §) will sometimes be added as a
unary relation to ¥ +7, §, to obtain the tree (T +1 §; N), which will be denoted
as T+ v §. To keep the notation simple, the node (a,0) € |T +1, §| will often be
identified with the node a € T, and (b,1) € |T +, §| will often be identified with
beF.

The following composition result can be proved by a straightforward applica-
tion of an Ehrenfeucht-Fraissé game.

Lemma 4 Let ¥1 and %o be trees that are possibly enriched, and L1 and Lo
be stems in Ty and Ty respectively such that (T1;L1) =, (Ta;La). Let F1 and
So be forests that are possibly enriched and My and My be stems in §1 and Fo
respectively.

1. If §1 =5 T2 then Ty +1, §1 =n T2 +1, 2.
2. If (81; Mh) =5 (§2; M) then T1 41, v, 1 =n T2 +15,0M J2-

2.2.2 Multiples of trees

Now suppose that T = (T; <z) is a non-enriched tree. We will describe two types
of tree multiples, namely T x 2, where L is a stem in T and 2 = (4;<y) is a
linear order, and ¥ x . a, where £ = {L;},.; is a set of stems in T and « is an
ordinal.

The tree T x, A consists of a copy of ¥ for each element of A, attached to
each other at the end of the stem L. Formally, T xj A = (| x, A|; <zx, ) has
underlying set |T x 1 A| =T x A and order relation

<Tx A= U {((u,x),(v,x)) tu <g v} U

€A
{((u7x),(v7y)) cu € L and z <y y}

The tree (¥ x 1, A; L x A) that is obtained by enriching ¥ x 1, 2 with the unary
predicate L x A will be denoted as T x/ 2.

The following composition result can again be proved using a straightforward
application of an Ehrenfeucht-Fraissé game.

Lemma 5 Let T and Ty be non-enriched trees, L1 and Lo be stems in T1 and %o
respectively, and A1 and Ay be linear orders, such that (T1;L1) =y, (T2; Lo) and
Ay =, Ao. Then T4 ><’L1 A =, To ><’LQ 2y (hence also Ty X1, A =, To X1, Aa).

Next, the tree T X, « is a generalisation of T xr, 2 in the case where 2 is an
ordinal. Let X = I<® denote the set of sequences of elements of I of length less
than « (including the empty tuple €) and for Z,5 € X, let £ < § when 7 is a
proper initial subsequence of g (with € < gy for each y € X). Let ¢ (Z) denote the
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+ (u;€)

Fig. 2 A depiction of the tree T x o with £ = {Ly, L, }
and a = 3. The forms (u, Z) that nodes in different parts
of the tree take, are shown.

ordinal length of the sequence z (with £ (e) = 0), and let 7; (Z) denote the usual
projection onto the coordinate of Z that has index j (where the first component
of a non-empty tuple has index 0).

Then T xz a = (|T Xz a|; <gx,.q) has underlying set |T xza] =T x X and
order relation

<txea = U {((u,:z),(v,g:«)):qu} U

zeX
{((u,:ﬁ),(v,gj)) :Z < yand u € Ly where k = myz) () }

For an example, a depiction of the tree T X, o when £ = {Lg, L1} and a = 3 is
shown in Fig. 2.

The following lemma will be used to prove Lemma 7, which in turn will be
needed in the proof of Proposition 35.

Lemma 6 Let T = (T;<g) and & = (5;<g) be trees with roots ex and eg
respectively and such that T =, &. Let I be the set of leaves in X, J be the set of
leaves in &, A = {i%}iel, B={j"e }jeJ’ T =FTxy wand & =& xgw. Then
T =,6.

Proof For T any finite tuple over I and P = (p,y) any node in T”, define the
node (p')* € T as follows:

p when x =1y,
(p’)x =< i when T < ¢, where i is the leaf in ¥ for which (i,7) <s p/,
ez otherwise

(informally, (p')* is the node a in ¥ for which (a, Z) is the node in ¥’ that is closest

to p'). ) )
If p = (ph,p),---,p,_1) € (T")" then define the r-tuple (p)* € T" as (p)* =

((pf))j N0 (p;_l)j) For ¢ € S, g € (S')" and 7 a finite tuple over J, the

node (¢')* € S and tuple (7)” € S" are defined similarly.

Let ¥ be a winning strategy for Player II for the game EF (T,&,n). We
describe a winning strategy © for Player II for the game EF (T', &', n) recursively.
The idea behind it is that whenever Player I chooses a node (u, z) from ¥, Player



II chooses a node (v, §) from & where first the components of  are obtained from
those of Z using the strategy X, and then v is chosen also using the strategy X,
and similarly when Player I instead chooses a node from &'.

Hence let 0 < m < n — 1 and suppose that the nodes that have been chosen
by the two players after m rounds of EF (T, &, n,©) are given by the tuples ¢ =
(to,t1,- s tm—1) € (T")™ and 5 = (s0,81,.--,5m—1) € (S)™, and assume that
t and 5 form a local isomorphism between ¥ and &’. Suppose that, for his
(m + 1)-th move, Player I chooses the node ¢, = (u,z) from %', where v € T and
z = (x9,21,...,23-1) is some sequence over I (the argument where he instead
chooses a node from &' is similar). The response of Player II will be the node
S$m = (v,7) from &', with v and § described below.

If Z = e then take § = € and

vV = IIT,G,TL,E ((f)e u, (5)6) .

Otherwise let Zg = € and z, = (zg,z1,...,2,—1) for 1 <7 < B. Let 5o = €
and define, for 1 < r < 3, the r-tuple g, = (0,91, - -.,yr—1) over J recursively as
follows: given %,, where 0 < r < f3, let

yr =y ((ftm)™ , (3)7).

Observe that y, is a leaf in & and take §,41 = ¥,y,. Finally, take § = 3 and

v = HT,(‘S,n,E ((f)i U, (§)g) .

It remains to show that the tuples tt,, and 5s,, form a local isomorphism between
%" and &’. To this end, it is readily verified that for each r with 0 <r < m — 1,
tm =t & Sy = Sy, and t,, <gr t, < Sy <o’ Sp, and t, <gr t, < Sp <&’ Sm, aS
required. .

Lemma 7 Let T = (T;<g) and & = (S;<g) be trees with roots ex and eg
respectively such that T =, &, and let A, B, ¥ and &' be defined as in Lemma 6.
Let A" = { Xy }heie be the set of paths Xy, in T for which Xj, contains an infinite
number of nodes of the form (es,z), and let B' = {Y;},c; be the set of paths
Y, in &' for which Y; contains an infinite number of nodes of the form (egs, )
(informally each Xy, respectively Y, is an infinite disjoint union of paths from
A, respectively B). Let © be the tree with a single node d, " = T + 4 D and
&"=6"+5D. Then ¥ =, &".

Proof For Z any finite tuple over I and w” € T"”, define the node (w")* € T as
follows:

If w” has the form w” = (w’,0) (where w’ € T") then (w")" = (w')* where
(w’)" is defined as in the proof of Lemma 6.

If w” has the form w” = (d, k) for some k € K then

_ i when ((ex,z),0) <gv w”, where i is the leaf in ¥
(w")" = for which ((¢,Z),0) <z w”,
ex when ((ex,7),0) £on w".

If p = (pg,pY,...,pl_1) € (I")" then define the r-tuple (p)* € T" as (p)* =

((pg)x (. (p;’_l)x) For ¢" € §”, g € (S")" and T a finite tuple over J,

the node (¢”)* € S and tuple ()" € S” are defined similarly.
Let ¥ be a winning strategy for the game EF (T, S, n). We will now describe
a winning strategy © for Player II for the game EF (", &" n).

10



Let 0 < m < n — 1 and suppose that the nodes that were chosen by the
two players after m rounds of the game EF (¥,S,n,0) are given by the tuples
t = (to,t1,...,tm—-1) € (T")™ and 5 = (s0,51,---,8m-1) € (S”)", and assume
that ¢ and 5 form a local isomorphism between " and &”. Suppose that, for his
(m + 1)-th move, Player I chooses the node t,, from " (the argument where he
instead chooses a node from &” is similar). Two cases are distinguished:

Case 1: t,, is not a leaf in ¥” i.e. t,, has the form ¢,, = ((u,Z),0) for some
u € T and where z is a finite sequence over I. The response of Player II will
be the node s, = ((v,7),0) € S” where v and g are obtained as in the proof of
Lemma 6 but using the operation (-)” as defined in the larger structures T” and
G&” in this proof.

Case 2: t,, is a leaf in " i.e. t,, has the form ¢, = (d, k) for some k € K.
Let ((ex,Zr)), ¢, be a sequence of nodes in the path Xj in T’ such that ¢(z,) =r
for each r. For each r € w, define g, as in the proof of Lemma 6, i.e. 7o = € and
given g, with r > 0, obtain g,1 by taking

yr =Mz gns ((EHn)™, (5)7)

(with the operation (-)” as defined in the larger structures ¥ and &”) and 7,41 =
Uryr. Let Y] be the path in & that contains the sequence of nodes ((es, ¥r))
Finally, take s, = (d,l) € S”.

As in the proof of Lemma 6, it is readily verified that the tuples tt,, and ss,,
form a local isomorphism between " and &”. o

rew’

2.3 Leaf coloured trees

A tree T that is enriched with colours ¢ = (cy, ca, .. ., ¢p) will be called leaf coloured
when, for each node w in T that is not a leaf, T F~ ¢; (u) for each colour c;, while
for each leaf ¢ in ¥, there is exactly one colour ¢; such that T = c; (¢).

Lemma 8 Let (T;¢) and (&;¢) be leaf coloured trees (where T and & may them-
selves be enriched) such that (T;¢) =, (6;¢). Let A = {t%}teL(‘I) and B =

{32}86L(6) and let F = {Fthieps) and G = {Bs} o1 (e) be sets of (possibly en-
riched) forests such that, for each colour cy in €, §; =, &5 if and only if T = ci (t)
and S Eci(s). Then T+ 4 F =, S +5G.

Proof Let X be a winning strategy for Player II for the game EF (¥, S, n), and
given §; and &, for which §; =, &, let O, be a winning strategy for Player II
for the game EF (§¢, B5,n). We will describe a winning strategy for Player II for
the game EF (T +4 F,S +5G,n).

Let the nodes chosen by the players from the two trees after k rounds (with
0 < k < n) be given by the tuples @ = (ag, a1, ...,ax_1) and b = (bo, by, ..., bp_1)
respectively (where @ = ¢ = b when k = 0). For each a,, and b,,, define

o5 { a,, when a,, has the form a,, = (a},,,0)
T =

t  when a,, has the form a,, = (a,,,t)

and

m

1S _ bl, when by, has the form b, = (b/,,0)
| s when by, has the form b, = (b),,, s)

and for ¢ a leaf in ¥ and s a leaf in &, define

o — al,  when a,, has the form a,, = (a],,t)
m ez, otherwise

11



and
§Os b, when by, has the form b, = (¥, s)
m e, Otherwise

and define the tuples a* = (ag,a%,...,a%_l), S = (boe,b(f,...,bg_l), ast =
(aff ol af ) and B0 = (89,09, b8").

Now suppose that, for his (k + 1)-th move, Player I chooses the node aj from
% 4+ 4 F (the argument where he instead chooses a node from & +5 G is similar).

First consider the case where aj has the form a, = (a},0). Player II then
chooses the node b, = (b}, 0) as her response, where b} =z g5 (&Sa;, bG).

Next consider the case where ay, has the form aj, = (ay,t) for some leaf ¢ in T.
Player II then responds with the node by, = (b, s), where s = Iz g nx (dzt, bG)
and b, = Iz, o, ne,., (aSa},b%).

It is straightforward to check that the pair of tuples (ag,a1,...,a,—1) and
(bo,b1,...,b,—1) that are eventually obtained in this manner form a local isomor-
phism between the trees € + 4 F and & +5 G hence T +4 F =, 6 +5G. .

Corollary 9 Let T and & be trees, possibly enriched, such that T =, &. Let
A= {t2}teL(5) and B = {32}5611(6) and let § and & forests, possibly enriched,
such that § =, &. Then T+ 45 =, 6 +5 6.

Proof Expand ¥ and & into leaf coloured trees (¥;c) and (&;c) by setting
T E=c(t) and G = c(s) for all leaves ¢ in T and all leaves s in &. Let §; = § and
B, = & for all leaves ¢ in ¥ and all leaves s in &, and apply Lemma 8. .

Suppose that x = (x1,Xx2,---,Xp) is an n-spectrum (defined at the end of
Section 1.3.2) in the language of trees. Given a non-enriched tree T and a formula
¢ (x) for which T% is a barrier in ¥, let @) (x) be the formula

el(z) =y <yAp(y)

and define the leaf coloured tree
Tox = (T“’i; ci,Co,. .., cp)

by specifying, for each colour ¢; and each t € T%, that T, 5 |= c; (¢) if and only if
Tt = xi- Note that the leaves in T, y are precisely the nodes in T°%.

Lemma 10 Let x = (X1,X2,---,Xp) be an n-spectrum in the language of trees.
Let ¥ and & be non-enriched trees and ¢ (x) a formula of quantifier rank k such
that T and S¥ are barriers in T and & respectively, and let m = n+max {n, k}+1.
If ¥ =, & then T,y =, Gy x-

Proof Let ¥ be a winning strategy for Player II for the game EF (%,&,m).
Observe that, for each ¢ with 0 < i < n, if ¢ = (to,t1,...,ti—1) and 5§ =
(80,81,---,8i—1) (with ¢ = € = § when ¢ = 0) are tuples of nodes from ¥
and & respectively that have been played during the first ¢ rounds of the game
EF (T,6,m,Y), and if Player I chooses the node t; in ¥ (respectively s; in &) in
round i + 1 of the game EF (¥, S, m, ) and Player II responds with the node s;
in & (respectively ¢; in ¥), then the following must hold:

(i) (%;tt;) =m—i—1 (6;38s;) (by properties of Ehrenfeucht-Fraissé games) hence

(ii) ¢; € T#* if and only if s; € S (this is because the sets 7%+ and S are
definable in ¥ and & respectively using the formula ¢l (z), with qr (¢]) =
E+1<m—i—1), and
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(iii) (ti €T¥ and T, 5 = ¢4 (tl)) if and only if (si € 5% and G,y = ¢ (sz)>
this 1s because the set of leaves in v, respectively v, that have the
his is b h fl in Ty, ¢ ively &, 5, that h h

colour cj, can be defined in ¥, respectively &, using the formula v (z) =
@ (x) A Xj>x, with qr (¢) = max {k,n} <m —i—1).

We describe a winning strategy for Player II in the game EF (T, v, &, ¢, n). Let
0 <4 < n and suppose that @ = (ag, a1, ...,a;_1) and b = (bo, by, ..., b;_1) are the
tuples of nodes from T,  and &, 5 respectively that have been played during the
first ¢ rounds of the game, and such that

(f) @ and b are also tuples that are generated in some instance of the game
EF (T,6,m, X)) after i rounds

(this latter condition is needed to ensure that the strategy ¥ can be applied
to tuples that are generated in the game EF (T, 5, &, ¢, n), and that properties
(i) — (iii) above can be applied to these tuples).

Suppose that Player I chooses a; from T, 5 (respectively b; from &, 5) in round
i+ 1 of EF (T 5,6,.5,n). Then Player II responds with b; = Il g m » (aai, 5)
from &, 5 (respectively a; = Ilz g m x (d,l_)bi) from ¥, ;) as her move in round
i+ 1 of EF (T4 5,S,5,n). That this response of Player II is indeed a node in
Sy (respectively Ty, i) follows from property (ii) above, while properties (i) and
(iii) ensure that the tuples aa; and bb; form a local isomorphism between T, g
and &, v, from which it follows that T, ; =41 6, ¢ (in particular, T, v =, Gy
when i = n — 1). Finally, condition (1) clearly holds for the tuples aa; and bb; in
place of @ and b. =

2.4 Other composition results

If @ and b are any nodes in a tree T then the ramification point of a and b is the
greatest lower bound (if it exists) of the set {a,b}, and ¥ is called ramification
complete when the ramification point of any two nodes from ¥ exists.

Lemmas 11 — 13 below can all be proved by the straightforward use of Ehren-
feucht-Fraissé games.

Lemma 11 Let ¥ = (T;<x) and & = (S;<g) be ramification complete trees and
let L and M be paths in T and & respectively. For each w € L and v € M, define
the sets

T =T,\ U 7| and S, =5,\ U s
rELNu<T rEMMU<E

and the trees T, = (T); <z,u) and &) = (S);<g,v). If (L;<z) =, (M;<g) and,
for eachu € L andv e M, T, =, &, then (T;L) =, (&;M).

Observe that, in Lemma 11, the ramification completeness of ¥ and & ensures
that the sets {T), : w € L} and {S] : v € M} are partitions of T" and S respectively.

Lemma 12 Let ¥ = (T;<g) and & = (S;<g) be trees, a an ordinal with a < w
and (a;);c, and (b;);c,, be increasing (but not necessarily cofinal) sequences in T
and S respectively. Let A =J,c,, [ao0,a;) and B = J;c,, [bo, b;) and define the trees

T = (TaO\A<; <z, A) and &' = (SbO\B<; <, B) .

If \Za =, *622“ for each i for which i,i+ 1 € o then ¥ =,, & (hence also
(Tap\A<; <g) =n (S0, \B<; <g))-
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Lemma 13 Let ¥ = (T;<) be a tree, M be a stem in T, and A C T\M be
an antichain. For each ©x € A, let §z be a tree such that §, =, T, and let
Ll? = .Z'>. Let T = T\ (U{L‘EA Tm)’ (Z/ = (T/; <)7 L= {Ll’}xeA’ F = {Sw}zefh and
S =%+, F (informally & is the tree that is obtained from T by replacing each
of the subtrees T, of T with the tree §5). Then (T; M) =, (&; M).

3 Axiomatising the first-order theory of the
class of a-trees

In this section it will be seen how the property of boundedness can be used when
axiomatising the first-order theory of the class of trees of which each path is
isomorphic to some ordinal a. A more general notion of boundedness will be
needed for this. First, given a formula ¢(x, Z) where Z is a k-tuple of variables for
some k > 0, again define the formula p|(x, z) by

ol(z,2) = (r<yne(y,2)).

Then a tree T = (T;<) is @-bounded when for each tuple @ € T* for which
T#@:a) £ () the tree T#H=:9) is bounded.

Using the terminology from [GK10], call a forest (respectively tree) § an a-
forest (respectively a-tree), where a is some ordinal, when each path in § is
isomorphic to a. It will be shown below how the first-order theory of the class of
a-trees, where « is any ordinal with o < w®, can be axiomatised (using a set of
sentences that will be denoted as ¥,,) when given a suitable axiomatisation of the
first-order theory of the class of p-bounded trees for certain formulas ¢ (z, 2).

To this end, it will be assumed that an axiomatisation Tree U B, of the first-
order theory of the class of p-bounded trees (with B, having the role of approxi-
mating ¢-boundedness) is known, i.e.

BD1(p): For each first-order formula ¢ (z, Z) for which any ¢-bounded
tree exists, there exists a set of sentences By, such that if T = (T; <g)
is a model of Tree U B, then for each natural number n, there exists a
p-bounded tree & = (5; <g) such that T =,, 6.

Moreover, since we will be axiomatising classes of a-trees for ordinal «, the tree
S will need to be well-founded, so it will be assumed that B, respects well-
foundedness in the following sense:

BD2(y): With reference to the property BD1(y), if the tree ¥ is well-
founded then a well-founded such tree & exists.

Taking ¢ (x) to be the formula z = x, t-boundedness coincides with bounded-
ness. The scheme B, will be denoted simply as B.

We do not know whether, for arbitrary ¢, such an axiom scheme B, that
respects well-foundedness, necessarily exists. However, for our purposes, less is
actually needed. Firstly, we will make use of the scheme B, only for ¢ equal
to the formulas ¢, 6, (to be defined below), and 73 (also to be defined below).
Secondly, any axiomatisation of the first-order theory of the class of well-founded
trees that are p-bounded, will suffice in place of the scheme Tree U B, U WF that
will be used in Theorems 15, 17 and 18 below.

However, we opt to use the scheme B,, with the assumptions BD1(yp) and
BD2(y) as above, since it may be easier to find an axiomatisation of the first-
order theory of the class of p-bounded trees that happens to also respect well-
foundedness, than to find an axiomatisation of the first-order theory of the class
of trees that are both well-founded and ¢-bounded. In proving the completeness
of an axiomatisation of the first-order theory of the class of p-bounded trees, it
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may well happen that the construction for producing a standard model from a
non-standard one, copies and pastes parts of the original tree in such a way that
well-foundedness is maintained.

In general, B, may be infinite and contain sentences of arbitrarily large quan-
tifier rank but observe that, for given n, there exists a finite subset B:D of B, with
the property that every model of Tree U pr is n-equivalent to some ¢-bounded
tree. For let 71,72,..., 7% be (up to logical equivalence) all n-characteristic sen-
tences that hold in ¢-bounded trees and let 7 = \/,’f:1 7;. Then Tree UB, = 7
hence by the compactness theorem for first-order logic, Tree U Bip = 7 for some
finite B), C B, and the claim follows.

In the remainder of this section, f, (n), or simply f (n) when ¢ is the formula
¢t above, will denote the maximum of the quantifier ranks of all sentences in such
Bf,- The set B{, can therefore simply be taken to consist of all sentences in B, of
quantifier rank at most f, (n). This set BZD will be denoted as By, ¢ (n), Or as By,
in the case where ¢ is the formula ¢ above. Hence assuming BD1(yp) and BD2(yp)
then for each natural number n and each tree T, T = B, f.(n) if and only if there
exists a well-founded and ¢-bounded tree & such that ¥ =, &. Without loss of
generality, it may be assumed that f, (n) > n for each formula ¢.

For « some ordinal, a linear order £ will be called a-like when £ = «a. It
is known (see e.g. [Ros82|) that for each ordinal o with a@ < w®, there exists a
first-order sentence @, that admits as its class of models precisely the a-like linear
orders, and « is the only well-ordered model of ®,. Moreover, the w-like linear
orders are precisely all linear orders of the form w + { - v, where ( is the order
type of the integers and - is any linear order, and the w™*!-like linear orders (with
n > 1) are precisely all linear orders that are w"-like sums of w-like linear orders,
equivalently, w-like sums of w"-like linear orders. Finally, if & has Cantor normal
form

a=w" a1 +w as+...+wW - q

where n1 > no > ... > ng and a; # 0 for all 4, then the a-like linear orders are
precisely all linear orders of the form

(W o+ W)+ (W2 4+ W) o (W W)

where each W;” is an w™-like linear order.

A tree ¥ is called definably well-founded when every parametrically definable
non-empty set of nodes in 7' contains a minimal element. The property of being
definably well-founded can be formalised using the scheme WF that consists of the
sentences

vz (30 (2,2)) = 3o (2.2) AVY((0 (1, 2) Ay <o) 2 y = 2) )
for each formula ¢ (z,z). The following result is proved in [Doe89].

Fact 14 Let T be a definably well-founded tree. For each natural number n there
exists a well-founded tree & such that © =, <.

Theorem 15 Assume BD1(:) and BD2(v). Let o be a successor ordinal with
a < w¥. The first-order theory of the class of a-trees can be axiomatised by the
theory

T, = Tree UBU {Vm (leaf (z) = q>§x>} U WF.
Proof Pick n > qr(®,) + 1 and let £k = f(n). Given a model ¥ of ¥,, there

exists a well-founded tree &’ such that & = T, and since &' = By then there
exists a bounded and well-founded tree & such that & =,, & hence also & =, T.
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Fig. 3 The example referred to in the proof of Theorem 17.

Then & |= Vz (leaf (z) — ®5) so each path in & is elementarily equivalent to
«. Since 6 is well-founded then each of its paths is in fact isomorphic to «, as
required. =

The properties of a tree having a root, being downwards discrete, and being
upwards discrete, can all be expressed by first-order sentences of quantifier rank
at most 4. Let root, ddiscr and udiscr be such first-order sentences that express
respectively the existence of a root, downwards discreteness and upwards discrete-
ness. The following result is taken from [GK]:

Fact 16 The first-order theory of the class of w-trees can be axiomatised by the
theory
U, = Tree U {root, =3z (leaf (x)) , ddiscr, udiscr} U WF.

Proof Let n > 4. Given a model ¥ of ¥, there exists a well-founded tree &
such that & =, T. & will satisfy the sentences root, —3x (leaf (z)), ddiscr and
udiscr hence each of its paths will contain a least element but no greatest element
and will be downwards and upwards discrete, from which it follows that each of
its paths will be isomorphic to w, as required. .

We next derive an axiomatisation W .+1 of the first-order theory of the class of
wtl-trees. A few formulas that will be needed for this, must first be introduced.
First,

U/ = root A —3x (leaf (x)) A ddiscr A udiscr.

Next, the formula lim, (x), which will be denoted simply as lim (x) when n = 1,
expresses that x is an n-limit node, and is defined recursively as follows:

lim (z) = lim(z) = Vy(ly<az —3Iz(y<z<z)) and

limpy1 () = lim'™ (2)

(lim "M~ (2) is the relativisation of lim to lim,,). The sentence dom,, below expresses
that each node is dominated by some n-limit node:

dom,, =Vz3y (z < y Alim, (y)) .

The formula 6, (z, z) expresses that z is a minimal n-limit node greater than z in
the subtree ¥,:

Op (x,2) =z <z Alim, (2) ATy (z <y <z Alim, (y)).

Theorem 17 Assume BD1(6,) and BD2(6,,) for each n > 1. The first-order
theory of the class of w™t!-trees (where n > 1) can be axiomatised by the theory

U, o1 = Tree U {(\IILJ)“m", domn} U By, UWF.
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Proof Let ¥ = (T;<z) be a model of ¥, »+1 and let k be a positive integer. It
will be shown that there exists an w”t!-tree & such that & =, T. Without loss
of generality, assume that

k > max {qr ((\Il’w)“m") ,qr (domn)} :

By Fact 14 there exists a well-founded tree 20 such that 20 =y, ) T. Since
W = By, fo, (k) then there exists a well-founded 6p-bounded tree & such that
In particular, & = (¥/)"™ hence '™ = W/ from which it follows that
GS'mn s an w-tree. Since & is well-founded then for u,v € S'"™» such that v is
an immediate successor to u in &M ([u,v);<g) = w". Since & = dom,, then
every node in S is actually contained in some such interval [u,v). It cannot yet
be concluded that & is an w™!-tree however: & may contain paths of the form
B where 8 < w™*! is any limit ordinal, an example of which is shown in Fig. 3.
Hence let £ = (L; <g) be any path in & and suppose (for a contradiction) that
£ 2wt Since & |= dom,,, £ must be unbounded hence £ must have the form
w™ - i+ « for some natural number ¢ and some limit ordinal o < w™. Let a € L be
the node of which the height in & is w” - 4. Observe that £, = « hence £, is an
unbounded path in &%= Since & is 6,,-bounded however, the tree G/H:a) ig
bounded, a contradiction. This completes the proof. .

Finally, we consider the case where « is a limit ordinal that is not a power of
w. Such « can be written in the form o = § + w"” for some positive integer n. Let

ng (z) = CIDEQE and
barg = Vady(z —yAnz(y))

which respectively express in a well-founded tree that the height of z is 8, and
that the set of nodes of which the height is 3, forms a barrier.

Theorem 18 Assume BD1(ng) and BD2(ng). Let o = f+w™ < w® be an ordinal
that is not a power of w. The first-order theory of the class of a-trees can be
aziomatised by the theory

U, = Tree U {barg} UWF UB,, U{Vx (13 (z) = 07") 10 € Uyn} .

Proof Let ¥ = (T;<g) be a model of ¥,. Fix a natural number k. It will be
shown that ¥ =, © for some a-tree S.

From T = {Vz (ng (z) = 07%) : 0 € U,n} follows that, for each node u € T
of height 3, there exists an w™-tree € (u) = (C (u); <¢@)) with € (u) =k T
Observe that the structure € (u)’ = (C (u) \ {u}; <e(u)) Will then be an w"-forest
and € (u)’ = Twy. Let €1, ¢y, ..., ¢, be representatives of all the k-equivalence
classes of such forests € (u)" and let x1, x2, . . . , Xp be k-characteristic sentences of
¢y, &, ..., ¢, respectively. Let ¥ be a k-spectrum in the language of trees, say

X = (X1,X2:--»Xps---»Xq) With ¢ > p. Let
m =k +max {k,qr (ng)} + 1.

By Fact 14 there exists a well-founded tree 20 such that T = Fg(m) 0. Then
W = Bis, Fng (m) hence there exists a well-founded 7ng-bounded tree U such that
0 =, V. Since qr (barg) = qr(nz) +2 < m and T |= barg and T =, W =,, Y, it
follows that W" and V" are barriers in 20 and U respectively. Let 20’ = 20
and U’ = U,; . By Lemma 10, 20" =, U'".

The tree G is constructed as follows. Let A = {u>%’ }UEL(‘B’)
u in Y', take F, to be the forest €;, where i is that integer for which U’ |= ¢; (u).

7Iﬁ7>_<

and for each leaf
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Let F = {Sulyern)- Take & to be the tree & = U’ +4 F and observe that &
is an a-tree and that for each leaf w in U’ and each colour ¢;, U’ = ¢; (u) if and
only if F, = xi-

Now observe that 20 can be expressed in the form 20 = 20’ +5 G where
B = {U>Qn/}v€L(QU’) and G = {®U}UEL(QU’) with &, = 20, for each leaf v in 200’
Moreover, for each leaf v in 20’ and each colour c;, 20" = ¢; (v) if and only if

951, ': Xi-
Using Lemma 8, it follows that & =5 0 =, T, as required. =

4 Definable sets of leaves

In this section we will briefly investigate formulas that define leaves. The following
fact is proved in [Kell5, Lemma 4.1]:

Fact 19 Let T = (T;<) be a tree. Let a = (ag,a1,...,a;) be a tuple of nodes
from T such that ay, £ a; fori=0,1,....k—1 and let b,c € T be any nodes such
that ay, < b,c. The following statements are equivalent for each natural number n:

(i) (%:b,a) =, (T;c,a);
(i) (%5b,ar) =n (T; ¢, ax);
(1it) (Tay:b) =n (Tay;€).

Fact 19 will be used to show that certain definable sets can be defined using
at most one parameter.

Proposition 20 Let ¥ = (T;<) be a tree and let A C T be defined in (T;¢) by a
formula ¢(z,¢) of quantifier rank n for some tuple ¢ = (co,c1,...,cj—1). Suppose
that the set B = A~\ (Uf;é cf) is non-empty. Let {a;},c; be a finite subset of
A with the property that, for each a € A and b € B, there exists a; such that
(T;b,a) =, (T;b,a;).2

Then for each b € B, A is defined in (%;b) by the formula

W (2,0) = \/ ([(T50,00)]" (b, ).

el

Proof Let b € B. It follows from the choice of the set {a;};.; that (T;b) |= 1 (u,b)
for each u € A. Hence it remains only to show that (T;b) = ¢ (v,b) for all v ¢ A.
Suppose to the contrary that there exists a node d ¢ A such that (¥;b0) = ¢ (d,b);
then (%;0) = [(%;b,ax)]" (b,d) for some k. Then (T;b,ar) =, (T;b,d). Since
b < ay then b < d. Tt follows from Fact 19 that (T;¢,b,ax) =, (T;¢,b,d) hence
also (T;¢,ar) =, (T;¢,d) and since (T;¢,ar) = ¢ (ak, ¢) then (T;¢,d) = ¢ (d,¢)
which contradicts the assumption that ¢ (x, ¢) defines A in (¥;¢). This completes
the proof. .

In Lemma 21 and Proposition 22, we hence consider sets of nodes A that are
definable using one parameter b € A~.

Lemma 21 Let T = (T;<) be a tree and let A C T such that A is defined in (T;b)
by a formula ¢ (x,b) of quantifier rank n for some b € A>. Let Ay, =, 4 (b, a].
For each u € Ay and each v & Ay, (T;b,u) Zny1 (T;0,0).

a€A

2By the properties of characteristic formulas, a finite such set {as};c; exists.
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Proof Let ¢ (z,b) = Jy(b<z<yA¢(y,b)). For u € (b,A] and v & (b, A],
(T;b,u) = 9 (u,b) while (T;b,v) = ¢ (v,b) hence (T;b,u) Zp+1 (T;b,0). o

The next proposition gives a general defining formula (albeit not of lowest
quantifier rank) for certain definable sets of leaves.

Proposition 22 Let A be a set of leaves in a tree ¥ = (T'; <) such that eacha € A
has no immediate predecessor. Let b € A~ be such that, for every leaf d € b<\A,
the set (b,d)\ Ay (again with Ay = U,c 4 (b,a]) is non-empty, and suppose that A
is defined in (T;b) by a formula (x,b) of quantifier rank n. Then there exists a
finite set of nodes {ci};c; in Ay such that A is defined in (T;b) by the formula

Y (z,b) = leaf(x) Ab<z A
Vy(b <y<x— Elz(y <z<xA (\/iej[[(T; b, ;)] (b, z))))

of quantifier rank n + 3.

Proof We make use of the fact that there are only finitely many pairwise non-
equivalent (n+1)-characteristic formulas with two free variables in the language of
trees. It follows that there must exist a finite set of nodes {¢;},.; in Ay such that,
for each u € A, there exists ¢ € I and an increasing sequence (uj)j can that is cofinal
in [b, u) (where oy, is the cofinality of [b,u)) such that (T;b) = [(T;b, ;)] (b, uj)
for all j € ay,. It is then clear that (¥;b0) = ¢ (u,b) for each u € A.

On the other hand, for any leaf d € b=\ A and for each node v € (b,d) \ Ap # 0,
Lemma 21 guarantees that (T;b) & [(T;b,¢;)]" ! (b,v) for each i € I, hence
(T;0) = (d,b). It follows that ¢ (z,b) defines A in (%;b), as required. o

In particular, every leaf a for which the set A = {a} satisfies the conditions of
Proposition 22, can be defined by a formula of the form

P (z,b) = leaf(z) AD< A
Yy (b <y<xz— 3z (y <z<zAN[(%; b,c)]]”“(b,z)))

for some b and ¢ with b < ¢ < a.

5 Approximations of boundedness

Here we look at three first-order approximations of boundedness, namely definable
boundedness, almost boundedness, and sequential boundedness. A tree T will be
called definably bounded when each of its definable paths is bounded, and almost
bounded when each of its definable subforests contains a leaf. Given a formula
¢ (x, Z), consider the sentences

S, = Vz(pathw (z) — 3z (leaf (z) A ¢ (2, 2) )) and
a, = Vé(subv (2) — 3z (leaf (z) A ¢ (x, 5) )).
Clearly a tree is definably bounded if and only if it satisfies the theory
DB = {6, : Zis any (possibly empty) tuple and ¢ (x,Z) is any formula},
and a tree is almost bounded if and only if it satisfies the theory
AB = {a,: Zis any (possibly empty) tuple and ¢ (x, 2) is any formula} .

Moreover, every almost bounded tree is definably bounded, but the converse does
not hold: the tree By, of which each path is isomorphic to w and each node has
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exactly two immediate successors, is vacuously definably bounded by virtue of not
having any definable paths, but By, is not almost bounded because B, , itself
does not contain any leaf.

Let T be a tree, ¢ (z, Z) a formula with z a k-tuple of variables for some k& > 0,
and ¢ a k-tuple of nodes from T'. A sequence (a;);c,, of nodes in T will be called
a ¢ (z,c)-sequence when the sequence is strictly increasing in ¥ and a; € T#(:0)
for each 7. A node b € T will be said to dominate the sequence (a;);c,, Wwhen
a; < b for each i. A tree ¥ will be called sequentially bounded when, for any tuple
¢ and formula ¢ (z,¢) for which the set 7%(® is non-empty and has no maximal
element, there is a leaf that dominates a ¢ (x, ¢)-sequence (a;) Consider the
sentence

1Ew”

o, = VE[(EIx(go (z,2) ) AVz (o (2,2) = Fy(z <y A go(y,,%)))) —
Elx(leaf ()ANFy(y<zAhe(y,z) A
Vy(ly<zAhe(y,z) = Ju(ly<u< xAgo(u,Z))))]
Then a tree is sequentially bounded if and only if it satisfies the theory
SB = {0, : Zis any (possibly empty) tuple and ¢ (x, 2) is any formula} .

A tree that is definably bounded need not be sequentially bounded (the tree
By, again serves as an example). Moreover, a sequentially bounded tree need
not be definably bounded, as the next example shows. We first state a result that
is used in the example.

Fact 23 (See e.g. [Ros82, Theorem 6.21].) For ag,fs < w® it is the case that
wY - ay +ag = wY - B+ B if and only if as = Py and either ap = B1 = 0 or
ag, By > 0.

Example 24 Let n = w* - w. Observe that, since n is additively indecomposable
then for each tail x of n, x = n. Consider the tree T = (T'; <) that is defined as
follows:

T consists of all sequences of the form 0, for 0 < a < n any ordinal, and all
sequences of the form 0,41 for o, 8 > 0 any ordinals with o + 8 < n;

forallz,y € T, T <y when T is a proper initial subsequence of 4.

The height of any node T in T is simply the length £(Z) of . Informally, T
consists of a copy of the limit ordinal n that has attached to each of its points a
copy of the successor ordinal n+ 1. It will be shown that T is sequentially bounded
but not definably bounded.

Note that the path £ = (L;<) = ({04 : 0 < a < n};<) consists of all nodes x
for which x< is not totally ordered hence L can be defined in T by the formula
Y(r) = JyTz(z <yAx<zAysL z). However, L is not bounded so ¥ is not
definably bounded.

Next it will be shown that T is sequentially bounded. Suppose that € is a tuple
of nodes in T, and ¢ (z,¢) is a formula of quantifier rank n, such that Te@e) g
non-empty and contains no maximal element. If there exists a node of the form
0alp with B > 1 for which T = ¢ (041, ¢), then clearly there must be a leaf that
dominates a ¢ (x,¢)-sequence, while if T%®:0) C [ and T*®9 js not cofinal in L
then it is also clear that there must be a leaf that dominates a ¢ (z,¢)-sequence.
Hence consider the case where T#%€) C I and T#*°) js cofinal in L.

Let d = 0, be such that each node in the tuple ¢ belongs to Te. There must

exist a ¢ (x,¢)-sequence (a;);c,, such that each a; has the form 0,04, for some o
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with a; > w* - 2. This «; can be written in the form a; = w* - m; + B; for some
m; with 2 < m; < w and some B; with 0 < §; < w¥, i.e. a; = (_)'y(_)w“’-mi—&-ﬂi- For
each i < w, let b; = 0,040 45,

Foru € L, define the tree T, = (T); <,u) as in Lemma 11. Note that, for each
we L, T, = (n+1;0) hence ), =T, for all u,v € L. Moreover, using Fact 23,
Ly =w? -mi+ 6 = w4 B = ,Szi hence, by Lemma 11, T3 =, *‘Izi for each i.
Also, L£q;, =1 = £, so, again by Lemma 11, (Ty,;ai) =n (Tp,;b;). Hence, using
Lemma 4,

(T;ca;) = (Td;5> +a> (5 +aa) (Tais ai))
=y (Td@) +a> (Tgi +(dbs) (Tbi;bz')) = (Tyeh)

from which it follows that (T;¢) = ¢ (b;,€) for each i. Hence (b;),c,, is a ¢ (z,C)-
sequence in L that is not cofinal in L so there is a leaf that dominates (b;);c,,,
which completes the proof.

Hence, since every tree that is almost bounded is also definably bounded, it
follows that a tree that is sequentially bounded need not be almost bounded.

We do not know whether every tree that is almost bounded is also sequentially
bounded. To see how the property of almost boundedness may not be strong
enough to prove the property of sequential boundedness, consider a tree ¥ that is
almost bounded, a tuple of nodes ¢ in 7 and a formula ¢ (z,&) for which 7%
is non-empty and contains no maximal element. To show that ¥ contains a leaf
that dominates a ¢ (x, ¢)-sequence, a natural strategy would be to consider some
suitable definable subtree ¥ of ¥ for which 7% C T” and to then deduce, using
the almost boundedness of T, that T’ contains a leaf that dominates a ¢ (x,¢)-
sequence. Suppose that the underlying set T” of this subtree ¥’ is defined in (‘Z; CZ)
by the formula (1:, J) for some tuple d of nodes in 7. Suppose however that ¥’
contains a path X with leaf ¢ and with the property that X contains only finitely
many nodes that satisfy the formula ¢ (z,¢) in ¥ (see Fig. 4). Then when invoking
the almost boundedness of T to deduce that T’ contains a leaf, it may happen that
a is this leaf and a does not dominate a ¢ (x, ¢)-sequence.

Finally, it will be shown that the theories DB, AB and SB need contain only
those sentences d,,, o, and o, for which the formula ¢ uses at most one parameter,
i.e. has one of the forms ¢ = ¢ (x) or ¢ = ¢ (z,2). To this end, define

DB: = {0, : ¢ is any formula of the form ¢ = ¢ (x) or p = ¢ (z,2)},
(z) or ¢ = o (z,2)},
(z) or o = ¢ (z,2)}.

AB: = {a,: ¢ is any formula of the form ¢ = ¢
SB; = {% . is any formula of the form ¢ = ¢

Proposition 25 Let T = (T;<) be any tree. Then (i) T = DB <= ¥ |= DBy,
(i) T = AB <= T |= ABy, and (iii) T |= SB <= T |= SB;.

Proof It is immediate that ¥ = DB — ¥ = DBy, T E AB — ¥ = AB; and
T =SB = T |= SB;. The reverse implications will be proved for each of (i) —
(ii).

(i) Any path in T that contains a leaf a can be defined in (¥T; a) by the formula
¢ (x,a) = x < a, while in [Kell5, Theorem 4.3] it is shown that if L is a leafless
path in ¥ that can be defined in (¥;¢) by some formula ¢ (z,¢), then there exists
a node b € L such that L can be defined in (%;b) using a formula ¢ (x,b). Hence
every path that is at all definable, can be defined using at most one parameter. It
follows that ¥ = DBy = ¥ = DB.
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that satisfy ¢

Fig. 4 The tree T used in discussing whether almost
boundedness implies sequential boundedness.

(ii) Assume that T = AB;. Let ¢ be a k-tuple of nodes from 7' with k£ > 2
and let ¢ (z, &) be a formula for which 79 is the underlying set of a subtree of
T. If some ¢; in & happens to be a leaf that belongs to T%(*¢) then the proof is
complete, hence consider the case where no ¢; in ¢ is both a leaf and an element
of T#@9) Tt follows that there must exist a node b € T#®°) for which b ¢ ¢;
for each ¢; in @ If bis a leaf then T%(®9 contains a leaf, as required, so consider
the case where b is not a leaf. Let 7" be the set that is defined in (T;cb) by the
formula ¢ (z,¢) A b < z. By Proposition 20, there exists a formula 1 (x,b) such
that ¢ (x,b) defines the set 77 in (%;b). The formula ¢’ (x,b) = ¢ (x,b) Va =b
defines the underlying set T¥(®) N T}, of a subtree of T in (T;b). Since T = oy
then 7% (@) contains a leaf d and d € T#(*:°) too, as required.

(iii) Assume that ¥ = SB;. First observe that for each node u € T, the set
T, contains a leaf of T: taking ¢ (z,2) = z < x, if T, = T¥®%) did not contain a
leaf then T;, would be non-empty and without any maximal element hence, since
T k= 0, there would exist a leaf v that dominates a ¢ (z, u)-sequence from which
it would follow that v € T, which is a contradiction.

Now let & be a k-tuple with k > 2 and ¢ (z,€) be a formula such that 79
is non-empty and does not contain any maximal element. It will be shown that
T = 0,. Two cases are distinguished:

Case 1: There is a node ¢; in ¢ that dominates a ¢ (x, ¢)-sequence (a;);c,,- Then
T, contains a leaf b that also dominates the sequence (a;),c,,, hence T |= o.

Case 2: There is no node ¢; in ¢ that dominates a ¢ (z, ¢)-sequence. Then there
must exist a node a € T¥®% such that a £ ¢; for each ¢; in & By Proposition 20
the set a< N T¥®%) can be defined in (¥;a) by some formula 1 (z,a); moreover,
a< N T¢®0) = T%@a) is non-empty and does not contain a maximal element.
From the fact that T = oy it then follows that there exists a leaf b and a v (z, a)-
sequence (a;);c,, in T such that a; < b for each i € w. The sequence (a;),.,, is a
¢ (z, ¢)-sequence too. Hence T = o, as required. -

6 Bounded extensions of trees

We now look at conditions for the existence of a bounded end-extension T’ of a
tree ¥ that is not bounded, and such that ¥ <; ¥’. Let ¥ be a tree and let L
be a path in ¥. If § is a bounded forest for which ¥ <; ¥ +1 § then the tree
% 41 §, which is an end-extension of ¥, will be called an (L, k)-completion of X.
The tree T will be called (L, k)-complete when no (L, k)-completion of T exists.
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Note that if L is a path with leaf a and k& > 2 then ¥ is (L, k)-complete: setting
p(z) = Jy (z < y) one obtains (T;a) ~ ¢ (a) while (T +1 F;a) E ¢ (a) for any
forest §, so ¥ Ar T 41 § for every forest §, i.e. there is no (L, k)-completion of
T.3 Hence a tree T is (L, k)-complete when either L is bounded, or when L is
unbounded but there is no bounded forest § for which T < ¥ + §. Clearly for
every tree ¥ and every path L in ¥, T is k-equivalent to an (L, k)-complete tree.
A tree T will be called k-complete when ¥ is (L, k)-complete for each of its paths
L.

Proposition 26 Let k be a positive integer, T be a tree, L be an unbounded path
in T, § be a forest and let & =%+ F.

1. If ¥ <4 & then T, =1 6, for each a € L.

2. If there exists a cofinal increasing sequence (a;);c,, i L such that Ty, =i G,
for every i € a (in particular, if To = S, for every a € L) then (‘Z; b) =
(6; b) for each finite (possibly empty) tuple b of nodes from T (in particular,
T =<k 6).

Proof 1. Assume that ¥ <; & and let ¢ € L. Since G is a k-extension of T
then (¥;a) =¢—1 (6;a), hence T, =1 S,.

2. Assume that (a;),., is a cofinal increasing sequence in L such that T,, =
S, for every i € a.. Let b be a finite tuple of nodes in 7" and let j € a be such that
b; € T% for each b; in b (if b is the empty tuple then any j € o will suffice). Since
(*‘Iaj;l_)) o (*6‘”;5) (hence also (*Taj;l_)) = (*6‘13';1—))) and T,, = &, then by
Lemma 4,

(%3 (a)7,0) = (WTY30) +(4)> Ta; =k (x6Y30) +(,)> Gay = (65(a5)7,0).

In particular, (‘Z; 5) = (6;7)). =

Proposition 27 Let T be a tree that is not bounded with at most countably many
unbounded paths. Suppose, for each unbounded path L in T, that there exists a
bounded forest §r, for which ¥ <x11 ¥ 41 §r. Then there exists a bounded end-
extension T of T such that T <, T'.

Proof Let {L;,},, ., (where  is an ordinal with v < w) be a well-ordering of the
set of unbounded paths in ¥. For each m, let §,, be a bounded forest such that
T <k+1 T +1,, Im- Define a chain of trees (%) as follows:

To =%,
for each m < v, Tpy1 = Ty +1,, Sms
if v = w then T, = Um@, T

It will first be shown that T, <y Tpq1 for each m with 0 < m < . Let (a;);c,
(where « is a limit ordinal) be a cofinal increasing sequence in L,, such that
a; ¢ L; for each a; and each j with 0 < j < m. Since ¥ <341 T +1,, §m then by
Part 1 of Proposition 26, T, =k (T +L,, §m),,, hence

(im)al = iai Ek’ (i +Lm Sm)az = (‘Im +Lm Sm)az = (zm‘f‘l)ai

m<ry

for each a; hence, by Part 2 of Proposition 26, %, < Tm1.

Now let ¥ = ¥,. If v is finite then, by the transitivity of <j, it follows
that T = Ty <, T, = T, while if v = w then it follows from Fact 3 that
zzz0 =k UmeTm =%, :z'y =7

3Here the node (a,0) € |T +7, §| is identified with the node a € T, and (b,1) € |T +, §| is identified
with b € F, in order to keep the notation simple.
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To see that ¥’ is bounded, consider any path L in ¥'. We consider two cases:

Case 1: L CT. Then L is a path in ¥ as well. Were L one of the unbounded
paths L, in ¥ then L would not be a path in ¥’ (since there would then exist
t € F,, such that L < t), a contradiction, hence L must be one of the bounded
paths in ¥.

Case 2: There exists a node t € L\T. Then t € F,,, for some m < . Since L
is a path in ¥’ then it follows that L\7T must be a path in §,, hence L\T must
contain a leaf b, and b will also be a leaf of L in ¥.

Finally, it is clear from the construction of the tree ¥’ that ¥’ is an end-
extension of ¥. =

Let k be a natural number and let L be an unbounded path in a tree T of which
the signature is finite. Owing to the fact that there are, up to logical equivalence,
only finitely many characteristic formulas of the form [(T;a)]¥, there must exist a
cofinal increasing sequence (a;)icq in L such that (T;a;) =5 (T;a;) for all ¢ and j.
This observation can be combined with an additive version of Ramsey’s Theorem
(see e.g. [She75]) to give Fact 28 below (refer also to the motivation of a certain
partition property that is discussed in [Kell5], for a more detailed justification of
Fact 28).

Fact 28 Let ¥ be any tree and let L be a path in T that is not bounded. For every
cofinal increasing sequence (b;)icp in L and every natural number k, there exists
a subsequence (a;)ica of (bi)icp that satisfies the following properties:

1. (ai)ica 1S a cofinal increasing sequence in L, and
2. (T;ap) =k (Tsaq) for allp < q, and
3. *TZZ =k <% forallp < q and s <t.

A sequence (a;)icq that satisfies the above three properties will be called a k-
homogeneous sequence in L.

The next result describes a general construction that can be used for producing
a forest § for which ¥ < €41 § when given an unbounded path L in a tree T that
is not (L;k)-complete. Given a tree T, U (T) will denote the set of unbounded
paths in ¥.

Theorem 29 Let ¥ be a tree, L be an unbounded path of countable cofinality in
T, k > 2 be any natural number and (a;)ic, be a k-homogeneous sequence in L.
Suppose that there exists a tree & and a stem M in & for whichU (&) \{M} =10
(i.e. each path in &, except possibly M if M is itself a path, is bounded), and a
bounded tree &', such that Tt = (&; M) and T4y = &'. Then there exists a
bounded tree §, namely

F=(6xpuw") +mxe &,
such that T <, T+ 5.

Proof To show that T < ¥ + § it suffices, by Proposition 26, to show that
Tan, =k (T+1L S)an for each a,. Hence fix n and let | = n + 2¥ — 1. Observe
that the tree & contains a root eg since &' =, T,, and ¥,, has a root. Let
c= (eg,1) € F. Since?

Tan = T3, Flana) T and (T4L8),, = (T+LF)g, Hane) (T35,

4Again the nodes (a,,0),(c,1) € |T 4+ | are identified with the nodes a,, € T and ¢ € F to keep
the notation simple, with similar conventions elsewhere in the proof.
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and Ty, =p Tay =% 6 = (T+LF), then, to show that To, = (T+1F),, it
suffices, by Lemma 4, to show that (‘Ig;; [an, al)) =5 ((E +1I 3); s [an, c)), which
can be re-written simply as ,Tg! = (T +1 ),

Observe that, since T3} =y +Ta™ for each i then it follows from Lemma 12
that

T xfao’al) w =k (Ta,;Ta, N L), (1)
and since , T3l =¢ (&; M) then by Lemma 5,
Tan X/[¢107al) W = 6 X Wt (2)
Now
L = T x’[ao’al) (2k — 1) (since ,Ta™ =4 « Tl for all ¢
and by Lemma 12)
= I x’[ao,al) (w+w*) (since 2% — 1 =, w4+ w* and by Lemma 5)
= (T Xfagar) @) Haoa)xw, [oan)xw (Tay Xag.ar) @)
=t Tan T1u,0L, [a0,a1)xe* (Sat X[ag,ar) w*) (by (1) and Lemma 4)
=t Ta, +1u, 0L, Mxwr (6 Xar w¥) (by (2) and Lemma 4)
=~ L (T+L S)Zn
as required. .

Definition 30 [Doe89, Definition 2.2.1] Let ¥ = (T; <) be any tree. For k > 1
define the following four statements about ¥:

Q.1 (k) : If k = 1 then there exists a node, if k = 2 then there exists a leaf
and if k > 3 then for every node x there exists a leaf y with x < y.

Q.2 (k) : Every path in T contains at least 2F — 2 nodes.
Q.3 (k) : Some path in T contains at least 28 — 1 nodes.

Q.4 (k) : For every node x € T and for n < 2F~1 — 1, if some path in T,
contains exactly n nodes then every path in T~, contains exactly n nodes.

Let Q (k) be the conjunction of Q.1 (k) — Q.4 (k).

For m > 2, °B,,,, will denote the non-enriched tree of which each non-leaf node
has exactly m immediate successors, and each path has exactly n nodes. When
m = 2, the binary tree 5,, , will also be denoted simply as ‘B,,.

Fact 31 [Doe89, Theorem 2.3.8] Let k > 1 and let T = (T'; <) be a well-founded
binary tree of height at most w. Then ¥ is k-equivalent to the binary tree B, if
and only if either n < 28 —1 and T =B, orn > 2% — 1 and T satisfies Q (k).

Working through the proofs of the sequence of propositions and theorems in
[Doe89] that are used to establish Fact 31, it is evident that the result also holds,
for each m > 2, when ¥ is an m-ary tree and the binary tree B,, is replaced with
the m-ary tree B, .

Given a tree ¥, recall that U (T) denotes the set of unbounded paths in ¥.
Define U (%) = U xeu(s) X and 4(T) = (U (T);<).

Proposition 32 Let k > 2 and let ¥ be a tree and L be an unbounded path of
countable cofinality in ¥. FEach of the following conditions is sufficient for the
existence of a bounded tree § for which € <, T+, §:

1. ¥ is sequentially bounded and L is a singular path in L (T).
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2. ¥ is upwards discrete and there exists a bounded tree ¥ for which T =1 T'.

3. For some m > 2, ¥ is a well-founded m-ary tree of height w that satisfies
Q(k+1).
4. There exists a bounded tree T for which T =, T'.

Proof 1. Let a € L be such that (4((¥)), is a linear order. Then T, must be
bounded for each z € T,\L. Let (a;);e,, be a k-homogeneous sequence in T, N L.
Suppose, for a contradiction, that T & [(T;a0)]* (u) for each u € T,\L. Letting
o (z,a) = (x> a) AN[(Z;a0)]* (z), it follows that the set T9(*%) is non-empty and
has no maximal element (since (%;a) |= ¢ (ai, a) for each a; while (T;a) |~ ¢ (u, a)
for each u € T,\L) hence, by the sequential boundedness of T, there is a leaf
that dominates a ¢ (z,a)-sequence. But this leaf will have to be an element of L,
which contradicts the fact that L is unbounded. Hence ¥ |= [(F; ag)]* (b) for some
b e T,\L so Ty, = Tp and the tree T}, will be bounded. Now apply Theorem 29
with (&; M) = T3l and &' = T, to obtain the result.

2. Let (a;)icw be any k-homogeneous sequence in L. For each node u € [ag, a1),
let N (u) be the set that consists of all the immediate successors of u in T, let
N = (Uuefag,an) N (u)) \L and let N' = {z € N : T, is not bounded}. For each
node x € T', let ¢, € T" be any node for which T, = (¥'), (such ¢, exists from
the fact that € =1 T'). Let R be the tree that is obtained from Lol by replacing,
for each 2 € N’, the subtree (T3l) =T, of T4l with the tree (¥'), . By Lemma
13, s Tg! = (R [ao, a1)). Now apply Theorem 29 with (&; M) = (R; [ag, a1)) and
& = (T’)ta0 to obtain the result.

3. Since ¥ is well-founded, it must be upwards discrete. By Fact 31 and the
remark that follows it, T =;11 B, ok+1_1. The result now follows by Part 2 above.

4. Let (a;)icw be any k-homogeneous sequence in L. Let

o = Jxp3x; ([[(‘Z; ag, al)]]k (zo, :cl)) .

Since T = 0 and ¥ =g 2 T then ¥ | o hence there exist by, by € T” such that
(%':b0,b1) =k (T;a0,a1) hence *(‘I')zé =k «Tgt and (Y), =i To,- Now apply
Theorem 29 with (&; M) =, (‘Z’)lg(l) and &' = (¥'), to obtain the result. -

Corollary 33 Let k > 2 and let T be a tree that is not bounded with at most
countably many unbounded paths such that each unbounded path has countable

cofinality. FEach of the following conditions is sufficient for the existence of a
bounded end-extension T of T for which T <) ¥':

1. ¥ is sequentially bounded and each of its unbounded paths is a singular path

in U (T).
2. ¥ is upwards discrete and there exists a bounded tree ¥ for which T =j o T'.

3. For some m > 2, ¥ is a well-founded m-ary tree of height w that satisfies
Q(k+2).
4. There exists a bounded tree T for which T =3 T'.

Proof By Proposition 32, for each unbounded path L in ¥, each of the four

conditions is sufficient for the existence of a bounded tree §; for which ¥ <11
T 41 5. The result then follows by Proposition 27. =
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7 A counterexample

Given a tree T and a path L in ¥ for which ¥ is not (L, k)-complete, it might be
expected that ¥ contains a subforest § for which ¥ <, T 4+ §, as was the case
in Example 1 where each unbounded path in the tree ¥ could be augmented by a
single leaf to obtain a bounded tree ¥’ for which T < ¥’. Example 34 below shows
that this need not generally be the case, even when ¥ is a model of the first-order
theory of the class of bounded trees.

Example 34 Let

let U° = {€}, and for m > 1 let U™ denote the set that consists of all sequences
of the form Yoy1y2 - - - Ym—1, and UY denote the set that consists of all sequences
of the form Yoy -+ -, where §; € U for each i. Define the relation <' on pairs
of sequences by specifying that T <' ij when T is a non-empty initial subsequence
(not necessarily a proper subsequence) of y. Finally, let ¥ = (T'; <g), where

T=Jjevo{z:2< 7}

and for all T,y € T, T <y when T is a proper initial subsequence of y. The tree
T is depicted in Fig. 5.
Observe the following:

Tyo =T for each y € U.

For each y € U, the set Ly = {z € T : & <’ gy} is a bounded path in T with

leaf 3.

For each Z € (Jm=0 U™, the set Lg, ={x €T :z <" 20,} is an unbounded

path in T since 20, € T. Hence T is not bounded.

Let L be the unbounded path L, = {0, :n > 1} in T. It will be shown in

Propositions 35 and 36 below that ¥ is a model of the first-order theory of the

class of bounded trees and that, for k > 6, ¥ is not (L,k)-complete, and that
T A T +1 § for each subforest § of .

Proposition 35 The tree ¥ of Example 34 is a model of the first-order theory of
the class of bounded trees.

Proof We will show, for each natural number k, that there exists a bounded tree
to which ¥ is k-equivalent; to ensure that the node c that is used below is defined,
assume without loss of generality that k£ > 2. Let U be as in Example 34 and let
U= (U;<z), c=0q_3, C =c”% and U = 4° +¢ Byr_;. Observe that the tree
[ is not bounded while ' is bounded. The tree . satisfies Q (k) hence, by Fact
31, U, =k Boyr_;. From Lemma 4,

U2U Gl = U+ Bor_; = st

Let A be the set that consists of all bounded paths in i, let B be the set that
consists of all paths in 4, and let A’ be the set that consists of all paths in 4 x4 w
that contain infinitely many nodes of the form (ey,z). Observe that every path
in ' X3 w contains infinitely many nodes of the form (eg, ) and let B’ be the set
that consists of all paths in I’ x5 w. Let ® be a singleton tree. By Lemma 7,

T = (LLX_A w)—f'_A/@ =k (ﬂ/ XB w) +5 D

and (W' xg w) +p D is bounded, as required. -
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Fig. 5 The tree T of Example 34.

Proposition 36 Let k > 6 and let T and L be as in FExample 34. T is not
(L, k)-complete, and for each subforest § of ¥, T A T+ §.

Proof To see that ¥ is not (L, k)-complete, observe that T is clearly upwards
discrete and by Proposition 35, T is (k 4 1)-equivalent to a bounded tree hence,
by Proposition 32, there exists an (L, k)-completion of ¥.

Next it will be shown that T A, T+ 1§ for every subforest § of ¥. Let p (z,y) =
(x <y) A—=3z(z < z < y) (which expresses that = is an immediate predecessor of
y) and 7 () = Jy13y2 (y1 # y2 A p (z,y1) A p(x,y2)) (which expresses that = has
more than one immediate successor). Consider the formula

@)=y (p2) ANy ly<zAVz((y<z<z)—=7(2)))

of quantifier rank 5 (which expresses that  does not have an immediate prede-
cessor but that it does have a predecessor y such that each node between y and
2 has more than one immediate successor). Let v be a minimal node in § and let
v = (v,1). Then T+ F E ¢ (V) hence T+ § = 3z (¢ (x)) while T |~ Jz (¢ (x))
so T #g ¥ +1 § hence T A T+ §, as required. -
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8 Concluding remarks

It was shown in Section 3 how axiomatisations of the first-order theories of certain
classes of bounded trees can be adapted for use in axiomatising the first-order
theory of the class of a-trees for a an ordinal in the range o < w®. The con-
struction that was used in the proof of the completeness of this axiomatisation
required of the first-order theories of these classes of bounded trees to respect well-
foundedness in the sense of the property BD2(¢). The reason for this is that the
only known completeness proof of an axiomatisation of the first-order theory of
the class of well-founded trees, given in [Doe89], uses a construction, for producing
a k-equivalent well-founded tree from one that is not well-founded, that does not
respect boundedness. Hence, rather than requiring of the first-order theory of the
class of well-founded trees to respect boundedness, the approach of requiring of
the first-order theories of the abovementioned classes of bounded trees to respect
well-foundedness, was taken.

Axiomatisations of the first-order theories of the classes of bounded trees and
p-bounded trees are not presently known, nor is it known whether these first-
order theories necessarily respect well-foundedness in the sense of BD2(y). Hence
the axiomatisation of the first-order theory of the class of a-trees that is given in
Section 3 is only a conditional axiomatisation. The subsequent remainder of the
paper therefore concerned itself with results and observations that could be used
towards determining an actual axiomatisation of the first-order theory of the class
of bounded trees.

One natural method for constructing a k-equivalent bounded tree from a tree
T that is not bounded, is by augmenting the unbounded paths in ¥ with suitable
bounded forests. In order that one may employ a chain construction as was used
in Proposition 27, the tree ¥ 4+, § that results from adding a bounded forest § to
the end of an unbounded path L must, in addition to being k-equivalent to ¥, also
be such that ¥ < T+ F. One may expect that the raw material for constructing
such a forest § should be found within the tree ¥ itself. The tree of Example
34 shows however that one cannot, in general, simply add missing leaves, or even
entire subforests of T, to the unbounded paths of ¥ to turn it into a bounded tree;
a more intricate construction is needed.

One such construction for producing the required bounded forest § is given in
Theorem 29; it should be noted however that this construction does not respect
well-foundedness — the forest § is not well-founded, even when the tree ¥ is. In
fact, a construction for producing such a bounded forest § that also respects well-
foundedness does not exist: the tree of Example 34 is a model of the first-order
theory of the class of bounded trees, yet for k > 6, this tree has no well-founded
bounded end-extension that is k-equivalent to it.

The main problem of axiomatising the first-order theories of the classes of
bounded and ¢-bounded trees, and of devising a construction for producing,
from models of these axiomatic theories, k-equivalent trees that are bounded and
p-bounded respectively, remains. From the perspective of the axiomatisations
given in Section 3, it is furthermore needed that these constructions respect well-
foundedness. This, apart from being mathematically interesting in its own right,
will then also give a full axiomatisation of the first-order theory of the class of
a-trees.
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