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ABSTRACT In recent times, Artificial Intelligence (AI) and Distributed Ledger Technology (DLT) have
become two of the most discussed sectors in Information Technology, with each having made a major
impact. This has generated space for further innovation to occur in the convergence of the two technologies.
In this paper, we gather, analyse, and present a detailed review of the convergence of AI and DLT in a
vice versa manner. We review how AI is impacts DLT by focusing on AI-based consensus algorithms,
smart contract security, selfish mining, decentralized coordination, DLT fairness, non-fungible tokens,
decentralized finance, decentralized exchanges, decentralized autonomous organizations, and blockchain
oracles. In terms of the impact DLT has on AI, the areas covered include AI data privacy, explainable AI,
smart contract-based AIs, parachains, decentralized neural networks, Internet of Things, 5G technology and
data markets, and sharing. Furthermore, we identify research gaps and discuss open research challenges in
developing future directions.

INDEX TERMS Artificial intelligence, distributed ledger technology, blockchain technology, machine
learning.

I. INTRODUCTION
AI and DLT are currently two of the largest and most
highly discussed sectors in Information Technology. The
idea of AI was first introduced in a 1950 academic paper
focused on ‘‘Computing Machinery and Intelligence’’ [1],
while DLT gained traction nearly half a century later, with
the introduction of Satoshi Nakamoto’s Bitcoin whitepaper
in 2009 [2]. Whether chatbots or self-driving cars, AI has
progressed rapidly, aiming to execute both basic and complex
tasks across a wide range of application domains [3]–[5].
Based on an article by the International Data Corporation
(IDC), spending onAI is expected to double over the next four
years (2020-2024) [6]. DLT offers a structured and distributed
network of nodes that cryptographically secure and share
data in a public verifiable ledger [7]. The World Bank has
predicted by 2025, 10 percent of the global GDP could

The associate editor coordinating the review of this manuscript and

approving it for publication was Valentina E. Balas .

potentially be stored using DLT (specifically blockchain
technology) [8].

There are a set of advantages and disadvantages for both
AI and DLT. Therefore, research on their convergence could
lead to potential benefits, while reducing the risks associated
with each individually. Many advancements have focused
on the emergence of applications using both technologies.
Recent work on the use of AI for DLT, for example, has
focused on the development of federated AI models deployed
on DLT. This development would have nodes/aggregated
nodes participating in a decentralized network responsible
for training AI-based Machine Learning (ML) models [9].
The benefits would include reducing the risk of privacy
exploitation by limiting the ability of the initial data input
into the ML model to be shared. Alternatively, from a DLT
in AI perspective, a recent work, for example, focuses on
the development of Proof-of-Deep Learning as an alternative
proof-of-work consensus algorithm. This design would aim
to harness and recycle blockchain computational energy
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and re-invest it back into the execution of deep learning
models [10].

However, the convergence of these two technologies poses
challenging questions regarding the development of non-
repudiation in artificial intelligent decision making processes
and the use of AI in time sequenced public ledgers. The
challenge with decentralized federated AI, as discussed
above, is that a limited performance overhead would exist
when compared to traditional MLmodels. Furthermore, from
a AI for DLT perspective, the challenge facing Proof-of-
Deep Learning is that it is a novice concept and requires
more in-depth research in order to make it a potentially
viable solution. These are some of the challenges facing
the convergence of AI and DLT. Another notable challenge
that spans across both technologies is the level of trust we
as humans have in participating in the network through
the sharing of our financial and non-financial data [11].
The research explored in this paper will show how the
convergence of AI andDLT can generate great results that can
be used to further advance the potential of both technologies,
and, eventually, to expand the benefits of AI and DLT across
industry in more real world use cases. Furthermore, it will
also highlight the risks and challenges that exist as well
as indicate which sectors of convergence require further
research.

Due to the rapid development in both technologies, the
ability to accurately gather, analyse and process information
is a demanding task. Many of the previous review papers,
despite crucial additions made to current research, focused
mainly on either the use of AI for DLT or the use of DLT
in AI but not both [12]. Furthermore, some review papers
only observed blockchain technology and did not consider
other DLTs [13]. However, a paper by [14] does take all
of these aspects into consideration and addresses them. The
comprehensive structure of [14] was therefore used as a
foundation for this research paper. The novelty achieved in
this review is that it aims to add to the current literature of
each specific section. In addition, a focus has also been placed
on new developments not covered before in other review
papers observed. This refers to the development and use of
parachains and how they can be used to further improve the
development of AI.

This research paper will focus on contributing towards the
following research points:
• Gather, analyse and present a detailed review on the
convergence of AI and DLT in a visa versa manner.

• Review how AI is impacting DLT by focusing on areas
of AI-based consensus algorithms, smart contract secu-
rity, selfish mining, decentralized coordination, DLT
fairness, non-fungible tokens, decentralized finance,
decentralized autonomous organizations, decentralized
exchanges and blockchain oracles.

• Review how DLT is impacting AI by focusing on areas
of AI data privacy, explainable AI, smart contract-based
AIs, parachains, decentralized neural networks and data
markets, and sharing.

• Identify research gaps and discuss open
research challenges in order to develop a future
direction.

The research conducted in this paper aims to further
develop on the current body of knowledge. This will be
achieved by focusing on various topics ranging from those
with a long history of research such as explainable AI to
novice concepts such as parachains and non-fungible tokens.
The ultimate goal will be to identify the current state of
research, major challenges and future research directions
regarding the convergence of DLT and AI.

In order to comprehensively address these research ques-
tions, an understanding of what is meant by the concept
of technological convergence is gained, in addition to
conducting a narrative literature review on the convergence
of AI and DLT, and developing a future research direc-
tion. The rest of this research paper is structured in the
following manner: the 2nd section focuses on the research
methodology; the 3rd section describe the background of
AI and DLT; the 4th and 5th sections explore the current
literature review of DLT for AI and AI for DLT respectively;
section 6 compares and discusses the main topics gained in
the previous two sections; section 7 focuses on identifying
current applications and use cases; and finally, the 8th
section focuses on identifying research gaps and developing
a future research direction, before drawing to a conclusion
in section 9.

A. ABBREVIATIONS AND ACRONYMS

TABLE 1. Abbreviations.

II. RESEARCH METHODOLOGY
In order to gain a comprehensive overview of all applicable
research in the sectors of AI and DLT convergence, it was
important to establish a framework on how these sources
would be gathered. A majority portion of this research was
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systematically identified and gathered from the following
range of credible journals and conferences:
• IEEE Xplore
• AIS Electronic Library
• Springer Link
• Springer Open
• ArXiv (e-Print archive)
• MDPI
• SSRN (Social Science Research Network)
• Royal Society Publishing
• Science Direct
In addition to this, a portion of research was cited from

several less formal sources. This is due to the fact that the
topics discussed in this paper, namely DLT and AI are both
rapidly developing technologies and in order give the most
updated state of research in these fields, it was important to
consult additional sources such as blog posts (i.e. Business
Insider, VICE), video and written lecture pieces (i.e. MIT and
IBM) and media releases (i.e. Deloitte and Bank of England).
These together with ArXiv’s preprints are released faster
than published works, allowing for the latest research to be
gathered in these rapidly developing fields. It is imperative
to mention that all of these sources were analyzed for their
credibility by assessing each author, company or research
body’s contributions. In addition, more than one source
per section was analyzed in order to give a comprehensive
understanding of each section in the literature review.

The search terms used consisted of an array of single and/or
combined phrases located in either the title and/or body of the
piece. The following was used within the researchers search
term:
• ‘DLT’ OR ‘Distributed Ledger Technology’ as the
main research terms with ‘Blockchain Technology’ OR
‘DAG’ OR ‘Hologram’ being used as advanced search
terms.
An estimated total of 15600 research sources were
identified for these search terms.

• ‘AI’ OR ‘Artificial Intelligence’ as the main research
terms with ‘Narrow AI’ OR ‘Weak AI’ OR ‘Artificial
General Intelligence’ OR ‘Strong AI’ OR ‘Machine
Learning’ OR ‘Neural Networks’ OR ‘Deep Learning’
OR ’Reactive Machine’ OR ’Smart Information Sys-
tems’ being used as advanced search terms.
An estimated total of 1 240 000 research sources were
identified for these search terms.

These search terms were then combined in order to identify
sources of AIs convergence with DLT and DLTs convergence
with AI. An estimated total of 4 680 research sources were
identified based on the combination of search terms. This
however did not specifically display different sources linked
to AIs enhancement of DLT and then DLTs enhancement of
AI. Therefore, this population was further disseminated into
two categories, an AI for DLT stack and a DLT for AI stack.
This was achieved by breaking each stack into several major
subsections which are investigated in the literature review
section of this paper. It should be further noted that research

prior to 2008 has been excluded due to the fact that blockchain
technology, the most popular DLT, was first introduced
through the whitepaper release of the cryptocurrency Bitcoin
by its creator Satoshi Nakamoto in 2009 [2]. Research was
conducted from the 14th of January 2021 to the 11th of
March 2022.

Finally, several of the topics presented in this paper
are influenced by [14]. However, additional recent topics
focusing on the convergence of DLT and AI has been
included. These topics include the following:
• Parachains
• Decentralized Neural Networks
• Non-fungibe Tokens
• Decentralized Finance
• Decentralized Exchanges
• Decentralized Autonomous Organizations
• Blockchain Oracles
• Internet of Things
• 5G Technology

III. BACKGROUND
The Merriam-Webster dictionary describes the term Conver-
gence as ‘‘the merging of distinct technologies, industries,
or devices into a unified whole’’. The concept of technology
convergence was first coined in 1990 and has grown into
the emergence of integrated fields such as nanotechnology,
bioinformatics, and computational linguistics. In this section,
the background of AI and DLT will be explored in order to
establish a clear understanding of each concept before further
investigating their convergence.

A. DLT
DLT is an umbrella term for multi-stakeholder and cross party
systems that process data in a decentralized manner within
trustless environments [15]. DLT is divided into two main
categories, private and public.

1) PRIVATE DLT
A private DLT strictly requires nodes to have permission to
join a network, these types of DLTs make use of a distributed
rather than a decentralized architecture. Furthermore, they
are less transparent in their nature due to the hierarchy of
role-based access where validators are manually appointed
rather than a consensus protocol being followed [16].
Examples of private DLTs include Hyperledger Fabric [17]
and Quorum [18].

2) PUBLIC DLT
A public DLT, also known as a permissionless DLT, is open to
any user in the network, allowing them to join the network as a
node. Consensus protocols are followed, allowing users in the
network to view and validate data transactions. Public DLTs
are also both decentralized and distributed and examples
include cryptocurrencies such as Bitcoin and Ethereum built
on blockchain technology [16]. There are 3main public DLTs
the researchers want to highlight.
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a: BLOCKCHAIN TECHNOLOGY
Blockchain technology is the most known DLT, garnering a
lot of attention since the introduction of the cryptocurrency
Bitcoin [2]. Blockchain technology can be described as a
distributed consensus model that is unchangeable, containing
a shared digital ledger made up of a chain of blocks that
sequentially records tangible and intangible data transac-
tions [19]. Data transactions are recorded on the blockchain
by being verified by a majority of the miners (an agent that
holds a full node) on the network [20]. Each block contains
the following four elements [21]:
• A set of transactions.
• A hash taken from the previous mined block - this indi-
cates that each block will be produced in a chronological
fashion because the current block can identify where it
came from.

• A header for each block containing its hash value.
• A merkle hash tree.

The Bitcoin blockchain for example, uses a ‘‘proof-of-
work’’ consensus protocol in order to confirm and process
transactions. This entails miners of the network having to
solve mathematical puzzles by hashing a set of transactions
in the block. This therefore generates new blocks to
the blockchain. It is imperative to note that the Bitcoin
blockchain uses a SHA256 (Secure Hash Algorithm 256-bit)
cryptographic hash function to do this [22].

b: DIRECTED ACYCLIC GRAPH (DAG)
In mathematics, the concept of DAG is a graph that moves in
one direction without connecting the other edges. Therefore,
it makes it impossible to transverse the whole graph starting at
one edge. A DAGDLT uses this logic by only allowing nodes
and transactions to move in specific directions [23]. Each
transaction is connected to at least one other in the following
manner:
• Transactions are directed by earlier transactions con-
necting to later transactions.

• Transactions are acyclic meaning a specific transaction
cannot loop back and connect to itself.

• Transactions are connected in a mesh type of fashion,
representing nodes linked to each other in a graph
network.

An example of a DAG DLT is IOTA’s Tangle [24].

c: HOLOCHAIN
An agent-focused rather than data-focused architecture.
It opts to not use any consensus algorithm and instead
gives each agent their own forking system, thus increasing
scalability of the network [25]. This DLT is relatively new
and still requires further research and investigation.

3) RECENT BLOCKCHAIN TECHNOLOGY ADDITIONS
Research into blockchain technology has increased over the
years and has moved from building individual blockchains
to focusing on the scalability and interoperability between
blockchains. This section will explore sidechains and

parachains as recent additions to potentially achieving
these goals. Furthermore, other protocol developments
such as smart contracts, non-fungible tokens, decentralized
autonomous organizations, decentralised finance, decentral-
ized exchanges and blockchain oracles have been included.

a: SIDECHAINS
A sidechain is a completely separate secondary blockchain,
connected to a parent/main blockchain by means of a two-
way peg which allows for the interchangeability of digital
assets at a pre-agreed rate between the main blockchain
and its sidechain(s). It should be noted that side chains
can have a completely different consensus protocol to the
main blockchain [26]. Furthermore, sidechains aim to take
a computational load off of main blockchains, increasing
scalability and flexibility [27].

b: PARACHAINS
Parachains (short for parallelizable chains) are application
specific data structures that are validated by validators in a
relay chain. Parachains make use of the security provided
by relay chains and due to their parallel nature, parachains
are able to process transactions in a scalable, secure manner
and perform highly distributed computations completely
independently, reducing the overall stress placed on the
root relay chain [28]. This means that if there are five
parachains, then all can be executed in parallel without
the fear of collision and all can use the same source of
security. There are also highly specific parachains developed
for distinct purposes [29]. These include, but are not limited
to, Encrypted Consortium Chains, Privacy Chains and Smart
Contract Chains. Polkadot is a blockchain for scalable
decentralized computation and interoperability and makes
use of parachains to accomplish this [30]. The Polkadot
blockchain is a ‘‘level 0’’ solution that uses a relay chain
at its centre and surrounds it with parachains that connect
automatically. Furthermore, non-parachains such as Bitcoin
and Ethereum require a bridge to connect to the Polkadot
ecosystem [31].

c: SMART CONTRACTS
A smart contract is an agreement between two entities that
is initiated by a piece of code stored on a blockchain that
will automatically execute once a set of attributes have
been met. Smart contracts are currently used for various
purposes including, but not limited to, financial trades, credit
authorizations and crowdfunding agreements (ICOs) [32].
The codes of smart contracts are replicated across nodes on
a blockchain and therefore benefit from the security, privacy
and immutability that blockchain technology provides [33].
The biggest smart contract provider is Ethereum but, various
other platforms exist such as Cardano and NEO [34].

d: NON-FUNGIBLE TOKENS (NFTs)
An NFT or Non-fungible token represents a unique and non-
interchangeable digital asset that is stored on a blockchain.

VOLUME 10, 2022 50777



J. S. Bellagarda, A. M. Abu-Mahfouz: Updated Survey on Convergence of DLT and AI

Data stored in an NFT is digitally secured and verified using
the cryptographic functions related to blockchain technol-
ogy [35]. Current real-world use cases for NFTs include
digital artworks, digital collectables and event ticketing.

e: DECENTRALIZED AUTONOMOUS ORGANIZATION
A Decentralized Autonomous Organization (DAO) is an
organization designed with a programmed set of open-source
coded rules and governed by a community of users. The aim
of a DAO is to reduce the risk of human error or manipulation
regarding the management of data and finances by making
decisions based on an automated set of rules and through the
majority decision taken by a community of users [36].

f: DECENTRALIZED FINANCE
Decentralized Finance (DeFi) is a relatively new concept that
aims to provide financial products, services and instruments
using distributed ledgers and smart contracts instead of
through traditional avenues such as brokerages or banks [37].

g: DECENTRALIZED EXCHANGES
A decentralized exchange (DEX) is a cryptocurrency
exchange where peer-to-peer transactions are enabled
through the use of self-executing code agreements residing
in underlying smart contracts. Therefore, there is no
requirement for an intermediary party to facilitate the buying
and selling of assets as is with traditional exchanges [38].

h: BLOCKCHAIN ORACLES
Blockchain oracles are third-party services that allow
blockchain-based smart contracts which exist on-chain to
access off-chain data. An example of data gathered, evaluated
and verified by a blockchain oracle could be temperature
measured by a sensor (hardware oracle) or cryptocurrency
price information gained from a 3rd party exchange (software
oracle) [39].

B. AI
A 1950 paper by [1] introduced the development of The
Turing test. This imaginary simulation aimed to test whether
or not a machine had the capability to think and perform in
the same manner as a human being. This was potentially one
of the first concepts of AI. AI is described in many different
ways, due to this being a literature review paper, several
definitions of AI have been identified. The following detail
the most applicable at the discretion of the researchers:
• The Merriam Webster dictionary - ‘‘ a branch of
computer science with the simulation of intelligent
behaviour in computers’’.

• AI: A Modern Approach - ‘‘The study of agents that
receive percepts from the environment and perform
actions. ’’ [3].

• Patrick Winston, the Ford professor of AI and computer
science at MIT - ‘‘Algorithms enabled by constraints,
exposed by representations that support models tar-

geted at loops that tie thinking, perception and action
together. ’’ [40].

While many publications and articles created their own
definition of AI in the preamble of their works, it is
determined that many of these definitions provide a broad
abstract understanding of AI. These definitions are vague
and can misrepresent exactly which type of AI is being
discussed. It is therefore important to establish an overview
of the technologies, models and methods that fall within AI.
In article by the authors of [41], a 2-dimensional model is
presented which aims to assess the maturity of AI based on
its intelligence capabilities. This is shown with the x-axis
representing an AIs ability to address aspects of uncertainty
and the y-axis representing the ability to adapt and solve
various problems. Based on this model, 5 AI maturity levels
are presented.

1) REACTIVE MACHINES
Reactive machines refer to the oldest version of AI created.
The capability of this type of AI is limited to its reaction
to various stimuli and is not built with memory-based
functionality, thus restricting its ability to learn from past
activity and data [42]. An example of a reactive machine is
IBM’s Deep Blue (chess computer) built in 1997 [43].

2) SMART INFORMATION SYSTEMS
Smart Information systems make use of AI, specifically
machine learning and deep neural networks, to analyze
big data and create smart technologies that are currently
used in various industries from robotics in the assembly of
automobiles to the development of entire smart homes and
cities [44].

3) ARTIFICIAL GENERAL INTELLIGENCE
AGI often referred to as ‘‘strong AI’’ and is currently a
hypothetical form of AI [45]. AGI describes an intelligent
entity that can interpret and understand data in the same
manner as the human brain. It aims to do this through the
development of a universally accepted algorithm that can be
used to learn and act in any environment [46]. AGI is currently
an idea and presents the concept of AI-based robotics, which
differs from the focus of this research paper which will be
on the use of AI software in convergence with DLT. The
researchers will focus on the further improvement of AI
decision making using past and current data sets, rather than
on artificially intelligent robotics and its interpretive analysis
of data to come to a decision [47].

4) SELF-AWARE AI
The concept of a self-aware AI is very similar to that of
AGI. The only difference is that a self-aware AI would
develop the ability to both understand and evoke emotion,
beliefs and desires of its own [48]. As mentioned above, this
version of AI is currently hypothetical and therefore will not
form part of the focus of this paper.
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5) NARROW AI
Narrow AI aims to use a set of rules to analyze large
quantities of data in order to develop forecasts regarding a
specific task at hand [49]. IBM, for example, uses narrow
AI in the development and operation of their supercomputer
Watson [50]. However, narrow AIs specific focus on a single
domain adds a limitation to its ability, due to the logic behind
its computational analysis not being easily transferable
to another task. Therefore, narrow AI cannot compute
dynamically across domains as humans do [51], [52].

Machine Learning is the application of algorithms in
systems that give them the ability to autonomously learn,
develop and enhance from experience rather than being
specifically programmed [53]. ML models aim to use initial
data samples as a foundation and to continually analyse
and learn by identifying patterns in the data. Eventually, the
model would be able to learn autonomously by itself without
any external help [54]. There are 3 main machine learning
algorithms the researchers want to highlight.

a: SUPERVISED MACHINE LEARNING
Supervised machine learning is a set of algorithms that use
known labeled sets of input data (x) to produce a known
output (Y) in an accurate manner [55]. The algorithm/s
continually make predictions of the outcome and are
repetitively adjusted until the correct output is generated [56].

Y = f (x) (1)

Supervised machine learning can be classified into two types
of issues, a classification issue and a regression problem.
A classification issue is when the outcome data should
be assigned into a specific category (such as a decision
tree where the outcome could be ‘blue’ or ‘green’) [55].
A regression problem on the other hand, aims to interpret
the connection between the dependent and independent data
sets (such as using linear regression to determine housing
prices) [57].

b: UNSUPERVISED MACHINE LEARNING
Alternative to supervised learning, this set of machine
learning algorithms aim to analyse unlabeled sets of data
by determining unknown patterns through learning about
the similarities and differences in the data [58]. An exam-
ple would be facial recognition. Common methods used
within unsupervised learning are clustering and association
rules [59].

c: REINFORCEMENT LEARNING
Reinforcement learning aims to develop and train an ML
model in a trial-and-error fashion so that it can reach the
correct conclusion and make the right decisions in a complex
situation. The model would be rewarded for a right decision
and penalised for a wrong decision, thus allowing the system
to learn from its own mistakes [60]. This approach differs
from supervised learning as the AI is given no idea of what
the correct outcome should be [61].

IV. REVIEW OF DLT FOR AI
The first part of this literature review aims to explore how
DLT could be used to enhance AI. Based on the researchers
analysis of the current state of research in this field, the
following main subsections have been identified.

A. DLT-BASED AI DATA PRIVACY
The battle between privacy and personalization has become
a leading talking point. Major technology companies such
as Facebook, YouTube and more recently TikTok aim to use
centralized AI-based data collection and analysis techniques
to curate content for their users. Netflix, for example,
recommends videos to a user by analyzing not only the
specific users viewing patterns, but also the viewing patterns
of other users on the platform [62]. This presents a risk
of imposing on a users’ privacy. Facebook, for example,
encountered a massive scandal in 2018 when data analytics
firm Cambridge Analytica had improperly gained data from
over 87 million Facebook users [63]; AI-enhanced DLT
could be a potential solution to this problem. An article
by the authors of [12] proposes the example of a social
network where an AI collects and analyses user’s data in a
decentralized manner from the user’s device. Data is then
personalized and returned back to the user in a closed
loop. The development of such a platform could lead to
users having both control over their data and allow them
to find comfort in knowing their privacy is protected while
at the same time receiving the benefits of automatic data
customization. An article by the authors of [64] explore how
such data sharing platforms would be designed and built.

1) DECENTRALIZED FEDERATED AI
Federated learning, also known as collaborative learning,
aims to train a machine learning model using only the data
stored on a local device. Once the data has been gathered
and analyzed, the resulting output (not the data itself but,
rather what the ML model has learnt) is sent to a master
client. The master client will then group the output from a
multitude of different devices and form a new model, without
ever removing data off each local device [65]. This approach
differs from traditional models where multiple different data
sets are uploaded to a central point and analyzed. The
evolutionary next step in the development of Federated
AI would be to deploy it on a DLT. DLT-based federated
learning would have nodes/aggregated nodes participating
in a decentralized network and responsible for training AI-
based ML models [9]. Due to the nature of DLT, various
benefits would become prevalent. These include reducing the
risk of privacy exploitation by limiting the ability for initial
data inputted into the ML model to be shared. Furthermore,
an article by the authors of [66] present an AI marketplace
built on the blockchain where users can purchase ML
models and sellers can use their local computational capacity
to further enhance the model’s data quality. The authors
identified a 15 percent reduction in the cost of execution.

VOLUME 10, 2022 50779



J. S. Bellagarda, A. M. Abu-Mahfouz: Updated Survey on Convergence of DLT and AI

However, an article by the authors of [67] explores the
disadvantage present in federated AI’s when compared to
traditional machine learning models. It is determined that
the introduction of DLT brings with it a limited performance
overhead of up to 15 percent for federated learning models.
This, however, does present an opportunity for future
research, which will be discussed at a later stage. In [68], the
authors explore the use of a DLT-based federated learning
model in the healthcare sector. In this article, the authors
present a potential privacy preserving solution to patient data.
The use of federated learning models deployed via smart
contracts on the Ethereum blockchain system allows data to
be accurately and securely logged and input data never being
released.

2) TRUSTED EXECUTION ENVIRONMENTS
Trusted Execution Environments (TEEs) are situated in an
isolated compartment of the main processor of a central
processing unit, but outside the normal operating systems
in which data can be stored confidentially and transferred
securely between or from applications running within the
TEE [69]. Based on the nature of TEEs, it only shares
data with third party applications that meet all criteria
points which are established to maintain its trustworthy
nature. Current real-world use cases for TEEs include smart
phones. The TEE presented in this use case is a separate
processing environment that exists apart from the rich
execution environment (RSS) containing its ownmemory and
storage. The TEE is used to perform sensitive operations and
store sensitive data.

In some cases of DLT, there is data that is hypersensitive
and requires the highest level of privacy. A solution to this
is the use of trusted execution environments. An article by
the authors of [70] explores DLT-based off-chain payment
channels setup in TEEs to secure transactions between
parties. Furthermore, development into the use of TEEs
in permissioned DLTs is found in articles by the authors
of [71], [72] and [73]. A further look into LucidiTEE by
VISA explains how analytics take place in each secured
part of the TEE without retaining any input or output
data, thus enforcing history-based policies (the current rules
surrounding data is dependent on the prior use of that
data) [71]. In a similar fashion to DLT-based federated AI,
a potential negative in the use of TEEs is that the extent of
the trustworthiness of the TEE is at the mercy of the hardware
manufacturer.

3) DIFFERENTIAL PRIVACY
The best way to describe this is to use an example where
differential privacy has been utilized. In October 2006,
Netflix created a competition open to the public whereby
they challenged any person/group to develop a system that
could outperform the accuracy of their collaborative filtering
program using a dataset of movie ratings. This dataset held
no personal identifying data, but it resulted in participants
recovering over 99 percent of personal data by using auxiliary

data points from IMDB [74]. Differential privacy aims to
incorporate randomly generated noise into algorithms to
lessen the risk of privacy issues by malicious third parties.
Therefore, data becomes fuzzy and imprecise, making it more
difficult to breach [75].

In an article by the authors of [76], the use of differential
privacy in DLT (specifically blockchain technology) is
explored to achieve further privacy enhancements. They
experimented using differential privacy to achieve secure
self-controlled private data sharing on the blockchain. This
article was presented using a prototype built on the Quorom
network (an Ethereum blockchain smart contract platform).
This however, is still a prototype that uses an experimental
approach and gains experimental results. Therefore, further
research is still required.

B. EXPLAINABLE AI
As the sophistication of AI increases so does the level of
trust required. The decision making of AIs has rapidly transi-
tioned from virtual assistants (examples include Apple’s Siri
and Amazon’s Alexa) to complicated aggregated machine
learning models that make life and death decisions (examples
include self-driving cars and healthcare systems).

A further issue known as the black box dilemma which
deals with the fact that we have minimal insight into howAI’s
make the decisions they do [77]. Due to the complex nature
of machine learning algorithms, it is often not understood
exactly how and why AI systems make the decisions they
do, specifically in the development and use of deep neural
networks. Explainable AI (XAI) proposes a potential solution
to solve the black box dilemma of AI systems. Researchers
aim to use a set of tools and frameworks to understand the
predictions generated by AI models. Further to this, XAI
can provide reasoning for decisions made and whether the
decision is justifiably positive or negative by implementing
continual feedback taking into account new datasets and thus
revisiting the value of the decision made.

There are several articles that explore the use of DLT in
explainable AI systems. These range from the incorporation
of federated learning models [9], [67] and trusted execution
environments [78] but, there are two sources the researchers
would like to highlight. In an article by the authors of [12],
the need for an immutable audit trail to track the flow of
data patterns that AI systems use to make the decisions is
explored. DLT offers a potential solution in tracking AI data
and offering interested parties a detailed audit trail to track
each decision made by an AI system. In an article by the
authors of [79],the development of AGI (Artificial General
Intelligence) progression using DLT encryption, specifically
smart contracts, as a more efficient alternative to human-
based monitoring is investigated. A drawback in this article
is that AI data pattern control systems need to be developed
and tested in a transparent, non-hackable simulation. The
field of DLT-based explainable AI poses one of the best
fields for future research. The advantages of achieving the
comprehensive levels of trust with AI systems through the use
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of DLT and, finally opening the black box by identifying the
‘why’ behind decisions made could be amassive step forward
in the evolution of practical use cases such as self driving cars.

C. SMART CONTRACT-BASED ARTIFICIAL INTELLIGENCE
In an article by the authors of [9] and [80], the use
of smart contracts as a platform to ensure computational
integrity on which machine learning models can be situated is
investigated. This entails placing artificial intelligent systems
onto DLT (specifically blockchains) using smart contracts
and decentralized applications. Users would be able to
deploy AI systems on smart contracts and have them self-
execute once a predefined set of conditions have been met.
This is further explored by the authors of [81] in their
article. The authors explore the use of smart contract-based
AIs to transport pieces of software which would be free
from bugs and loopholes, a current issue experienced in
the development of blockchain by a multitude of different
participants. In the article by the authors of [82], the use
of Ethereum smart contracts together with AI systems to
provide visibility on decisions taken by an AI (in this case
it refers to the development of Deepfake video content) is
explored, therefore making digital content credibly traceable.
There have been further articles that look at establishing
smart contract-based economies in sectors such as electric
vehicles [83] and identity management systems [84].

As a build on the current state of research, ML models
placed on off-chain smart contracts can be better imple-
mented in TEEs, based on the fact that TEEs can supply
high levels of computational power through the use of GPUs
while still preserving the anonymity of personal data. This is
supported in articles by the authors of [85] and [86] with them
further investigating the ability for smart contract executions
to be scaled off-chain while simultaneously maintaining high
levels of data integrity. However, a potential drawback is that
the solution can easily be implemented in Ethereum smart
contracts, but not in other blockchains and/or DLTs without
modification to the original scripting system.

D. DATA MARKETS AND STAKING-BASED DATA SHARING
The operating effectiveness and accuracy of ML models and
AI systems is based heavily on the amount of data that is
inputted. The generation of high-quality comprehensive data
sets require the ability for highly skilled actors to identify
and describe information correctly [87]. This data, when fed
into ML models generates non-partisan outcomes and allows
the AI systems to make the most accurate decisions possible.
Companies, such as Google and Facebook, benefit from the
combination of both high-level AI developments and the
ability to feed those AI systems with large quantities of data.
The issue here is that a few large entities are in control of large
sets of personal data, which they make revenue from (i.e.
Facebook Ads) and their methods behind how they process
this data is unknown. Therefore, the development of DLT-
based data marketplaces poses a potential solution.

In an article by the authors of [11], the development of
staking-based protocols for data access and monetization is
described. Their whitepaper refers to the development of
DLT-based (using Ethereum ERC20 wallets) data market-
places where publishing and consuming data is tokenized.
Furthermore, providers are rewarded for their data based
proportionally on the amount of token liquidity staked.
By creating both staking requirements and associated tok-
enized rewards for data, it therefore leads to more users
participating in the system. Thus, high-quality private data
can be obtained in a decentralized manner, allowing all
parties involved to gain from the process. Individual users can
monetize their private data and smaller players in the field of
AI system development could gain more high-quality data.
A potential drawback to this is that data is only gained if
the individual users trust in the system is enough to warrant
providing their personal data.

E. PARACHAINS
In January 2021, Ocean Protocol, a decentralized data
exchange protocol came together with Polkadot, a multi-
chain technology in order to give Polkadot users the ability
to transfer data on the Ocean Protocol marketplace. This was
achieved through Moonbeam, an Ethereum compatible smart
contract parachain on the Polkadot platform [88]. Ocean
Protocol’s compute-to-data framework aims to increase the
advantages of using private data (i.e. for research and business
purposes) while reducing the risk of privacy exploitation
by never directly sharing data, but rather granting specific
access to it. Data is never moved away from the ownership
of the entity/individual while still allowing third party
developers/researchers to use the data to further improve
AI models [11]. However, until now this has only been
possible on the Ocean Protocol platform. The introduction of
Moonbeam and specifically the parachain-based framework
of the Polkadot network makes it possible for interoperability
between users and data on both networks to occur [89]. The
ultimate aim for Ocean Protocol is to become the underlying
data layer for multiple blockchains [89]. This ability for
parachains to be deployed and connected could potentially
mean that full interoperability across blockchain networks
is achieved. This could make the transfer of data across
networks possible, and when specifically focusing on data
used for AI models, it could mean quicker and easier access
to high quality datasets. However, the development and use of
parachains is fairly new and further research and development
into the viability of this solution is required.

F. DECENTRALIZED NEURAL NETWORKS
In an article by the authors of [90], an AI platform called
DeepBrain Chain is presented. Through the use of blockchain
technology it aims to lower the cost of processing power
in addition to using smart contracts to ensure the privacy,
security and ownership of data as well as the transparency
of developed AI algorithms.
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Furthermore, in an article by the authors of [91], a privacy
preserving decentralized learning of randomized neural net-
works is presented. The article identified that decentralized
learning of randomized neural networks resulted in a similar
performance to a centralized approach where full training
data is available at a single node. However, it should be noted
that there is a need for further testing of more randomized-
based neural networks.

G. INTERNET OF THINGS
In an article by the authors of [92], the use of blockchain
technology is presented as a potential solution to reducing
high energy consumption caused by Internet of Things
technology. In an article by the authors of [93], architectures
for blockchain technology integrated Internet of Things is
presented. The article explores the incentives and use cases
for such an integration to occur and presents an architecture
titled BIIT 1.0 as a potential solution.

An alternative framework is presented in an article by the
authors of [94]. In order to address security, scalability and
latency issues related to Internet of Things, a blockchain-
based distributed cloud architecture with a software defined
networking (SDN) is presented. This enables the distribution
of fog nodes at the edge of the network. An evaluation was
conducted against other existing models and resulted in an
overall improvement in performance and a reduction in delay
and response time.

H. 5G TECHNOLOGY
In an article by the authors of [95], 5G technology is
explored and further developed through the use of bothAI and
blockchain technology. Currently, 5G makes use of various
complex digital technologies such as Multiple Input Multiple
Output which runs over higher radio frequencies. The
introduction of AI can assist in simplifying these complex
processes but it raises a security and privacy concern. The
article presents the case of integrating blockchain technology
to secure AI-enabled 5G cellular networks. Furthermore,
the authors present a simulated case study using blockchain
technology for AI-enabled 5G which resulted in a 20 percent
decrease in energy consumption at the RAN level.

V. REVIEW OF AI FOR DLT
The second part of this literature review aims to explore how
AI could be used to enhance DLT. Based on the researchers
analysis of the current state of research in this field, the
following main subsections have been identified.

A. AI-BASED CONSENSUS ALGORITHMS
Since the release of Bitcoins whitepaper by Satoshi
Nakamoto [2] in 2008 and the emergence of its underlying
driver blockchain technology, there have been multiple
different consensus algorithms released with each proposing
a solution to DLT drawbacks and weaknesses [96]. Several
articles in current literature explore the use of AI-based
consensus algorithms to solve the enormous amount of

FIGURE 1. Overview of current research topics.

computational energy that is lost to the Proof-of-Work
(PoW) consensus. The following indicates the two AI-based
consensus algorithms the researchers want to highlight from
current literature.
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1) PROOF-OF-DEEP LEARNING
In an article by the authors of [10], Proof-of-Deep Learning
is a proof-of-concept design that harnesses and recycles
blockchain computational energy and re-invests it back into
the execution of deep learning models is investigated. This
is achieved through the establishment that a valid proof for
a new block would only be produced if a deep learning
model is generated. However, a potential drawback is that
malicious requesters and miners are able to generalize the
model requester. In addition, this approach is still conceptual
and therefore requires further research to be performed using
a realistic pattern of block submission andmore deep learning
data sets.

2) PROOF-OF-KERNEL WORK
In an article by the authors of [97], the Poof-of-Kernel
Work (PoKW) consensus algorithm where only a reduced
number of nodes participate in solving Proof-of-Work
computational puzzles in such a way that malicious third
parties cannot stage an attack due to the reduced strike area
is investigated. The use of AI in making their consensus
approach adaptive to various systems is shown through a
use case. A pilot project collaboration by XAIN and Porsche
was run focusing on improving blockchain-powered hybrid
Porsche vehicles through reinforcement learning and PoKW.
The results increased efficiency and security in commu-
nication between vehicle machine networks. Furthermore,
it allowed for substantial reductions in energy consumption
and democratized networks including mobile low-power
devices such as in engine control units (ECUs) in connected
vehicles.

B. ARTIFICIAL INTELLIGENCE-ENHANCED SMART
CONTRACT SECURITY
The articles in this subsection explore how AI is used to
further improve smart contract security.

1) THE USE OF NEURAL NETWORKS
In an article by the authors of [98], neural networks are used
as amethod to analyse the operational code gained from smart
contracts and therefore classify the particular sector a smart
contract exists is explored. In [99], the authors take a different
approach, running long short-term memory (LSTM) neural
network architectures on various different smart contract
operational code. A specific article by the authors of [14]
highlights an article by the authors of [100] and their method
to detect honeypot smart contracts. However, before this
article can be explored, it is important to explain what a smart
contract honeypot transaction is. A honeypot is a malicious
smart contract that is used to deceive, usually novice users
of their funds by luring them in with a free, withdrawable
amount stored in a smart contract. However, once the user
interacts with the smart contracts, the funds are not released
and the processing fees used to initiate the withdrawal are
taken [100].

In an article by the authors of [100], the case of
using data analysis techniques to detect smart contract
transaction behaviour is presented. They achieve this by
collecting aspects of smart contract data such as flow of
funds, source code length and other features used in the
detection of honeypot smart contracts. This is then aggregated
into a training model and executed. This would allow for
the detection of new honeypots based on already known
techniques. In an article by the authors of [100], the analysis
of contract bytecode and transaction behaviour in order to
identify honeypots is explored. They do this by separating
instances of movements in funds between the contract
creator, the contract and the transaction sender. Furthermore,
transaction attributes that contain vital information for the
detection of honeypots are identified. This approach allowed
for both the identification of new honeypots based on already
known techniques as well as the identification of unknown
honeypot techniques by sequentially removing one technique
from the training set. However, a potential drawback is
the inability to identify contracts or accounts with larger
transaction histories and place it into categories that do not
involve honeypots.

Based on further analysis of long short-term mem-
ory (LSTM) neural networks,an article by the authors of [101]
investigate its use in smart contract security and conclude
that its use, together with convolutional neural networks
positively assist in the encryption of passwords on current
systems such that malicious attacks (i.e. DDOS, MITM) are
significantly reduced.

2) THE USE OF GAME THEORY
In an article by the authors of [102], they develop, implement
and experiment with a framework of a heavy-duty smart
contract using game theory which aims to use a select number
of processors to carry out the processing of heavy-duty
tasks. The use of game theory allows for efficiency in both
computational power and security of the smart contract.

C. SELFISH MINING
The concept of selfish mining was first introduced in an
article by the authors of [103] in 2013. In this paper,
the authors explain that contrary to popular belief, miners
or pools of miners can exploit the Bitcoin network and
create a centralized ecosystem. This is done by miners who
intentionally hold off on publishing mined blocks. Based on
this, honest miners are forced to process data on obsolete
chains, therefore increasing the selfish miners portion of the
mining revenue. This issue has been discussed in depth since
an article by the authors of [103] was published. In terms of
the use of AI, there are several articles that provide a solution
to selfish mining. In an article by the authors of [104], they
explore the use of a multi-functional reinforcement learning
model to solve complex selfish mining formulated based on
the discrete-time stochastic control process called Markov
Decision Process (MDP). Based on an experiment carried
out by the authors, it was determined that the model could
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function without prior knowledge of the variables regarding
the selfish mining MDP model. In an article by the authors
of [105], they focus on the detection of selfish mining.
They present a trial-and-error approach to expose selfish
mining attacks that use the Proof-of-Work (PoW) consensus
algorithm. This is achieved through a data analysis approach
to identify the size of transaction confirmations and the
production of blocks to the network in order to identify
situations when selfish mining is occurring.

D. AI-DRIVEN DECENTRALIZED COORDINATION
AI has the ability to be the talking point between a multitude
of different devices based on different technologies. It can
enhance the communication between technologies, removing
any need for a centralized point of communication and further
securing the transfer of data between these devices. In an
article by the authors of [106], they refer to this concept
by presenting the case of how blockchain technology can
be used in conjunction with robotic swarms. In an article
by the authors of [107], they explore the use of blockchain
technology as a dynamic method to analyze reputation as a
unit of measure. The researchers demonstrate this through the
use of a data analysis approach to further improve federated
learning functions. Furthermore, an article by the authors
of [108] propose the use of self-identifying TEE-based
confidentiality in smart contracts. This article is specifically
targeted in this section due to the fact that a practical
prototype system had been developed and tested in order for
the authors to arrive at their conclusion.

It is important to explore the use of AI and DLT in
the development of The Internet of Things (IOT) as the
industry is growing rapidly and there is a lot of promise
in the development of specific technologies being able to
speak to each other [109]. The Internet of Things refers
to physical devices that are connected via the Internet, all
collecting and analyzing data in order to produce a real-time
result [109]. An example of IOT can range from a single light
bulb controlled from a mobile application all the way to full
potential smart cities where entire regions are equipped to
control aspects such as lighting, traffic, waste management
and parking by analyzing the data collected from various
sensors, cameras, platforms and other sources [110]. In an
article by the authors of [111], a DLT-based AI-enhanced IOT
architecture that aims to remove centralized data analysis,
security and privacy risks as well allow for larger and
more efficient training data for AIs is presented. This is
achieved through a DLT-based AI architecture that during
their qualitative analysis, indicates higher levels of precision
and security while lowering levels of energy waste when
compared to other forms of technology (eg: fog computing).
As mentioned before, the researchers once again commend
the authors in taking a practical approach to the investigation
of AI and DLT as an effective and efficient coordination
mechanism. A further article by the authors of [112], they
investigate the use of DLT and AI in ensuring the security and
privacy of communications in the IOT space. They propose

a traffic monitoring solution used to remove the collision
of data patterns and ensure energy efficiency. In articles
by the authors of [113] and [13], they investigate how
the convergence of AI and DLT could potentially lead
to developments in real world use cases such as smart
cities, healthcare, self-driving vehicles, precision farming,
and, banking and finance. IOTA launched Tangle in 2016,
a directed acyclic graph DLT used to store transaction data
securely and provide a scalable decentralized marketplace
for Internet of Things device data [114]. However, the
drawbacks include the need for persistent storage needs (via
permanodes) [115].

E. DLT FAIRNESS
In an article by the authors of [12], the use of AI as a mediator
for humans using a DLT of some form is described. AI has the
ability to take actions and execute decisions that resolve any
issues and track those decisions and their outcomes on chain.
The use of AI as a mediator for example, the way humans
communicate digitally has been explored. In an article by
the authors of [116], the use of AI in the development
of ‘‘smart’’ text messages is described. AI would have
the ability to identify that a potential conflict may occur
based on its analysis of word structure and conversational
context and in return propose something to say to the writer.
In the realm of AI as a mediator brings a slew of different
potential positives such as the ability to communicate better.
However, it also brings rise to potential challenges such as
user conversation privacy. The more interesting alternative
dispute resolution that AI is being used for is that of the
arbitrator, specifically in the DLT space. AI could be a
better alternative to humans in the arbitration process by
being more unbiased, consistent and completely information
driven [117]. However, a potential drawback here is that
the learning model only operates for pre-programmed voting
setups, which results in it being limited in its implementation.

Regarding smart contract fairness, the authors of [118]
propose an article that aims to use a machine learning-based
voting system that allows participants to vote on several
smart contract attributes. Once the votes have been counted,
the majority decision is followed, thus directing the overall
behaviour of the smart contract. Furthermore, a point to
highlight is the ML models analysis of participants’ voting
history in order to assist them in making future decisions.
This is imperative as it helps to make quick decisions in
unexpected situations.

F. NON-FUNGIBLE TOKENS
Non-fungible Tokens are a relatively new technology that is
using AI to enhance its functionality, product offering and
security. In an article by the authors of [119], an AI tool
developed by online art community and gallery DeviantArt
is investigated. The AI tool presented aims to detect
infringements of digital artwork NFTs that do not belong to
the original artist. This is achieved by using image recognition
machine learning to scan public blockchains and online NFT
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marketplaces for the same or similar artwork images. Once
identified, the tool will alert the artist of the infringement
and request that they submit a Digital Millennium Copyright
act (DMCA) takedown request to have the NFT removed.
It should be noted that there is a need for further research
and user acceptance testing to investigate the validity of the
solution presented.

Furthermore, an article by the authors of [120] describe
Fetch. ai’s approach to developing NFTs using AI and
machine learning. The tool called Colearn pAInt aims to
create a collection of NFTs using AI and machine learning by
combining the collective art of up to 100 users. In addition,
users who purchase these NFTs will own the underlying AI
algorithm and will be entitled to a portion of the proceeds of
any artworks produced by the algorithm.

G. DECENTRALIZED FINANCE
In an article by the authors of [121], BlockBank, an AI-
enhanced DeFi platform, is presented. The application aims
to enhance the trades made by the users through the guidance
of an AI-powered bot that analyses real-time trading and
social media activity to make informed trading strategy
predictions.

Furthermore, in an article by the authors of [122], an AI-
powered DeFi cryptocurrency portfolio management plat-
form is presented. Users of the platformmake use of Dynamic
Asset Sets (DynaSet) where AI is utilized to dynamically
balance and manage a portfolio of cryptocurrency utility
tokens. The AI algorithm manages the ratio of the DynaSet
via trustless smart contracts, executing trades on Uniswap,
a noncustodial decentralized exchange.

H. DECENTRALIZED EXCHANGES
In an article by the authors of [123], a permissionless Solana-
based decentralized exchange (DEX) tool is presented where
AI is implemented together with underlying smart contracts
and blockchain-based data oracles to assist users in their
trading activities. The tool ‘‘Soldex’’ makes use of a neural
network algorithm that gathers and analyzes asset prices and
movements to present users with an array of various trading
strategies.

I. DECENTRALIZED AUTONOMOUS ORGANIZATION
An AI-enhanced Decentralized Autonomous Organiza-
tion (DAO) is presented in an article by the authors of [124].
Through the use of adaptiveML and feedback loops, the DAO
presented aims to automate all human-based administrative
functionalities and have AI autonomously execute decisions
based on the data it is given. An interesting use case presented
focuses on marketing strategies that are developed, evaluated
and maintained by an AI functionality. An AI algorithm
would generate and place advertisements, evaluate its return
on investment (ROI) and adjust the overall marketing strategy
accordingly using feedback loops thus not requiring the need
for human interaction.

J. BLOCKCHAIN ORACLES
The trustworthiness of external data is currently a problem
associated with blockchain oracles with the validity of
information residing with the party inputting the data [125].
In article by the authors of [126], an AI-based blockchain
oracle is presented to solve this problem. Through the
use of decentralized narrow AI, smart contract decision
making would be transparent and immutable based on the
interpretation and validation of external data. Furthermore,
several other AI functionalities could be used in various
use cases, such as image recognition being used to validate
insurance claims.

VI. COMPARISON AND DISCUSSION
The above two sections presented a systematic analysis and
review of the current state of research on the convergence
of DLT and AI. The current state of research on their con-
vergence is largely limited to scientific research. In addition,
the strengths, weaknesses, and overall characteristics of the
two technologies differ substantially. One of the aims of
AI is to extract, interpret, and analyze large quantities of
data. This is currently performed using centralized servers
which poses a risk for abusive hacking and exploitation.
The design of DLT on the other hand provides a consensus-
based decentralized ledger that enhances the security of
digital data. However, it does not provide for the deep
analysis of data like AI does. Therefore, the theoretical
integration of both technologies would harness each other’s
strengths and provide the capabilities to solve their weak-
nesses. AI could potentially enhance DLT performance and
governance, while DLT could provide improved data security,
privacy and increase the overall performance of the AI in
question.

By reviewing current literature, in terms of the impact
of AI for DLT, there are subsections with varying levels of
real world use case practicality. Investigation into alternative
consensus algorithms (i.e. Proof-of-Deep Learning and
Proof-of-Kernel Work) show this. Proof-of-Kernel Work
is explored through a practical real world use case by
improving blockchain-powered hybrid Porsche vehicles.
On the other hand, Proof-of-Deep Learning is a conceptual
idea and requires fundamental research in order to create
a foundation for practical implementation. Furthermore,
a review of research indicates security and governance
advantages over smart contract data, specifically in Ethereum
smart contracts. Furthermore, a focus is placed on IOTAs
Tangle, an alternative to blockchain DLTs and its advantage
of scalability in the development of a data marketplace
for IOT devices. However, further research is required as
this DLT poses a risk of persistent storage needs due to
permanodes. Therefore, either further research into how to
navigate past this disadvantage is needed or a focus needs to
be placed on alternative DLT solutions. Finally, the use of
AI in NFTs is explored with a practical solution developed
to assist in identifying digital artwork NFT infringements.
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TABLE 2. Review of DLT for AI.

However, further research into the viability and effectiveness
of this solution is required.

As in the case of DLTs impact in AI, the advantages
mentioned in all subsections are highly centered around AI
data security and privacy, in addition to giving power to the
individual over how their data is utilized when incorporated
into AI models. The section is divided into areas where
current research is not mature enough to warrant practicality

and user acceptance while other areas are further advanced.
Trusted Execution Environments, for example, is a topic
that incorporates a technology already well established and
used (i.e. in cellphones). Furthermore, research focuses
on real world use case applications developed and tested
by large, well known entities (i.e. LucidiTEE by Visa).
This TEE-based blockchain system is developed and tested
for transferring hypersensitive data across a multitude of
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different parties. This development is an addition to the
overall potential possibility of real-world implementation and
adoption. However, in saying this there are other fields where
fundamental research is still required. Explainable AI, for
example is a complex topic that requires thorough research
and analysis. Furthermore, DLT-based solutions are currently
altogether (i.e.Development of AGI progression using DLT
encryption). Regarding parachains, a practical use case is
presented in the research but is limited in that the concept of
parachains is fairly new and further research is required into
understanding the viability of the solution. This thinking can
be used across the entire literature review as the testing via
a use case may have been completed but the practicality of a
fully fledged and mass adopted solution requires additional
research to be completed.

As a whole, both the use of DLT in AI and AI for DLT are
exciting fields that present a good case for future research.
The individual technologies of AI and DLT are useful alone
and research in this field indicates that they could be useful
when converged together. Future research topics are explored
in the next section.

VII. APPLICATIONS AND USE CASES
In this section, current applications and use cases spanning
various industries will be discussed.

A. HEALTHCARE
In an article by the authors of [129], the impact of blockchain
technology on the healthcare industry is explored and
discussed. Blockchain technology offers various benefits
such as decentralized storage, security, privacy as well
as being tamper-proof. However, the healthcare industry
requires strict control over the authenticating and record
sharing of patient data. Therefore, a subset of researchers
from academia and industry have focused on developing
applications and architectures to cater for the healthcare
industry.

In an article by the authors of [130], a blockchain-based
record storage and sharing application called Medicalchain
is presented. The application allows patients to share
their medical records with specific healthcare professionals.
Furthermore, any interactions of this data is recorded in an
immutable and transparent manner onMedicalchain’s private
ledger. Medicalchain is not just a single application but also
a blockchain ecosystem that allows developers to build upon
it. Developers can create smart contracts that when executed,
analyze patient data and output an opinion such as which diet
is best to follow. Medicalchain has been officially launched
and is currently in use in several hospitals in the United
Kingdom.

In an article by the authors of [131], a use case for amedical
drug supply chain is presented. The current medical drug
supply chain suffers from various complex and inefficient
processes and the risk of counterfeit products is still a major
concern. Due to the nature of blockchain technology and its
ability to keep an immutable and transparent record of data

and information, its application to the medical drug supply
chain industry is highly applicable. The solution is currently
theoretical and the need for a practical blockchain framework
with a transaction verifying process is presented.

The applications and use cases presented above satisfy
various requirements specific to the healthcare industry.
However, there are still several risks that need to be addressed,
such as mining attacks. In addition, there are several
requirements specific to the healthcare industry that are not
yet explored through the blockchain technology applications
presented.

B. 5G TECHNOLOGY
In an article by the authors of [95], a comprehensive intel-
ligence and secure data analytic framework is presented for
5G technology that incorporates a convergence of blockchain
technology and AI. The framework, named ‘‘Block5GIntell’’
is successfully compared to other traditional alternatives with
a resulting energy consumption reduction of 20 percent at the
RAN level.

Furthermore, in an article by the authors of [132],
a healthcare centered context-aware blockchain-based model
is presented with the aim of encrypting data among various
nodes within the architecture of a 5G network. The proposed
model was evaluated against various evaluation metrics and
outperformed in comparison to alternative solutions.

C. INTERNET OF THINGS
In an article by the authors of [127], a blockchain-based
smart home gateway architecture is presented with the
aim of preventing data forgery. Currently, the connections
between Internet of Things devices are maintained centrally,
thus presenting various security vulnerabilities. The solution
presented uses blockchain technology in the gateway layer
between device and the cloud layer to ensure data integrity
and security. Based on the evaluation performed, the imple-
mented solution outperformed other existing methods. Smart
cities are also impacted from the development of the Internet
of Things.

An article by the authors of [128] present a comprehensive
literature review of the various security issues affecting
the integration of blockchain technology into smart cities.
Multiple solutions are explored with a specific focus on the
development of blockchain-AI based intelligent transporta-
tion systems. In article by the authors of [133], a blockchain-
based real-time ride-sharing service is presented as a potential
use case. The application aims to achieve accurate matching
by representing the ride share area as multiple overlapping
grids so users can find and share the same rides. Furthermore,
privacy is maintained through the encrypting of offers and
requests. Through an evaluation performed, the application
requires low communication and computation overheads.

D. SUPPLY CHAIN
In an article by the authors of [134], a blockchain-based
circular economy model is presented. This model follows
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TABLE 3. Review of AI for DLT.

the process flow of make, use and recycle which replaces
the current take, make and dispose supply chain model.
Through the use of blockchain technology, products can
be traced from their production origin to their sale or
recycling. Furthermore, customers purchasing these prod-
ucts have full access to the products history therefore

knowing its origin and whether or not the product was
recycled.

In an article by the authors of [135], supply chain
management within the medical industry is explored through
the use of AI-enhanced medical drone application in Ghana’s
healthcare supply chain. Results from this study found
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that sustainable development goals were achieved such
as a reduction in carbon emissions. In addition, socio-
economic advantages were identified such as a reduction of
mortality rates, thus leading to improved social and economic
livelihood for citizens.

VIII. RESEARCH GAPS AND FUTURE DIRECTION
In this section, the strengths, weaknesses and trends in each
subsection of the literature review are explored and as a result,
future research topics are presented.

A. DLT FOR AI
1) EXPLAINABLE AI
DLT offers a solution to the AI black box problem by
providing a transparent and secure ledger on which AI
metadata, stemming from various training models, could sit.
Furthermore, DLT can be used to host XAI applications
in both an on-chain and off-chain situation. This addition
to current XAI models could allow for increased levels of
security and reliability of the AI going forward. Based on
current research, basic AI models are being deployed on a
distributed ledger of some kind, however in order for larger,
more complex AI models to be placed on DLT, further
research and development is required. A potential solution,
as proposed by the authors of [78] investigates the use of
trusted execution environments to analyse complex private
data in an effective and efficient manner. A demonstration
is shown using a sample of patient healthcare data but
the idea of using trusted hardware (in this case TEEs) to
execute machine learning models via DLT is a future research
topic.

2) DATA MARKETS AND STAKING-BASED DATA SHARING
There are many advantages in tokenizing data on a DLT-
based marketplace so that it can be traded securely and
efficiently. In addition, it also creates an economic incentive
for individuals to share their data, thus generating more
diverse data sets for AI models to consume [9]. There are
many articles discussing various technical solutions in this
field [136], [114] and [137]. However, the topic of how to
best build tokenized marketplaces and economies remains as
a research topic to be investigated. Furthermore, an article
by the authors of [138] mention the potential disadvantage
of incentivizing individuals to share their data. They present
a case that individuals could be economically motivated to
share their data and therefore, not make informed decisions
as to what they are really sharing and with what entity.
This further builds onto the previous future research in
how tokenized data marketplaces could be built [138].
Finally, there exists a future research question relating to
the tokenizing of AI assets (i.e. training data, algorithms
and models). There exists research in articles by the authors
of [139] but further development into how to execute this
process more effectively and efficiently, with the most upside

and the least risks to personal data needs to be further
researched.

3) DECENTRALIZED FEDERATED AI
Articles by the authors of [14] and [12] mention the use
of DLT to organise federated AI models so that no input
data is shared among participants and instead, nodes are
the actors within the federated environment. The use of
DLT-based federated AI models could potentially ensure
privacy and security of data, however further research is
still required in order for this concept to be executed in
real-world use cases. As mentioned in the literature review
section of this paper, there exists limitations in this field.
An article by the authors of [67] explores the disadvantage
DLT presents with regards to federated AI’s in comparison
to traditional machine learning models. It is determined that
the introduction of DLT brings with it a limited performance
overhead of up to 15 percent for federated learning models.
Future research is therefore required in order to identify ways
in which performance overhead can be reduced for real-
world use cases. In addition to the technical future research
topic proposed, there exists a need for non-technical future
research to be investigated. It is currently unclear whether
the potential guarantees of increased privacy and security
from DLT-based federated learning models will encourage
individuals to become more willing to share their data with
AI models. Furthermore, as discussed in the previous section,
a tokenized economy with data incentives will still have to be
efficiently and effectively developed in order for data to be
gathered for DLT-based federated learning models.

B. AI FOR DLT
1) DLT FAIRNESS
The use of AI-basedDLT protocol security and smart contract
security has been researched in the literature review section
of this paper. However, a future research topic presents itself
with a focus on AIs capabilities to govern DLT protocols and
smart contracts. The current development of the reliability
and explainability of AI is not sufficient to justify that
it will operate as expected when brought together with
DLT [140]. Therefore, further research is required into the
reliability, trustworthiness, security and overall operations
and explainability of AI before it can be used to govern DLT
protocols and smart contracts.

2) AI-BASED CONSENSUS ALGORITHMS
The article by the authors of [10] present the ‘Proof-of-
Deep Learning’ consensus algorithm which aims to recycle
blockchain energy and have miners execute deep learning
training tasks instead of processing hash calculations. The
design presented holds a lot of potential but is still a novel
idea in its early stages of development and is without
any real world use case implementation. As mentioned in
the article, the model requester could become universal to
multiple malicious requesters whomay conspire with miners.
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Therefore, more focus needs to be placed on identifying
patterns of realistic block submissions and investigating more
deep learning training sets. This presents a future research
opportunity to further develop the Proof-of-Deep Learning
consensus algorithm.

3) AI-DRIVEN DECENTRALIZED COORDINATION
Articles in the literature review section of this paper
investigate how the convergence of AI and DLT can lead
to potential improvements in privacy and security while
simultaneously lowering energy consumption and waste.
However, the majority of these articles are concepts and have
not been implemented into real world use cases. Furthermore,
regarding challenges relating to IOT such as security, privacy
and scalability need to be further investigated and explored
in order for complete practical solutions to be developed and
implemented [111].

4) SELFISH MINING
In an article by the authors of [104], they propose a potential
solution to solving the Markov Decision Process (MDP)
problem using multi-functional reinforcement learning mod-
els. However, per the article, future research is required in
order for this solution to be completely developed. A focus on
incorporating more DLT (in this case the Bitcoin blockchain)
features such as stale block rate. Furthermore, a focus needs
to be placed on increasing the speed of convergence of the
mining algorithm proposed in order to make it as economical
as possible. This could potentially be achieved through a
focus on deep reinforcement learning models.

5) NON-FUNGIBLE TOKENS
In article by the authors of [119], an AI tool is presented
with the goal of assisting in the detection of infringements
in digital artwork NFTs. This is achieved through the
use of image recognition machine learning to scan public
blockchains and online NFT marketplaces for the same or
similar artwork images. Due to this solution being relatively
new, further research into its viability and effectiveness
is required. In addition, the use of AI can be leveraged
and combined with other technologies, such as verifiable
credentials, to assist in the validation and ownership of
underlying data assets within NFTs.

IX. CONCLUSION
In this paper, the researchers investigated the current state
of literature as presented by the authors of [14], in addition
to identifying new research streams within the convergence
of DLT and AI. Furthermore, several future research topics
on the convergence of DLT and AI are also presented. Both
technologies are currently trending and their convergence
offers realistic benefits in various sectors. In addition,
progressive developments indicate a newwave of opportunity
may exist to be taken advantage of in this sector. The literature
review section was divided into two parts, each making AI
or DLT the dependent and independent variable. In terms of

the advantages AI can bring to DLT, the researchers analysis
highlighted literature regarding developments of innovative
AI-based consensus protocols, ways to further enhance smart
contract security and device coordination, potential solutions
tomaliciousmining, ensuring fairness exists in the DLT space
and the identification of fraudulent digital assets. On the other
hand, DLT could aid AI by providing potential solutions
to explainable AI, developments of AI data markets and
presenting various solutions to ensure AI data privacy and
scalability. In order to develop a future research agenda, the
researchers aimed to use the literature review as a foundation
and selected key sub sections believed to be filled with
opportunity. The results indicated that both theoretical and
practical advances in the convergence of AI and DLT exist,
with specific focus placed on the subsections of explainable
AI, data markets, decentralized federated AI, DLT fairness,
AI consensus algorithms, DLT-based device coordination
and NFTs. The researchers believe this paper provided an
understanding and meaningful insights into the convergence
of DLT and AI. Together with a focus on developments in this
emerging field, it helps to add to the body of knowledge and
analysis that currently exists.
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