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Microbial fuel cell (MFC) architectural modification is increasingly becoming an important
area of research due to the need to improve energy recovery. In this study, we present a
simple low-cost modification method of the anode that does not require pre-treatment-step
involving hazardous chemicals to improve performance. The modification step involves
deposition of granular activated carbon (GAC) which is highly conductive and provides a
high specific surface area inside a carbon cloth that acts as an anode and as a supporting
material. The GAC particle size of 0.6-1.1 mm led to an increase in air-cathode MFC
performance due to both an increase in the available surface area of 879.5 m?* g for cell
attachment based on Brunauer, Emmett, and Teller (BET) results, and an increase in relevant
surface for cell attachment which was rough based on the scanning electron microscope
(SEM) results. This study also showed that there is an economic benefit in modifying carbon

cloth with GAC.

The second part of the study explored an environmentally friendly process for the treatment
of Cr(VI) with a codeposition of biologically synthesized zero-valent palladium nanoparticles
on the anode electrode of a dual chambered microbial fuel cell (MFC). The MFC featured a
granular activated carbon (GAC) anode modified with biogenic palladium nanoparticles (Bio-
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PdNPs). Temperature, pH, and initial Cr(VI) concentration were first optimized to 38 °C, pH
4, and 100 mg L' Cr(VI), respectively. Thereafter, the GAC average particle size was
successfully optimized to 0.6-1.1 mm. The results from the study showed that GAC can be
successfully modified using Bio-PdNPs to improve the performance of Cr(VI)-reducing MFC
with Bio-PdNPs loading of 6 mg Bio-PdNPs g GAC resulting in peak output potential
difference of 393.1 mV, maximum power density of 1965.4 mW m™, and complete removal

of 100 mg L™ Cr(VI) in 25 h.

The third part of the study was to develop a dynamic computational model for Cr(VI)
reduction in MFC. The model incorporated Monod kinetics with Butler-Volmer equation.
Accuracy of the parameter estimation and capacity of prediction of the model was validated
with usage of two independent data sets. The results of the normalized root mean squared
errors for both reduction of Cr(VI) and output voltage were less than 0.2, which indicated that
the model fit for the experimental data was acceptable. The model was then used to
demonstrate the effect of both the primary microbial cell and substrate concentration on
Cr(VI)-reducing MFC performance. An increase in primary microbial cell and substrate
concentration improved the reduction rate of Cr(VI) in the cathode chamber. Lastly, the
model was used for the optimization of both concentrations. The time it takes to achieve
maximum power output was minimized by using a primary microbial cell concentration of 25
mg L as opposed to a value of 45 mg L. In addition, the substrate concentration was
optimized to 60 mmol L as opposed to a value of 120 mmol L. Overall, the model
provided an initial step into determining optimal MFC operational conditions without doing

much lab-work.

Keywords: Electrocatalysis; biogenic palladium; Cr(VI) reduction; energy recovery;

dynamic model.
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CHAPTER 1: INTRODUCTION

1.1 Background

Wastewater bearing hexavalent chromium [Cr(VI)] is discharged from industrial activities
such as electroplating, textile production, leather tanning, paint manufacturing and wood
processing to the environment and that leads to heavy metal pollution (Matsena et al., 2018).
The discharged Cr(VI) gives rise to negative health effects in humans as it is known to be
carcinogenic and mutagenic at high concentrations and acutely toxic at lower concentrations
(Occupational Safety and Health Administration., 2006). Studies have shown heightened
cases of skin, lung, bladder and liver cancer in populations with prolonged exposure to
Cr(VI) (De Flora, 2000). These deleterious effects necessitate the careful treatment of

effluents containing Cr(VI) before releasing them to the environment.

Several technologies have been proposed for the reduction of Cr(VI) into the more benign,
less mobile trivalent chromium [Cr(III)] oxidation state (Tichapondwa et al., 2018). These
include chemical reduction (Kang et al., 2017), biological reduction (Chirwa and
Molokwane, 2011) and electrochemical reduction (Sriram et al., 2018). Chemical induced
reduction methods have several drawbacks which include high operational costs, the need for
toxic reducing agents and high energy input (Song et al., 2016). Biological reduction is
therefore an attractive alternative process due to its low operating costs, however, its
efficiency is limited by Cr(VI) toxicity to Cr(VI) reducing microorganisms (Chirwa and
Molokwane, 2011). Recently, the use of bioelectrochemical systems such as dual chambered
microbial fuel cells (MFCs) as an alternative method to treat wastewaters containing Cr(VI)
has been receiving considerable attention (Li et al., 2018; Song et al., 2016; Sophia and
Saikant, 2016). In this method, the Cr(VI) is used as an electron acceptor in the cathode
chamber. Not only is this method cost effective, it also generates energy that can be used in
other sections of the process. In addition, dual chambered MFCs have been shown to have

high tolerance to Cr(VI) toxicity (Li et al., 2008).
The standard reduction potential of Cr(VI) is 1.33 V higher than 1.23 V for O, (Li et al.,

2008). This implies that Cr(VI) can theoretically act as a better electron acceptor in the

cathode chamber as compared to O,. In addition, when formate (HCOOQO) is used as an
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electron donor (-0.43 V) (Zhang et al., 2018), Cr(VI) reduction using dual chambered
microbial fuel cell (MFC) is theoretically possible due to a positive overall cell potential

(Eocell), where Eocell=1.76 V.

The anodic surface area and electrocatalytic activity play a crucial role in the performance of
the MFC. In order to improve the surface area and electrocatalytic activity of the anode
electrode, dispersed material and palladium can be used. Dispersed materials are mostly
inexpensive, durable and have high surface area (Jiang and Li, 2009). Usage of dispersed
materials can improve performance of MFCs as shown in studies that used activated carbon
granules in titanium mesh (Liu et al., 2014), graphite in titanium mesh (Zhang et al., 2013),
anode activated carbon granular bed (Jiang and Li, 2009), and biochar in carbon cloth (Wang
et al., 2018). This is because these materials provide high surface area for cell attachment
when using the same amount of mass as one would use in a solid material such as a carbon

rod.

To the best of our knowledge, no study has reported the use of dispersed anode material
modified with biogenic palladium nanoparticles (Bio-PdNPs) to improve the performance of
a Cr(VI)-reducing MFC. Therefore, one the purposes of this research is to help provide more
knowledge in that regards by conducting a simple modification of the carbon cloth anode by

the disposition of granular activated carbon.

Another problem addressed in this research involves the modelling of Cr(VI)-reducing MFC.
Most of Cr(VI)-reducing MFC studies are lab-based and the contributions of different
parameters including bacterial concentration, bacterial kinetics, mass transport phenomena,
and temperature cannot all be studied either independently or in combination at the lab. This
is due to time constraints and the costs involved. Therefore, modelling techniques have to be
developed in order to model metal reduction and energy production of not only Cr(VI)-
reducing MFCs but all metal-reducing MFCs. Models are valuable in studying parameters
because not only do they reduce the time and costs involved, but they also provide the ability
to simulate and adjust the configurations and operating conditions without conducting much

of lab-work.
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Since the first model development by Zhang and Halme (1995), which was simplistic in its
form and provided a stepping stone into the advanced modelling of MFCs, MFC modelling
has now been expanded to different applications such as modelling different electron transfer
mechanisms using Nernst-Monod (Kato Marcus et al., 2007; Torres et al., 2008) and Butler-
Volmer-Monod (Hamelers et al., 2011) models. These electron transfer mechanisms include
direct electron transfer (DET), solid-conductive matrix, and mediated electron transfer
(MET). DET mechanism occurs via physical contact between the outer membrane and the
anode (Cao et al., 2019). Solid-conductive matrix refers to the microorganism using a pilus-
like structure called a nanowire instead of using an outer membrane to attach to the electrode
(Santoro et al., 2017). Lastly, MET mechanism involves electron transfer that occurs with the
help of low molecule, soluble mediator that eliminates the requirement of direct contact

between the microorganism and the anode (Cao et al., 2019).

To further elaborate, the Nernst-Monod model was successfully used to study the effect of
substrate and anode potential on the performance of MFC considering the electron transfer
was through a solid-conductive matrix (Kato Marcus et al., 2007; Renslow et al., 2013;
Torres et al., 2008), and Butler-Volmer-Monod model was shown to have success in
modelling MET mechanism via internal redox components of the microbial cell (Hamelers et
al., 2011). Picioreanu et al. (2007) also developed a multidimensional mathematical model
for MET mechanism and used the Butler-Volmer equation to understand the effect of
parameters such as the external resistance, concentration of the mediator, suspended to
biofilm cells ratio and initial substrate on the MFC performance. The problem with the
multidimensional mathematical model was the level of computation required to solve the
equations, and Gadkari et al. (2019) solved the problem by introducing a simple fast
converging model with the ability to provide a detailed parametric analysis over a range of
parameters through using a simple mathematical formulation that incorporated Butler-Volmer
equations and sufficiently described the important processes of MFCs with their governing
equations for bio-electrochemical kinetics and charge transfer without being computationally

intensive.

Recent studies have expanded on both Nernst-Monod and Butler-Volmer-Monod models to

MFC applications such as nitrogen oxides removal (Su et al., 2018), phenol removal (Hejazi
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et al., 2019), and biosensor for monitoring water quality (Radeef and Ismail, 2019). Hence in

this study, Butler-Volmer-Monod is used as a basis to model metal-reducing MFCs.

1.2 Problem Statement

Palladium (Pd) has been used to increase the electrocatalytic activity of MFCs. This is due to
Pd having an excellent electrocatalytic oxidation of various organic molecules such as
formate (Quan et al., 2015) and ethanol (Wang et al., 2013) which are the metabolites from
the metabolic processes of electrogens in the anode in order to improve MFC performance. In
addition, Pd is abundant (Fang et al., 2020) and has been shown to favour direct pathway in
the oxidation of various organic molecules which avoids the surface of the electrocatalyst
being poisoned by carbon monoxide (Pramanick et al., 2020). However, drawbacks exist in
chemically synthesized Pd nanoparticles as they are mostly fabricated using a variety of toxic

chemical reagents under harsh conditions (Moon et al., 2014).

Biological synthesis of Pd, which is a more environmentally friendly process, eliminates
these drawbacks since it requires less chemical reagents and occurs under gentle conditions.
Biologically synthesized Pd nanoparticles have been used to improve the electrocatalytic
activity of the anode in previous studies (Matsena et al., 2020; Quan et al., 2018b) and are
therefore used in this study to improve the performance of the Cr(VI)-reducing MFC.

Solid material such as a carbon rod has a low surface area as compared to dispersed material
such as GAC when using the same amount of mass. Therefore, GAC is a viable replacement
to solid material anode electrodes which is used in this study in order to improve MFC

performance since the anode surface area plays a crucial role in the performance of MFCs.

With respect to the modelling of Cr(VI)-reducing MFC, models have been used by previous
studies to provide an initial step in modelling Cr(VI) reduction in both microbial and plant
fuel cells (Habibul et al., 2016; Song et al., 2016), however, the models did not include
modelling the bio-anode processes and the electrochemical properties of the Cr(VI)-reducing
MFC. Therefore, this study addresses the development of a mechanistic model which
provides an initial step of modelling metal reducing MFCs and includes bio-anode processes

and the electrochemical properties of MFCs.
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1.3 Scope of the Study

In this study, a series of experiments to enhance the performance of Cr(VI)-reducing MFC
were conducted. In addition, a mechanistic model was developed to provide an initial step in

the simulation of Cr(VI) reduction in MFCs. This study is comprised of two major parts:

» To conduct MFC experiments for energy generation and Cr(VI) reduction in a dual
chambered MFC.
» To develop a simplistic mechanistic model for ease of implementation in dual chambered

Cr(VI)-reducing MFC.

1.4 Research Hypothesis

In the current research, it is hypothesized that biologically synthesized palladium
nanoparticles and GAC will enhance the performance of Cr(VI)-reducing MFC. It is
additionally hypothesized that the mechanistic model that incorporates Monod kinetics with
Butler-Volmer equation should be able to represent the performance of the dual chambered

Cr(VI)-reducing MFC.

1.5 The Objectives of the Present Research
1.5.1 General objectives

To evaluate the potential of the Bio-PdNPs and GAC on improving the performance of
Cr(VI)-reducing MFC. In addition, model the Cr(VI)-reducing MFC.

1.5.2 Specific objectives

» o optimize various parameters such as cathode pH, Cr(VI) concentration, and anode
temperature for the dual chambered Cr(VI)-reducing MFC.

» To perform experiments to evaluate the effect of GAC on the performance of the dual
chambered Cr(VI)-reducing MFC in order to evaluate its impact on anode surface area.

» To conduct morphology analysis on the GAC using the scanning electron microscope
(SEM) in order to evaluate the smoothness or roughness of the surface.

» To evaluate the effect of using Bio-PdNPs on the performance of dual chambered Cr(VI)-

reducing MFC as a way of improving the anode electrode catalytic activity.
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» To develop a mechanistic model for the Cr(VI)-reducing MFC using the Monod kinetics
and Butler-Volmer equation, evaluate its predictive capacity and conduct various

simulations.

1.6 Thesis Outline

This dissertation is composed of eight chapters.

Chapter 1.  This chapter contains the introduction, problem statement, the objectives and

the scope of this research, and the outline of the thesis.

Chapter 2. Reviews previous work and developments in the area of MFCs, their history
and the emergence, the science behind MFCs, the various electrochemically active bacteria
that are used in MFC applications, the effect of physical/structural parameters on the
performance of MFCs, the effect of chemical and biochemical parameters on the MFC

performance, and various MFC applications.

Chapter 3.  This chapter is the materials and methods section and it includes the details of
the chemicals used, methods on the inoculation of the anode chamber, isolation and
enrichment methods of microorganisms for Bio-PdNPs production, the fabrication of the
anode using GAC and Bio-PdNPs, the Cr(VI)-reducing MFC experimental setup, and the

analytical methods and instruments used in this study.

Chapter 4. This chapter includes the results and discussion on the anode modification

with GAC in order to enhance energy recovery in an air-cathode MFC.

Chapter 5.  This chapter includes the results and discussion on the anode modification

with Bio-PdNPs and GAC in order to enhance energy recovery and Cr(VI) reduction in MFC.

Chapter 6.  This chapter details the results and discussion on the modelling of dual

chambered Cr(VI)-reducing MFC using the Monod kinetics and Butler-Volmer equation.
Chapter 7.  The conclusions from this study and recommendations are presented.

Chapter 8. The appendices are attached in this chapter.
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CHAPTER 2: LITERATURE REVIEW

2.1 Background
2.1.1 The history and emergence of microbial fuel cells

The researcher who first conducted work on microbial fuel cells was a professor of botany at
the University of Durham, Michael Cresse Potter. In 1910, when he was researching on how
microbes degrade organic compounds, he observed that microorganisms actually have the
ability to generate a potential difference and deliver current (Potter, 1910). In 1911, he
continued on the work and used platinum wires as electrodes and microbial cultures of
Escherichia coli and Saccharomyces cerevisiae to further demonstrate the ability of microbes
to generate electricity (Potter, 1911). This work led to the discovery of the first microbial fuel
cell (MFC) which was further explored by Barnett Cohen, a biochemist at Cambridge
University. Cohen connected these MFCs in series and demonstrated in 1931 how this type of

connection can improve energy generation (Cohen, 1931).

It was not until the 1960s that MFCs took part of a program that was launched by the
National Aeronautics and Space Administration (NASA) as an opportunity to recycle waste
into electrical energy during a space flight (Liengen et al., 2014). This never attracted much
attention up until 1983 when Bennetto et al. (1983) and Stirling et al. (1983) at Kings College
put emphasis on the usage of redox mediators in MFCs to improve energy generation. In
addition, the interest increased in 1999 when it was demonstrated by the Byung Hong Kim
group at the Korean Institute of Science and Technology that electrochemically active
bacterial species in MFCs did not require mediators for electron transport (Kim et al., 1999).
Since the beginning of the 21* century, the research in MFCs has exponentially increased
with notable advances being made in the improvement of energy recovery. Table 2.1 shows

the summary of the history and emergence of MFCs.
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Table 2.1 Summary of the history and the emergence of MFCs.

Scientist Year Contribution Ref.
Galvani, L. (University 1791 Reported the first observations of (Kipnis,

of Bologna) bioelectricity. 1987)
Volta, A. (Pavia 1800 Discovered a ‘Voltaic pile’ which was the first  (Volta,
University) non-rechargeable power source. 1800)
Davy, H. (Royal 1800 Recognised the relationship between chemical  (Dicks and
Institution) and electrical effects. Rand, 2018)
Schonbein, C.F. (Basel 1839 The first demonstration of the principle of a (Schoénbein,
University) fuel cell effect. 1839)
Grove, W.R. (Royal 1839 Demonstrated a more efficient voltaic cell (Wisniak,
Institution) called the ‘Grove cell’. 2015)
Grove, W.R. (Royal 1842 Developed the first working prototype of a fuel (Grove,
Institution) cell. 1842)
Ostwald, F.W. (Leipzig 1893 Described the interconnections between (Flimban et
University) several components of the fuel cell. al., 2019)
Potter, M.C. (University 1910 Observed that microorganisms actually have (Potter,

of Durham) an ability to generate a potential difference. 1910)
Potter, M.C. (University 1911 Used Escherichia coli and Saccharomyces (Potter,

of Durham) cerevisiae for electricity generation. 1911)
Cohen, B. (Cambridge 1931 Connected microbial fuel cells in series to (Cohen,
University) improve energy generation. 1931)
Bernetto et al. (Kings 1983 Put emphasis on the usage of redox mediators  (Bennetto et
College) in MFCs to improve energy generation. al., 1983)
Kim et al. (Korean 1999 Demonstrated that no mediators for electron (Kim et al.,
Institute of Science and transport are required for electrogens. 1999)

Technology)

2.1.2 Advances and limitations

From the time when Luigi Galvani reported the first observations of bioelectricity in the 18™

century, to the time when Michael Cresse Potter discovered the first MFC in the 20™ century,

the technology has grown and has attracted an increasing number of researchers in recent

years as shown in Figure 2.1.
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Figure 2.1 The total number of publications in the years of 1962-1999, 2000-2009 and 2010-
2019. The data is based on the number of articles mentioning ‘microbial fuel cell’ in Scopus

till March 23, 2020.

The first major research on MFCs was published in 1910 to 1931, which includes research by
Potter (1910, 1911) and Cohen (1931) on the demonstration of MFC and how series
connection improves performance. Between 1962 and 1999, only 29 papers on the research
based on MFCs were published according to Scopus. These include the work done by
Bennetto et al. (1983) and Stirling et al. (1983) on the mediator and Kim et al. (1999) on the
mediatorless MFC. It is not up until the years between 2000 and 2009 that the number began
to increase. During this time, 965 papers where published (Figure 2.1). The most prominent
publications that were most cited based on Scopus were the work done by Chaudhuri and
Lovley (2003) and Rabaey et al. (2004) which confirmed a mediatorless MFC, Liu and Logan
(2004) which presented a single chamber MFC, and Gorby et al. (2006) which expanded on

the knowledge of electrically conductive bacterial nanowires.

A spike in the number of publications was experienced in the years between 2010 and 2019

with 7866 publications. This is because MFCs do not only provide solutions to today’s
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environmental problems but they can also be applied over a wide-range of applications.
These applications presented in the years 2010 to 2019 include the simultaneous nitrification,
denitrification and carbon removal (Virdis et al., 2010); salt removal in a continuously
operated upflow microbial desalination cell with an air cathode (Jacobson et al., 2011); and
self-powered supercapacitive microbial fuel cell that uses high-power operation of an internal
supercapacitor (Santoro et al., 2016). From Figure 2.2, it can also be seen that in the last ten
years, the MFC research has been growing meaning in the future, there exists a potential for

new applications on MFCs to be developed.
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Source: Scopus (March 23,2020)
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Figure 2.2 The total number of publications in each year from 2010 to 2019. The data is
based on the number of articles mentioning ‘microbial fuel cell’ in Scopus till March 23,

2020.

2.1.3 Implication to the energy industry — water/energy nexus

Figure 2.3 shows the rise in global electricity consumption from 1999 to 2019 (Enerdata,

2020).

10
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Figure 2.3 Global electricity consumption (Enerdata, 2020).

It is projected that energy-related water consumption is set to increase by 60% in the year
2040 due to several energy technologies which can have high water demands such as biofuels
production, nuclear power, and carbon capture and storage (CCS) (IEA, 2017). In addition,
although it is estimated that the global electricity consumption by the supply, treatment and
desalination of water will remain at about 4%, the increase in electricity consumption due to
water-related issues in the Middle East is set to increase from 9% in 2015 to 16% by 2040
(IEA, 2017). This is actually something that will mostly be experienced by countries which
rely on nuclear and coal-fired power plants such as China, India, and South Africa, many of
which are located in areas that are experiencing water shortages. As such, making the efforts
to find new technologies which can reduce both water-use and energy consumption

necessary.

A technology that currently provides such capability is MFC. Although it is still in the
laboratory stages, it is a promising technology that can address the challenges of treating
wastewater whilst generating renewable energy. It functions independent of the sun or the

wind, and it provides additional ways in which electricity can be generated by converting

11

© University of Pretoria



UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

%
g

organic matter to energy by the use of microorganisms. It should be noted that MFCs should
never be thought of as a technology that can be a major energy supplier, however, it should
be thought of as a new approach in solving global water-energy problems which can be
integrated into already existing clean and renewable energy solutions such as wind and solar

power.

2.2 The Science of Microbial Fuel Cells
2.2.1 Electrochemistry and thermodynamic feasibility

Intense amount of research has gone into the successful implementation of different
constructions of MFCs. Most of these constructs are adapted from the already existing
technologies such as the fuel cell and packed bed reactors. MFCs are comprised of the anode
and cathode compartments which are separated by a proton exchange membrane (PEM).
Furthermore, the general electrochemical reactions that occur in each compartment are
oxidation at the anode and reduction at the cathode which are given by Equations (2.1) and

(2.2):
Substrate— Oxidizedroduct + H* + e~ (2.1)
Oxi dant + H* + e~ < Reduced oxi dant (2.2)

The electrons produced by oxidising the substrate or organic matter using the
electrochemically active bacteria move from the anode to the cathode to reduce the oxidant.
In addition, the charge balance is maintained by the movement of hydrogen ions (H") through
the PEM from the anode to the cathode. For the electrochemical reactions in MFC to be
thermodynamically feasible, an overall positive standard reduction potential should be
obtained. This will be illustrated by using glucose (CqH;,04) as a substrate and oxygen (0O)
as an oxidant. This is the most widely used MFC. The redox half-reactions are given in

Equations (2.3) and (2.4) (Sharma and Li, 2010):

CeHi20 + 6H,0 & 6C0, + 24H* + 24e™  Elq anode = — 042V (2.3)
60, +24H* + 24e™ & 12H,0  Eq cathoqe = 0.82V (2.4)
12
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where, Efq anode a0d Ereq catnode Tepresent the standard reduction potentials of the anode
and cathode, respectively. To compute the overall standard reduction potential, the difference
between E7pq cathode a0 Ereq anoge 18 calculated, which gives a positive value of 1.24 V

indicating that this type of MFC is thermodynamically feasible.

2.2.2 Cr(VI) reduction in microbial fuel cells

The main redox reactions occurring in the Cr(VI)-reducing MFC include formate (HCOO)
oxidation at the anode, where electrons generated are consumed in the cathode chamber by
Cr(VI) in the form of dichromate (Cr,0;%) to form trivalent chromium (Cr’"). Equations (2.5)
and (2.6) represent the half reactions with their standard reduction potentials defined for the

anode (E7eq anode) and cathode (E7yq catnoae)> Te€Spectively:
Anode chamber:
3HCO0 =~ © 3C0, + 3H* + 6 ESqyanoge = — 043V (2.5)
Cathode chamber:
Cr,0,27 + 14H* + 66~ © 2Cr3* + 7TH,0  E%y cathoge = 1.33V (2.6)

The standard reduction potential of Cr(VI) is 1.33 V higher than 1.23 V for O, (Li et al.,
2008). This implies that Cr(VI) can theoretically act as a better electron acceptor in the
cathode chamber as compared to O,. In addition, when formate (HCOQO") is used as an
electron donor (-0.43 V) (Zhang et al., 2018), Cr(VI) reduction using dual chambered
microbial fuel cell (MFC) is theoretically possible due to a positive overall cell potential
(E’ce)), where E°..;=1.76 V. Based on this information, Cr(VI) reduction using MFCs is one

of the methods that offers opportunities for treatment of Cr(VI) contaminated wastewater.

2.2.3 The construct of a microbial fuel cell

2.2.3.1 Dual-chamber microbial fuel cell

The schematic of the dual-chambered MFC is shown in Figure 2.4.

13
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Figure 2.4 Schematic of a dual-chambered MFC.

In addition to the generation of energy, dual-chambered MFCs are known for their dual
functionality for the treatment of wastewaters containing organic pollutants and for the
recovery and treatment of wastewaters containing heavy metals. This is because they contain
two compartments, namely the anode with the ability to breakdown organic waste, and the
cathode with the ability for metal recovery or reduction to less toxic forms. In addition, this is
the reason why this construct is highly favoured in the treatment of waste in general due to its
versatility in its applications. The organic pollutants that have been treated in previous studies
include phenol (Luo et al., 2009), polycyclic aromatic hydrocarbons (PAHs) (Gambino et al.,
2017) and polychlorinated biphenyl (PCBs) (Xu et al., 2015). Also, the heavy metals that
have been recovered using this construct include vanadium (Zhang et al., 2012), copper

(Heijne et al., 2010), silver (Choi and Cui, 2012) and chromium (Sophia and Sai, 2016).

2.2.3.2 Single-chamber microbial fuel cell

The schematic of the single-chambered MFC is shown in Figure 2.5.

14
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Figure 2.5 Schematic of a single chambered MFC.

Single-chambered MFCs can only be implemented in the treatment of organic waste without
the functionality of metal recovery. This is because the only oxidant that they can utilize is
the available oxygen in air and hence they are also known as air-cathode MFCs. The
introduction of single-chambered MFCs was due to the problems that were experienced in the
mass transfer of dissolved oxygen to the cathode electrode in dual chambered MFCs. This led
to the removal of the cathode compartment and the implementation of air-cathodes which can
be easily modified to improve the mass transfer of oxygen and MFC performance. Some of
the modification of air-cathodes to improve MFC performance which have been implemented
include using nitrogenous mesoporous carbon air cathode coated with cobalt and copper
nanoparticles (Liang et al., 2020), diffusion-layer-free air cathode based on ionic conductive
hydrogel (Li et al., 2020), activated carbon-supported Fe-Ag-N multi-doped graphene (Lv et

al., 2019), and manganese dioxide on carbon Vulcan air-cathode (Majidi et al., 2019).

2.2.3.3  Upflow microbial fuel cell

In the treatment processes, biofilm systems are known to offer an opportunity for the

bacterial community to survive under high concentrations of either organic or metallic

15

© University of Pretoria



&
UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA

Qe YUNIBESITHI YA PRETORIA

pollutants. This is achieved by presenting an environment with a variable survivability range
due to the biofilm thickness forming a dynamic concentration gradient (Matsena et al., 2018).
Therefore, under high loading concentrations of pollutants, the mass transport resistance
leads to zones in the biofilm where the concentration is low enough to allow for the survival
of detoxifying microbial agents. An example of such a biofilm system is an upflow packed
bed reactor (UPBR). To reduce the energy requirements of such systems, He et al. (2005;
2006) developed and demonstrated that a UPBR can be integrated with an upflow MFC
(UMFC) to realize a continuously operated MFC with improved performance (Figure 2.6).

(a) Reduced oxidant Oxidant (b)
o

Reduced oxidant <4— Oxidant

Cathode PEM
T PEM 1\ Cathode
GD = » Oxidized product (\/)
1\ Anode
Anode 1\
Substrate _& Substrate _4

Figure 2.6 Schematic of (a) an upflow MFC, and (b) an annular upflow MFC with interior
PEM.

Since then, UPBR-UMFC systems have been used in studies such as thermophilic microbial
communities fed with acetate (Dessi et al., 2019), an anaerobic aged sludge fuelled with a
synthetic acetate-based and actual domestic wastewater (Ismail and Jaeel, 2016),
development of double-layer-capacitor-materials modified anodes (Chen et al., 2018), and

evaluation of electrochemical performance of a photosynthetic UMFC (Zheng et al., 2017).

16
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2.2.3.4 Stacked microbial fuel cells

Due to the fact that the output potential difference of an individually operated construct of
MFC can never be above a theoretical value, even when neglecting losses and limitations,
this leads to finding other means in order to enhance the performance of MFCs. One of the
solutions is to use a stacked MFC which can be classified into three groups, namely, series,

parallel and hybrid (Figure 2.7).

(a) (b) |
MFC1
|
| | | . N
‘W ‘ ‘ ‘ MFC2
|
|
MFC3
MFC1 MFC2 MFC3 MFC4 i
MFC4

Neislin

MFC1 MFC2

Figure 2.7 Schematic of different stacked MFC configurations such as (a) series MFC

connection, (b) parallel MFC connection, and (c¢) hybrid MFC connection.

The usage of stacked MFCs was demonstrated by Aelterman et al. (2006) in which it was
shown that stacked MFCs of either series or parallel connections have the ability to produce
high power densities. Zhang et al. (2017) then showed that these two work in different ways
in order to achieve maximum power densities. A series connection improves operational

output potential difference and on the other hand, a parallel connection improves operational

17
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current output. Due to this trade-off between operational output potential difference and
current output, Zhang et al. (2017) demonstrated that a hybrid configuration can be used for
stacked MFCs in order to improve both current output and output potential difference,

although the power density will be lower as compared to parallel and series connections.

2.2.4 Factors affecting performance

Figure 2.8 shows typical polarization curve and output potential difference losses in MFC.

(a) Theoretical output potential difference

T Activation losses

Ohmic losses >\

Concentration losses \

—_—
Current output

Output potential difference

(b)

Power output
]

—_—
Current output

Figure 2.8 (a) A typical polarization curve and output potential difference losses in MFC,

and (b) a typical power output curve.

The performance of MFCs is affected by various losses which limit the attainment of
theoretical output potential difference under open circuit conditions. This is due to
irreversible losses that occur in the MFC which are also known as overpotentials. These three

main irreversible losses are identified as activation losses, ohmic losses and concentration

18

© University of Pretoria



UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

&
&

“ UNIVERSITEIT VAN PRETORIA

A 4

losses as shown in Figure 2.8a. These losses occur due to the thermodynamic requirement to
activate the electrochemical reactions, resistance to charge flow and mass transfer limitations.
Other losses which affect the performance of MFC are parasitic losses which are mainly
caused by the crossover of substrate and unwanted side reactions. The level of magnitude of
these losses varies from system to system. A typical power density curve is shown Figure

2.8b.

2.2.4.1 Activation losses

The performance of MFC depends on the kinetics of the electrochemical reactions which take
place at the cathode and anode. The kinetics are limited by the activation energy of each
reaction and are mostly dominant at low current densities/output as shown in Figure 2.8a (Fu
et al.,, 2010). Various steps can be taken to reduce the activation losses. These include
increasing the porosity and surface area of the anode, introduction of soluble mediators to
improve the anode-bacteria interaction or using microbes that use conducting pili to attach to
the electrode, increasing the operating temperature of the anode, and establishing an enriched

biofilm on the anode electrode (Kundu and Dutta, 2018).

2.2.4.2 Ohmic losses

MFC performance is also restricted by the ohmic losses. These are the losses caused by the
resistance to the flow of electrons through the interconnections, electrodes, catholyte and
anolyte. This loss is located on the linear region of the polarization curve as shown in Figure
2.8a and can be calculated using Ohm’s law in which the magnitude of the gradient
represents the internal resistance (Kundu and Dutta, 2018). There are several ways which can
be employed to reduce this type of loss, namely by minimizing the spacing of the cathode and
anode electrode, reducing the electron travel distance within the electrodes, and using low
resistive electrodes. It should be noted that the internal resistance is dominated by ionic

resistance due to the electrolyte, and in addition, the electronic resistance is mostly negligible.

2.2.4.3 Concentration losses

The process of supplying substrates and oxidants at the electrode and the removal of the
oxidized products and reduced oxidants is governed by mass transfer. When there is

insufficient mass transfer, this leads to low oxidant or substrate concentration at the surface
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of the electrode. This in turn results in a loss of output potential difference which is caused by
a decrease in reaction rate at the electrode surface. These losses normally occur at high
current densities and increase as the current density increases as shown in Figure 2.8a. In
order to reduce this type of loss, one can modify the electrode design such as porosity,
composition, thickness, and specific surface area (Rismani-Yazdi et al., 2008). Ideally this
should improve mass transfer and prevent product accumulation. Employing continuous flow
MFCs such as UMFC can improve the flux of substrate or oxidant to the electrode. This has
been reported in a previous study by Jong et al. (2006) in which the reduction of retention

time from 2.7 min to 0.7 min increased the performance of the MFC.

2.2.4.4 Parasitic losses

Additional losses to the three main losses are known as parasitic losses. These losses occur
due to substrate crossover and unwanted reactions which have been reported in previous
studies (Elangovan and Dharmalingam, 2016, 2017; Kim et al., 2016). Ideally, the substrate
should not pass through the membrane but due to molecular diffusion and electro-osmosis
(Jiang and Chu, 2003), there is some form of substrate crossover that occurs. This results in
the lowering of MFC performance due to the decrease in coulombic efficiency since less
substrate is consumed at the anode. Furthermore, the substrate and its oxidized products may
lead to the poisoning of the cathode surface. Therefore, this means that a careful
consideration on both the material and thickness of the membrane needs to be looked at so

that parasitic losses are reduced.

2.3 Electrochemically Active Bacteria
2.3.1 Classification of electrochemically active bacteria

Electrochemically active bacteria (EAB) can be classified as either electrogenic bacteria or
electrotrophic bacteria. Electrogenic bacteria are microorganisms that have the ability to
transfer electrons outside of the bacterial cell to extracellular electron acceptors. They are
used in the anode as biocatalysts in order to generate electrons from the substrate and
improve MFC performance. The examples of electrogens that have been identified in
previous studies include Geobacter sulfurreducens (Bond and Lovley, 2003), Shewanella
oneidensis MR-1 (Bretschger et al., 2007) and Shewanella putrefaciens (Yang et al., 2017).

In addition, weak electrogens which produce low current densities that have been identified
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include Bacillus subtilis and Klebsiella aerogenes (Logan et al., 2019). The other type of
EAB includes electrotrophic bacteria which are microorganisms that have the ability to
transfer electrons into the bacterial cell from extracellular electron donors. They can be used
in cathode as biocatalysts in order to consume electrons and enhance the performance of the
MFC. Microorganisms that have been identified as electrotrophs include Geobacter
metallireducens (Gregory et al., 2004), Klebsiella pneumoniae (Rhoads et al., 2005) and
Acidithiobacillus ferrooxidans (Ishii et al., 2015).

Recently, it has been shown that EAB are not limited to mesophilic conditions or typical
ranges of pH and salinity. This is because several EAB can be classified as extremophiles,
which are electrochemically active bacteria that can survive extreme environmental
conditions. These include acidophiles, alkaliphiles, halophiles and thermophiles. An example
of an acidophile EAB which survived an acidic MFC environment includes Acidiphilium sp.
(Malki et al., 2008), and an alkaliphile EAB which survived an alkaline MFC environment
includes Geoalkalibacter spp. (Badalamenti et al., 2013). Both also improved MFC
performance. Furthermore, halophilic and thermophilic EAB which improved MFC
performance are Geoalkalibacter (Luo et al., 2017) and Calditerrivibrio nitroreducens (Fu et
al., 2013). The usage of extremophilic EAB demonstrates that there are no limitations in the
generation of current under extreme conditions. Also, the usage of extreme conditions such as
high temperatures can provide advantages such as reduced contamination and fast

electrochemical reaction rates in the MFC.

2.3.2 Types of electron transfer mechanisms

Electron transfer to and from the EAB is one of the most important factor which plays a role
in the performance of the MFC. Also, numerous studies have been performed in order to
understand the mechanisms involved in the transfer of electrons. This is due to the fact that
the knowledge acquired from these studies will be able to help researchers to better select the
microorganisms suitable for MFC application through correct classification of the EAB and
identification of the mechanisms involved in the electron transfer. The extracellular electron
transfer (EET) mechanisms can be classified into two main categories, namely direct electron

transfer (DET) and mediated electron transfer (MET). Furthermore, electron transfer through
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conductive pili of EAB can be used to represent an extension of DET. Figure 2.9 illustrates

the schematic representation of the mechanisms.
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Figure 2.9 Electron transfer mechanisms that exists between anode and the electrochemically
active bacteria: (a) direct electron transfer, (b) mediated electron transfer, and (c) via

conductive pili.

2.3.2.1 Direct electron transfer

DET is related to the transfer of electrons through the adherence of bacterial cells on the
electrode without exogenous mediators (Figure 2.9a). Most of the bacterial cells that use this
type of mechanism belong to the Geobacteraceae family. Although it must be mentioned that
the first genus to demonstrate the transfer of electrons without exogenous mediators through

possibly DET was Shewanella (Kim et al., 1999). Furthermore, Geobacter sp. was confirmed
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to transfer electrons through possibly DET (Basséguy et al., 2014). DET is known to use
membrane-bound redox proteins which require a direct contact between the surface of the
bacteria and the electrode. This was demonstrated in a study by Holmes et al. (2006) who
showed that these redox proteins are c-cytochromes. C-cytochromes were oxidized and
reduced by losing and gaining electrons from the iron atom located in the heme of the
bacteria. Some of the c-type cytochromes used for DET that exist on the surface of the

bacterial cells include OmcS, OmcE and OmcB.

2.3.2.2 Mediated electron transfer

MET can occur via two types of mediators: exogenous mediator and endogenous mediator.
MET via exogenous mediator involves an electron transfer between bacteria and the electrode
using an external soluble mediator (Figure 2.9b). The oxidized form of this mediator enters
the bacteria and gets reduced, and upon its release into the electrolyte solution, it gets re-
oxidized and transfers electrons to the electrode. Various compounds have been tested in the
past as exogenous mediators. Quinine, phenoxazine, phenozine, and phenothiazine are one of
the compounds tested and with thionine being the most widely used artificial mediator
(Basséguy et al., 2014). However, due to the fact that the bacteria are dependent on the
external mediator to transfer electrons, most of these MFCs which use exogenous mediators
contain bacteria which are not intrinsically electroactive. Also, the mediators produce low
current densities and coulombic efficiencies i.e., 54% of the consumed glucose leads to
energy generation in MFC (Schroder, 2007). Additional disadvantages include constant
addition of the mediator when using a continuous MFC and the mediators are toxic to
humans and cannot be used in an environment that is open. Therefore, in order to avoid
having to use exogenous mediators, one has to consider possibly using EAB which employ

MET via endogenous mediator.

Previous studies have shown that bacteria have the ability to transfer electrons using
endogenous mediators (Xin et al., 2020; Zou et al., 2017). The endogenous mediators are
naturally derived from the bacterial cell and include flavinic compounds from S. oneidensis
MR-1 (Yang et al., 2015) and 2-amino-3-carboxy-1,4-naphthoquinone (ACNQ) secreted by
Shewanella putrefaciensare (Freguia et al., 2010). They are excreted from the cells in

reduced forms and are oxidized to transfer electrons at the electrode. Most bacteria that
23
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generate electricity in MFC without exogenous mediators are electroactive. In addition, the
bacteria produce their own mediators and eliminate the requirement of a constant mediator
addition during continuous operation of the MFC. Since most of the mediators naturally
produced by bacteria are non-toxic, this enables the MFC to be easily handled by humans

without being detrimental to their health.

2.3.2.3 Electron transfer via conductive pili

From the earliest to present studies, the investigations on DET have focused on the c-type
cytochromes which are located in the periplams and outer membrane (Shi et al., 2016).
However, in order to explain the improvement of MFC due to thicker biofilms, a hypothesis
was presented which described the long distance electron transfer in mediator-less MFCs.
This involved a pilus acting as a conductive nanowire produced by the bacterial cells as a
possible explanation (Figure 2.9c). Many studies used Geobacter as a model species. One of
the first studies to report on conductive nanowire was a study done by Childers et al. (2002).
This study found that when Geobacter metallireducens was grown on insoluble Fe(III) oxides
as an electron acceptor, it expressed pili and led to the detection of gene transcripts for the
putative pilin monomer, PilA. A similar study done by Reguera et al. (2005) also observed
the same pili expression during the growth of Geobacter sulfurreducens on Fe(Ill) oxide, but
not with soluble Fe(IIT) and determined the diameter of the conductive nanowires to be 3 nm.
In addition, there was no filament development and reduction in Fe(III) oxide observed when
the PilA pilin monomer gene was deleted from the wild-type G. sulfurreducens. This meant
that G. sulfurreducens depended on PilA pilin monomer for the development of pili and

reduction of Fe(III) oxide.

Reguera et al. (2005) found that in addition to using Fe(IIl) oxide for pili growth in G.
sulfurreducens, fumerate can also be used as an electron acceptor substitute. Moreover, they
observed that when adding poorly crystalline Fe(IIl) oxide to G. sulfurreducens grown using
fumerate, the nanoparticles attached to the pili. To determine if the pili were conductive,
Reguera et al. (2005) used conductive-tip atomic force microscopy (AFM) which revealed
that the pili were conductive. This finding coupled with the observation that pilA-deficient G.
sulfurreducens could not reduce Fe(Ill) oxide, led to the discovery that there is a long-

distance electron transfer mechanism involved in addition to the DET mechanism through
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direct membrane attachment. This was further demonstrated for biolectrochemical systems,
which suggested that G. sulfurreducens nanowires played an important role in the long-
distance electron transfer to the electrode (Reguera et al., 2006). To avoid confusion with
other conductive structures such as flagella, pilin-based microbial nanowires are now referred

to as e-pili (Lovley, 2017).

It should be noted that there is still more work that needs to be done. This is because it has
been demonstrated that the G. sulfurreducens outer surface c-type cytochrome known as
OmcS can form filaments (Wang et al., 2019). Which introduces the question that was the e-
pili detected not OmcS filaments? One recent study even makes such an interesting claim that
previous studies on G. sulfurreducens e-pili had made a mistake, and were in fact studying
filaments of OmcS (Wang et al., 2019). However, due to the evidence that exists in some
studies, that the filaments were retaining the diameter of an e-pili, and differing greatly in
conductivity depending on the density of aromatic amino acids in the pilin monomer (Lovley
and Walker, 2019), it is difficult to accept such a claim. Provided that the filaments are
OmcS, how could the aromatic density of the PilA monomer influence the OmcS filament
conductivity? Maybe the two coexisted. That is still a question that needs to be answered

which makes the study of conductive nanowires intriguing.

2.4 Other Organisms Used in Microbial Fuel Cells
2.4.1 Humus powered fuel cell

The soil has several layers which are named horizons in which the arrangement of these
layers is called soil profile. These horizons can be easily identified due to their different
textures, structure and colour (Upton and de Groot, 2008). The nature of the horizons can
then be used to classify different soil types to help provide information about the ground that
is most suitable for a specific application such as farming and construction. A soil profile
generally contains the following horizons: humus, topsoil, subsoil, weathered rock fragments

and bedrock. The schematic is shown in Figure 2.10.
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Figure 2.10 Schematic showing the soil profile.

Humus, which contains a variety of organic compounds that are chemically heterogeneous is
distributed on both land and aquatic environments. Furthermore, humus is also a stable
organic material that accumulates on top of the soil when plant and animal matter decay. It is
considered to be a product of phenol polymerization and the phenols are derived from both
fungal breakdown of lignin and as secondary metabolites in plants and bacteria. In addition,
the polymerization occurs due to oxidative coupling which is catalyzed by oxidative enzymes
such as phenol oxidase and laccases (Martinez et al., 2013). During oxidative coupling,
amino acids are also copolymerized into the polymers (Field, 2001). Although humus is not
easily biodegradable, it is very useful in providing humic substances which can be utilized as

redox mediators, electron donors and electron acceptors.
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Humic substances contain several redox-active moieties such as (hydro)quinone, sulthydy,
carboxylic, and phenolic functional groups which can be utilized by bacteria (Lipczynska-
Kochany, 2018). They are utilized by bacteria by functioning as electron sinks, and can also
function as electron sources in the form of reduced-humic substances. The first demonstration
of humic substances as electron sinks or acceptors was done by Lovley et al. (1996). They
showed that Geobacter metallireducens and Shewanella alga can use humic acid (HA) as a
terminal electron acceptor and oxidize acetate. On the other hand, it was shown by Coates et
al. (2002) that reduced-humic substances can act as electron sources or donors for the
reduction of NOj3™ using anaerobes. Since humus contains quinone moieties, it has also been
shown that they have the potential of acting as redox mediators. This was done by using
humic hydroquinone model compound, anthrahydroquinone-2,6-disulfonate (AHQDS) and
humic quinone model compound, anthraquinone-2,6-disulfonate (AQDS) (Lovley et al.,

1999; Scott et al., 1998).

Due to the reason that humus can act as an electron donor, electron acceptor, and redox
mediator, its use was expanded to MFCs. One of the studies which showed that the
introduction of humic substances in the anode can promote the reduction of azo dye and
enhance the MFC performance was done by Sun et al. (2013). Also, it was shown by another
study that humus can act as a sole carbon source for an enriched microbial inoculum in the
anode and effectively improve the performance of the MFC (Adekunle et al., 2017). Various
studies have successfully used M. acetivorans and Geobacter sp. species such as Geobacter
sulfurreducens (McAnulty et al., 2017; Yamasaki et al., 2018). This process is still at its
developing stage, however, it introduces an interesting application into the generation of

clean energy.

2.5 Physical/Structural Parameters
2.5.1 H' transport systems

One of the most important steps in MFC operation is the transfer of protons, mainly hydrogen
ions, from the anode to the cathode chamber. This step neutralizes the build up of hydrogen
ions generated in the anode. In addition, it ensures that the electrons generated from the

anode are consumed at the cathode in order to complete the cell. Several ways can be
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employed to improve the transfer of hydrogen ions to the cathode such as the usage of salt

bridge, ion selecting membranes and forward osmosis membranes.

2.5.1.1 Salt bridges

During the early stages of MFC research, salt bridges were widely used to ensure a complete
MFC connection and neutralization of hydrogen build up in the anode. Most of the studies
used agar salt bridges (Khan et al., 2012; Kumar et al., 2012; Sevda and Sreekrishnan, 2012).
Agar would come in the form of a powder, which when dissolved in water and heated, it
would form a gelatinous substance upon cooling. By adding agar and various salts in water,
an agar salt bridge could then be prepared. In addition, the salts would mainly consist of
potassium chloride (KCl), sodium chloride (NaCl), and potassium nitrate (KNO3). However,
almost all of the studies reported low power densities. This was attributed to high internal
resistance and substrate cross-over caused by the salt bridge during operation (Min et al.,
2005). Recently, various researchers are trying to minimise the internal resistance and
substrate cross-over caused by salt bridge. Sarma et al. (2019) used the Taguchi method in
the optimisation of salt bridge parameters. Hernandez-Flores et al. (2019) synthesized and
implemented characterization methods for both proton transfer and oxygen permeability
which gave detailed information on how various changes affect performance. Therefore,
although salt bridge is an old concept, continuous research dedicated to successful utilization
of salt bridges in MFCs is still relevant today because they are less expensive and their

success in improving MFC performance can help in the development of large-scale MFCs.

2.5.1.2 Ion-selective membranes

A useful characteristic that a MFC chamber separator should have is the ability to select the
type of ions which permeate through it in addition to not allowing substrate or oxygen cross-
over. There are various ion-selective separators that are available which can be used in
MFCs. These include cation exchange membranes (CEMs) which allow positively charged
ions to permeate and anion exchange membranes (AEMs) which allow negatively charged
ions to permeate. Other ion-selective separators that can be used include bipolar membranes
(BPMs) which allow the permeation of both the anions and cations. The schematic of the ion-

selective membranes is shown in Figure 2.11.
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Figure 2.11 Charge transport in ion-selective membranes, namely (a) cation exchange
membrane (CEM), (b) anion exchange membrane (AEM) and (c) bipolar membrane (BPM).
Cations (C") and anions (A").

Membranes which allow the permeation of positively charged ions, mainly protons, are also
known as proton exchange membranes (PEMs). PEMs which are commonly used in MFCs
are normally made from a Nafion. Nafion is a perfluorosulphuric acid with a backbone of
hydrophobic fluorocarbons (-CF,-CF,-) to which the negatively charged sulphonated groups
(SOy) are attached. The presence of SOs is what allows the Nafion to bring into effect proton
conductivity or permeation. However, pH splitting is a problem when operating MFCs with
Nafion. The splitting of pH occurs due to a decrease in the anode pH as hydrogen ions are
generated and an increase in the cathode pH as hydrogen ions are consumed. This leads to an
increase in internal resistance and decreased MFC performance (Rahimnejad et al., 2015).
Kim et al. (2007) found that this can be solved by using an AEM. Reason being that since
phosphate is normally used as a buffer in MFCs, orthophosphate anions (HPO4> and H,POy)
could help buffer the pH drop in the anode chamber while maintaining charge balance in both
chambers. Therefore, Kim et al. (2007) used an AEM and showed an enhanced MFC
performance as compared to using a Nafion. Kook et al. (2020) also demonstrated a better
performance when using an AEM. The usage of BPM was shown by a previous study (ter
Heijne et al., 2006), however, in comparison to both PEM and AEM, it leads to the lowest
MFC performance (Harnisch et al., 2008).
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It has to be noted that ion-selective membranes do have disadvantages. In addition to them
being expensive, during operation they can undergo fouling. Igboamalu et al. (2019a)
demonstrated that PEM is susceptible to fouling which can affect both proton transfer and
performance. Therefore, finding ways to reduce membrane fouling will be beneficial when

considering ion-selective membranes.

2.5.1.3 Forward osmosis membrane systems

Forward osmosis (FO) has been used to draw clean water from wastewater. FO is used to
promote the flow of water from a high water potential to a low water potential area. The
driving force in the process is the concentrated solution called a draw solution on the
permeate side of the membrane, which has high osmotic efficiency and can be easily
separated from the solution to produce portable water (Zhang et al., 2011). The advantage of
using FO is that it leads to low fouling, has high rejection for a large range of contaminants,

and uses low hydraulic pressure.

FO can be integrated in the operation of MFCs. In forward-osmosis microbial fuel cells (FO-
MFCs), the construction of a dual chambered MFC is coupled with an installation of FO
membrane instead of an ion-selective membrane (Kim et al., 2015). The wastewater and
microbes are in the anode, and an oxidant and the draw solution (NaCl solution or seawater)
are used in the cathode. This enables both water permeation through the FO-membrane due to
the difference in osmotic pressure between the cathode and the anode chamber, and promotes
energy generation. FO-MFC operation was demonstrated by Zhang et al. (2011) who
successfully achieved wastewater treatment, water extraction and seawater desalination. The

same study also showed that FO membranes can improve proton/ion transport.

FO membranes integrated in MFCs can perform better than AEMs or CEMs and improve
MFCs power output. This is attributed to the FO membranes having a low internal resistance.
One study even showed that the FO membrane can achieve an internal resistance as low as 54
Q) when compared to the 63 Q and 73 Q of AEM and CEM, respectively (Werner et al.,
2013). In the same study, the FO membrane’s low internal resistance was consistent with ease

of transport of protons and water permeation through the membrane.
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2.5.2 Electrode compositions
2.5.2.1 Material

The role played by an electrode material on MFC performance is important. This is attributed
to the fact that different materials have different characteristics which can affect MFC
performance, and of the most important one between them all being electrical conductivity.
This explains why most research in MFCs is conducted using carbon as the prime material
for the electrode. Carbon is not only chemically inert under ambient conditions but it is also
highly conductive. Different types of carbon materials have been used to enhance MFC
performance such as graphite (Li et al., 2019), carbon cloth (Tran et al., 2019) and carbon
paper (Quaglio et al., 2019). However, research is still underway in developing novel
materials for application to MFCs such as carbon nanotubes (CNT). CNTs are cylindrical
molecules which are made of rolled-up sheets of single-layer carbon atoms (graphene). A
diameter between 0.4 nm and 6 nm represents a single-walled CNT (SWCNT) (Shi et al.,
2015). A multi-walled CNT (MWCNT) consists of concentric interlinked nanotubes with
diameters reaching more than 100 nm. In comparison to the widely used carbon cloth, paper
or graphite, CNTs are recently receiving attention in their possible applications to MFCs.
Erbay et al. (2015) reported that electrogens grown over CNTs result in excellent electron
transfer due to m- m stacking between the carbon atoms and the pili of electrogenic bacteria.
Also, it was reported in the same study that the spaces between CNTs provide openings for
microbial growth. Furthermore, forming a highly conductive anode with a large surface area
by coating CNTs over carbon cloth led to an increase in maximum power density by 250
percent when compared to non-modified carbon cloth (Tsai et al., 2009). Therefore, CNTs
provide an alternative to widely used electrode materials in order to improve both

conductivity and surface area.

2.5.2.2 Surface area

The surface area of an electrode has an influence on the performance of MFC. When
increased, more electrogenic bacteria are able to attach which improves electron transfer by
DET. Also, more reaction sites become available for oxidant reduction on the cathode
electrode. Therefore, surface area optimization of the electrode provides an approach to
enhance MFC performance. This was demonstrated by Oh and Logan (2006) who increased

power output by only changing the cathode surface area from 2 cm?® to 22.5 cm®. Similar
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results have been reported by previous studies (Bian et al., 2018; Penteado et al., 2018).
UMFCs which provide high surface area to volume ratios have also been reported (Dessi et
al., 2019; Subha et al., 2019). In addition, the UMFC scalable characteristic makes them
suitable for developing large scale MFCs.

2.5.3 Anode temperature

An optimal MFC anode temperature depends on the type of electrogens used in the cell. This
is because electrogens can be classified based on their optimal growth temperature range such
as: psychrophiles (-5°C to 20°C), mesophiles (20°C to 45°C), and thermophiles (above
45°C). Most studies performed in MFC research optimized temperatures in the mesophilic
range (Li et al., 2013; Song et al., 2017), however, the limits are endless. A study done
Larrosa-Guerrero et al. (2010) obtained the highest coulombic efficiency using a temperature
as low as 4°C, and a study by Fu et al. (2015) optimized MFC performance to a temperature
as high as 95°C. This means that MFCs can be operated at a wide range of temperatures. It all
depends on the electrogens used. It must be mentioned that although MFC performance
depends on the temperature where the optimal growth for the electrogens is achieved, high
optimal temperatures are favoured due to high MFC power densities as compared to low
optimal temperatures. This is due to an increased rate of bioelectrochemical reaction when

the temperature is increased (Zhang et al., 2019).

2.6 Chemical and Biochemical Parameters
2.6.1 Carbon sources

A carbon source simply refers to any molecule which consists of a carbon that a
microorganism uses to build biomass. It can be inorganic or organic. Microorganisms which
can produce their own carbon source from carbon fixation in the Calvin cycle are known as
autotrophs. Those that cannot are known as heterotrophs. Heterotrophs can directly utilize
organic carbon sources or use inorganic compounds as sources of energy, and autotrophs only

need inorganic carbon (carbon dioxide) as shown in Table 2.2.
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Table 2.2 Types of heterotrophs and autotrophs.

Description ~ Type

Source

Examples

Heterotrophs Chemoorganoheterotroph Organic carbon

Chemolithoheterotroph

Photoheterotroph
Autotrophs ~ Chemoautotroph

Photoautotroph

Organic carbon
Carbon dioxide

Carbon dioxide

Fungi, non-photosynthetic

bacteria

Inorganic compound  Nitrifying bacteria

Non-sulphur bacteria
Methanogens

Green algae, cyanobacteria

Examples of electrogenic heterotrophs and autotrophs used in MFC applications are shown in

Table 2.3. Heterotrophs, specifically chemoorganoheterotrophs, are most widely used.

Table 2.3 Electrogenic heterotrophs and the carbon sources utilized in MFC applications.

Name Type Carbon  Construct Maximum Ref.
source power density

Rhodobacter Photoheterotroph ~ Sodium  Dual 408.06 mW/m” (Cadirci, 2018)
sphaeroides acetate ~ chamber
Shewanella Chemoorgano- Lactate  Dual 928 mW/m’ (Zhao et al.,
putrefaciens heterotroph chamber 2020)
Geobacter sp. Chemoorgano- Sodium  Single 329 mW/m* (Kondaveeti et

heterotroph acetate ~ chamber al., 2020)

Chlorella vulgaris  Photoautotroph

CO, Dual

chamber

248 mW/m’ (Aiyer, 2021)
y

2.6.2 Nutrient sources

For microorganisms to be able to build biomass, not only are carbon sources required, but

also other nutrient sources such as nitrogen, phosphate and sulphur are essential.

Microorganisms are able to utilize both organic and inorganic nitrogen sources. Although one

might be preferred over the other. Organic nitrogen sources include whey, tryptone, peptone

and yeast extract, however, it should be noted that these contain other growth sources. A

preference of one type of organic nitrogen source over the other indicates that the

microorganism favours one type of amino acid or vitamin. This is due to the fact that
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different organic nitrogen sources contain different amino acids or vitamins. Inorganic
nitrogen sources are comprised of NH4+, NO; and NO;3;". Amino acids and vitamins can be
added separately when using inorganic nitrogen sources. NO, and NOs are notably used for
anaerobic respiration. When considering phosphate, potassium salts such as KH,PO4 and
K,HPO,4 and sodium salts such as NaH,PO,, and Na,HPO,4 can be added. To add both
nitrogen and phosphate, NH4PO4 can be used. Phosphates are important in offering buffering
capacity to ensure proper functioning of the microorganism. Since some bacteria require
sulphur for growth, the addition of Na,SO4 can help in maintaining growth, especially for
sulphate reducing bacteria. Table 2.4 details nutrient sources that have worked in previous

studies and their respective concentrations.

Table 2.4 Preferred nutrient source used by Matsena et al. (2020) and Igboamalu et al. (2020)

(Basal mineral medium).

Inorganic nitrogen phosphate source sulphur source
source (concentration)  (concentration) (concentration)
NH,4CI (10 mM) KH,PO, (20 mM) Na,SO, (0.8 mM)

Na,HPO, (30 mM) MgSO, (0.2 mM)

2.6.3 Limiting micronutrients

Traces of other elements such as Fe, Mn, Mo, Cu, Co, Mg and K are required for the
functioning and growth of a microorganism. This is because these can be limiting to
microbial growth even though they are in trace concentrations. For example, Mn functions as
an enzyme cofactor and used in Mn-containing ribonucleotide reductase, Fe functions as an
electron source or sink during electron transfer, Co functions as an enzyme cofactor and Cu
functions as an electron carrier (Merchant and Helmann, 2012). Table 2.5 shows the

micronutrients that can be used.

Table 2.5 Preferred micronutrients used by Matsena et al. (2020) and Igboamalu et al. (2020)

(Basal mineral medium).

Element
Ca Fe Zn Cu Br Mo Mn K B Co
Chemical CaCl, FeSO, ZnCl, CuCl, NaBr Na,MoO, MnCl, KI H;3;BO; CoCl,
compound
Concentration 50 25 0.1 0.2 0.1 0.05 0.1 0.1 0.2 0.1
(uM)
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2.6.4 Redox potential and anode pH

Redox potential measures the reducing or oxidizing potential of a substrate or oxidant,
respectively. It can be used to determine a suitable electron acceptor or donor. A more
positive redox potential indicates a better electron acceptor, and a more negative redox
potential indicates a better electron donor. The operational pH of the anode is specific to the
intended application and the electrogens utilized. For example, some electrogens are
acidophilic such as Acidiphilium sp. (Malki et al., 2008), some are alkaliphilic such as
Geoalkalibacter spp. (Badalamenti et al., 2013). Hence what is normally suggested is to
conduct lab experiments to optimize the pH provided the electrogen utilized is not known.
For example, Vélez-Pérez et al. (2020) conducted MFC experiments under acidic anode
conditions when performing the co-treatment of industrial acid mine drainage and municipal
wastewater. Also, Geng et al. (2020) conducted experiments under alkaline anode conditions
to improve performance of MFC. Provided that there are methanogens which hinder the
performance of MFC, the pH can be optimized in order to reduce their impact and improve

performance (Igboamalu et al., 2019a).

2.7 Applications of Biogenic Nanoparticles in MFCs
2.7.1 Biogenic palladium nanoparticles anode

The anode material properties can greatly affect the transfer of electrons between electrogens
and the anode electrode, as a result, the enhancement of anode material properties is a crucial
step in improving the efficiency of MFC. Palladium (Pd) which is a metal closely related to
platinum (Pt), has been previously used to modify the anode and improve its electrocatalytic
activity. This is due to Pd having an excellent electrocatalytic oxidation of various organic
molecules such as formate (Quan et al., 2015) and ethanol (Wang et al., 2013) which are the
metabolites from the metabolic processes of electrogens in the anode in order to improve
MFC performance. For example, Formate can be oxidized by Pd nanoparticles via a direct

reaction pathway (Equation (2.7)-(2.9)) (Wang et al., 2020):

HCOO Tad ™ Had + COO T ad 2.7)

Hyy + OH™ - H,0 + e~ (2.8)
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CO0 "¢ — CO, + e~ (2.9)

This pathway is important since it avoids carbon monoxide (CO) poisoning during formate
oxidation on Pd nanoparticles (Pramanick et al., 2020; Yu and Manthiram, 2015). Then each
of the reactions of the desorption of hydrogen (Equation (2.8)) and oxidation of adsorbed
COO" (Equation (2.9)) can contribute one electron charge transfer which can improve the

performance of MFC during formate oxidation on the anode.

However, due to the chemical synthesis of Pd nanoparticles (PdANPs) involving toxic
chemicals under severe conditions, a biological synthesis has been proposed as an alternative
synthesis method. This is due to the utilization of less chemical agents under less harsh
conditions during biological synthesis. Previous studies which have reported on improving
the anode electrocatalytic activity using biogenic palladium nanoparticles (Bio-PdNPs)
include studies by both Matsena et al. (2020) and Quan et al. (2015). They utilized the ability
of Pd-reducing bacteria to reduce Pd(II) to elemental Pd [Pd(0)] to synthesize Bio-PdNPs.
This is achieved by Pd(II) crossing the outer membrane, reduction taking place via the
periplasmic hydrogenase, and re-deposition of Pd(0) on the cells outer surface as shown in
Figure 2.12 (Lloyd et al., 1998; Malunga and Chirwa, 2019). Further applications of Bio-
PdNPs in MFC include evans blue removal (Quan et al., 2018b), and iohexol degradation
(Quan et al., 2018a).

Periplasm

Pd(NH3)e2* —> Pd(0) Cytoplasm

3 Metal sequestering o Palladium (II)
B Cytochrome/hydogenase @ Reduced Pd(ll)
EE Export mechanism

Figure 2.12 Pd(II) reduction and re-deposition of reduced Pd on Pd-reducing bacteria.
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CHAPTER 3: MATERIALS AND METHODS

3.1 Bacterial Culture
3.1.1 Sources of Pd(Il) reducing bacteria

The microbial culture consortium was from the sand drying beds at the Brits Wastewater
Treatment Works (North West Province, South Africa). The samples were collected in sterile

containers and stored at 4 °C in the refrigerator until used.

3.1.2 Culture Isolation

Bacteria cultures were isolated from the samples from sand drying beds at Wastewater
treatment plant using the enrichment culture technique. A grain (0.2 g) of sludge was
inoculated in the sterilized media (100 mL, Luria-Bertani (LB) broth amended with 70 mg L'
initial concentration of Pd(Il)) for culturing. The inoculum was incubated for 74 h at 35 £ 2
°C under shaking at 120 rpm in a Rotary Environmental Shaker (Labotec, Gauteng, South
Africa). Aerobic cultures were grown in cotton plugged 250 mL Erlenmeyer flasks whereas
anaerobic cultures were grown in 100 mL serum bottles purged with pure nitrogen (N,) gas
(99 % pure grade) and sealed with silicon rubber stoppers and aluminium seals prior to
incubation. After 74 h enriched bacteria strains were isolated by serial dilution of the

cultivated culture (Mtimunye, 2011).

Pure cultures were prepared by depositing 1 mL of serially diluted sample from the 7th to the
10th tube in the petri dishes containing LB agar using the spread method. The plates were
then incubated for 24-48 h at 30 = 2 °C to develop separate identifiable colonies. Individual
colonies based on their colour and morphology were transferred into 100 mL sterile LB broth
amended with 100 mg L' of Pd(II) using a heat sterile wire loop. Cells were allowed to grow
for 24 h. Then again, 1 mL of culture grown for 24 h was serially diluted and 1 mL from the
7th to the 10th tube was deposited into a LB agar plate and incubated for 24-48 h at 30 & 2
°C. The persistent colonies from the third isolation of 200 mg L™ Pd(Il) were used for
detailed Pd(II) reduction experiments (Mtimunye, 2011).
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3.2 Culture Storage

To 80 mL of bacterial culture, 20 mL of sterile glycerol was added (final glycerol
concentration: 20 %, v/v). The culture was then vortexed to ensure that the glycerol was
evenly dispersed and then transferred into a screw cap tube, labelled and stored at —70 °C. In
order to utilize the pure stored bacterial isolates, the frozen cultures were allowed to melt at
room temperature for approximately 10-15 min. The cultures were then streaked onto the
surface of an LB agar plate using a sterile inoculating loop. The labelled LB plates were then

incubated for 18-24 h at 30 + 2 °C.

3.3 Culture Characterization

The phylogenetic characterization of cells was performed on isolated individual colonies of
bacteria from the 7th to the 10th tube in the serial dilution preparation. In preparation for the
16S rRNA (16 Svedburg unit ribosomal Ribo-Nucleic-Acid) fingerprint method which is
used to obtain DNA sequences of pure isolated cultures, the colonies were first classified
based on morphology. Three different morphologies labelled (B1, B2, B3) were identified in
anaerobic conditions and four different morphologies labelled (B4, B5, B6, B7) were
identified for the aerobic cultures. These cultures were streaked on LB agar plates followed

by incubating at 30 + 2 °C for 18 h.

Genomic DNA was extracted from the pure cultures using a DNeasy tissue kit (QIAGEN
Ltd, West Sussex, UK). The 16S rRNA genes of isolates were amplified by a reverse
transcriptase-polymerase chain reaction (RT-PCR) using primers pA and pH1 (Primer pA
corresponds to position 8-27; Primer pH to position 1541-1522 of the 16S gene. An internal
primer pD was used for sequencing (corresponding to position 519 - 536 of the 16S gene).
The resulting sequences were deposited in the GenBank to be compared to known bacteria
using a basic BLAST tool search of the National Centre for Biotechnology Information

(NCBI, Bethesda, MD).
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3.4 Growth Media
3.4.1 Basal mineral media

Basal Mineral Medium (BMM) was prepared by dissolving: 10 mM NH4Cl, 30 mM
Na,HPOy4, 20 mM KH;POy4, 0.8 mM Na,S04, 0.2 mM MgSOy4, 50 uM CaCl,, 25 uM FeSOs,
0.1 uM ZnCl,, 0.2 uM CuCl,, 0.1 uM NaBr, 0.05 pM Na;MoO,, 0.1 uM MnCl,, 0.1 pM KI,
0.2 uM H3BOs3, 0.1 uM CoCl,, and 0.1 uM NiCl; into 1 L of distilled water. The prepared

medium was sterilized before use by autoclaving at 121 °C at 115 kg cm™ for 15 min.

3.4.2 Commercial broth and agar

The first three media, LB broth, LB agar, and Plate count (PC) agar (Merck, Johannesburg,
South Africa) was prepared by respectively dissolving 25 g, 45 g, and 23 g in 1000 mL of
distilled water. The LB and PC agar media were cooled at room temperature after
sterilization at 121 °C at 115 kg cm’ for 15 min and then dispensed into petri dishes to form

agar plates for colony development.

3.5 Reagents
3.5.1 Standard and stock solutions
3.5.1.1 Pd(ll) standard and stock solution

Pd(IT) stock solution (1000 mg L) was prepared by dissolving 2.48 g of 99 % pure
Pd(NH3)4Cl-H,O (analytical grade) in 1 L deionised water. This stock solution was used
throughout the experiments to serve as Pd(II) source. The standard solutions used in
calibration of Atomic Absorption Spectroscopy (AAS) for total Pd(Il) measurement were
prepared from the Pd(II) AAS standard solution in 5 % nitric acid stock solution in a 50 mL
volumetric flask by diluting certain volume of Pd(II) AAS standard solution with distilled
water to give desirable final concentrations: 1 mg L, 2.5 mg L, 5 mg L. From these data

points a linear graph/calibration curve with the regression of 99 % was obtained.

3.5.1.2 Cr(VI) standard and stock solution

Cr(VI) stock solution (1000 mg L") was prepared by dissolving 3.74 g of 99 % pure K,CrOy4

(Analytical grade) in 1 L deionised water. This stock solution was used throughout the
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experiments to serve as Cr(VI) source. The standard solutions of Cr(VI) were prepared from
the Cr(VI) stock solutions in a 10 mL volumetric flask by diluting certain volume of Cr(VI)
stock solution with distilled water to give desirable final concentrations ranging from 0-100
mg L. From these data points (absorbance against concentration) a linear graph/calibration

curve with the regression of 99 % was obtained (Mtimunye, 2011).

3.5.2 Sodium formate stock solution

The 20 000 mg L' stock solution was prepared by adding 20 g of sodium formate (Sigma
Aldrich) in 1 L bottle.

3.5.3 DPC solution

1,5-diphenylcarbazide (DPC) (Merck, South Africa) solution was prepared for Cr(VI)
reduction analysis by dissolving 0.5 g of 1,5-diphenylcarbazide in 100 mL of HPLC grade

acetone and was stored in a brown bottle covered with a foil.

3.5.4 Sodium chloride solution

Sodium chloride solution (0.85 % NaCl) was prepared by dissolving 1.85 g of sodium
chloride salt in 100 mL distilled water and sterilized by autoclaving at 121 °C for 15 min.

3.6 Anaerobic Bio-PdNPs Synthesis

Pd(II) stock solution described in Section 3.5.1.1 was used throughout the experiments to
serve as Pd(II) source. Citrobacter sp. which was isolated by Matsena et al. (2020) capable of
Bio-PdNPs production was used during synthesis. Citrobacter sp. was grown anaerobically in
a 1 L Erlenmeyer flask containing 400 mL LB broth for a period of 24 h at 28 °C. Cells were
then collected under anaerobic conditions by centrifuging at 6000 rpm (2820 g) at 4 °C for 10
min. The supernatant was decanted and the remaining pellet was washed three times in a

sterile saline solution (0.85 % NaCl) under an anaerobic glove bag purged with 99 % N, gas.
Bio-PdNPs production was conducted in 100 mL serum bottles by adding Pd(II) and sodium

formate stock solution into the BMM to give the optimum final Pd(I) concentration of 100

mg L at optimized pH of 6 and temperature of 30 °C as determined by Matsena et al.
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(2020). Sodium formate with a concentration of 5 g L' was used as an electron donor. Prior
to inoculating the serum bottles with the harvested cells under anaerobic conditions, 4 mL of
a sample was withdrawn from each serum bottle at various Pd(II) concentration to determine
the Pd(II) concentration before inoculating the bottles with viable cells. The cells were then
transferred into 100 mL experimental serum bottles under an anaerobic glove bag purged
with 99 % N, gas. The experimental serum bottles were then directly purged with 99 % N,
gas for about 10 min to expel any oxygen gas before sealing with silicon rubber stopper and
aluminium seals. The experimental serum bottles were then incubated at 30 = 2 °C with

continuous shaking on a lateral shaker (Labotec, Gauteng, South Africa) at 120 rpm.

Pd(II) reduction was monitored by withdrawing 4 mL of the sample at regular time intervals
using a sterile syringe. Then the withdrawn samples were then centrifuged using a 2 mL
Eppendorf tube at 6000 rpm (2820 g) for 10 min in a Minispin® Microcentrifuge (Eppendorf,
Hamburg, Germany) in order to remove suspended cells before Pd(II) concentration analysis.
The microbial cells after Bio-PdNPs formation and complete removal of Pd(Il) were then
collected through centrifugation at 6000 rpm for 15 min, cleaned with distilled water, and

dried in an oven at 105 °C.

3.7 Single chamber (air-cathode) MFC Studies
3.7.1 Anode chamber inoculation

The microbial culture consortium collected from Brits was grown in 2 days incubation time at
a temperature of 30 = 1 °C at 150 rpm anaerobically in Erlenmeyer flasks containing 1 L of
LB broth and 1 g dried sludge. Cells were harvested by centrifuging at 6,000 rpm at 4 °C for
10 minutes, the supernatant was discarded, and the pellet was washed three times in a sterile
solution of 0.85 % of NaCl whilst centrifuging. Experiments were conducted in 250 mL
anode chamber by adding glucose (5 g L") in BMM, and the harvested cells were added in
anode chamber which was then purged with nitrogen gas for 12 minutes before each

experiment. Anode chamber was tightly sealed to prevent air from entering.

3.7.2 Air-cathode MFC construction

Air-cathode MFC was constructed as shown in Figure 3.1, Figure 8.1 and Figure 8.2.
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Eo=082V Eo.=-0.43V

Figure 3.1 Air-cathode MFC set-up.

Air-cathode MFCs operate similarly to fuel cells with the addition of bacteria acting as
biocatalysts (Debabov, 2008). Under anaerobic conditions, the substrate is consumed at the
anode and the bacteria attached on the anode electrode release electrons and hydrogen ions
(Sharma and Li, 2010). The oxygen at the cathode then accepts the electrons and also leads to
the consumption of hydrogen ions. This process leads to the generation of current due to the
electrons which travel to the external circuit and hydrogen ions which travel through the
membrane (Lal, 2013). Essentially, the substrate acts as an electron donor while oxygen acts
as an electron acceptor and thus leads to a bioelectrochemical reaction which generates
energy. The process can be described by using the electrochemical reactions for glucose as a
reductant with bacteria acting as biocatalysts and oxygen as an oxidant as shown by

Equations (3.1)-(3.3) (Sharma and Li, 2010):

At the anode:

CeH,,04 + 6H,0 & 6C0, + 24H* + 24e” E° = —043V (3.1)

red,anode

At the cathode:
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602 +24H+ + 246_ d 12H20 Eﬁed,cathode - 0.82V (32)

The overall redox reaction:

C61'11206 +602 < 6C02 + 6H20 Er?ed,cathode _Er?ed,anode = 125V (3~3)

where, Efq anode a0d Ereq catnode Tepresent the standard reduction potentials of the anode
and cathode, respectively. To compute the overall standard reduction potential, the difference
between E7py cathode aNd Ereq anoge 18 calculated, which gives a positive value of 1.25 V

indicating that this type of MFC is thermodynamically feasible.

Each chamber of the air-cathode MFC had an effective reactor volume of 200 mL. The anode
and cathode chambers were separated by a salt bridge with 1 M potassium chloride and 10 wt
% nutrient agar composition (Sigma-Aldrich Pty. Ltd., Modderfontein, South Africa) for the
salt bridge experiments, and Nafion 117 (Fuel Cell Store, Texas, USA) for the proton
exchange membrane (PEM) experiments. A heating plate was used to adjust the temperature

of the anode chamber.

A Polyvinylidenefluoride (PVDF) cathode was constructed by binding PVDF paste to 35 x
40 mm carbon cloth. Initially a 10 wt % PVDF solution was formed by stirring PVDF
powder in 10 mL N,N-dimethylacetamide (DMAc) at room temperature. The PVDF solution
was then mixed with 300 mg of activated carbon powder (ACP) and 30 mg of carbon black
(CB) to form a 10:30:3 ratio of PVDF solution:ACP:CB (Yang et al., 2014). The mixture
yielded a paste that was spread evenly on the carbon cloth (Aerontec Pty. Ltd., Cape town,
South Africa) as shown in Figure 8.3. Thereafter, the cathode was placed in demineralized
water for fifteen minutes then left to dry in a fume-hood for eight hours. For the anode,
different particle sizes of 7 g of GAC (Sigma-Aldrich Pty. Ltd., Modderfontein, South
Africa) were placed in 49 cm? carbon cloth as shown in Figure 8.4. This was done by cutting
the carbon cloth to size, depositing the GAC inside the carbon cloth, and using a sewing
thread to form an enclosure and to ensure that the activated carbon granules do not fall out.

The air-cathode MFC was operated in a batch mode with a fixed external resistance of 1 k.
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3.8 Dual chamber MFC Studies
3.8.1 GAC anode modified with Bio-PdNPs preparation

The GAC anode assemblage constituted of Bio-PdNPs dispersion in a 7 mL 5 % Nafion
binder solution (Fuel Cell Store, Texas, USA) using a vortex mixer for 5 min. The mixture
was then coated on to the surface of GAC and left to dry under room temperature for 24 h. 5
g of GAC (Sigma-Aldrich Pty. Ltd., Modderfontein, South Africa) was then placed inside a
carbon cloth with an area of 49 cm” as shown in Figure 8.5 (Aerontec Pty. Ltd., Cape Town,
South Africa). Electrodes with different Bio-PdNPs loading were fabricated, i.e. anode
electrodes loaded with Bio-PdNP1: 2 mg Bio-PdNPs g' GAC, Bio-PdNP2: 4 mg Bio-PdNPs
g GAC, Bio-PdNP3: 6 mg Bio-PdNPs g GAC, and an unmodified GAC.

3.8.2 Proton exchange membrane

Nafion 117 (Fuel Cell Store, Texas, USA) was used to separate anode and cathode chambers.

3.8.3 Dual chamber MFC construction

A dual chambered MFC was constructed and used in the MFC experiments. The schematic of

the MFC is shown in Figure 3.2.

eV

r
Cathode M

Cr(VI)
GAC modified
H* 11— with Bio-PdNPs
in carbon cloth
Cr(lll)

{CI- Bacteria

i avand
\ y, ‘ O Formate

Figure 3.2 Dual chambered Cr(VI)-reducing MFC schematic.
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Each chamber had a reactor volume of 250 mL. A heating plate was used to adjust the
temperature of the anode chamber. During the temperature, pH and initial Cr(VI)
concentration experiments, a carbon cloth without the GAC that is modified with Bio-PdNPs
with an area of 49 cm® was used as an anode. In addition, carbon cloth with an area of 49 cm?
was used as a cathode for all experiments as shown in Figure 8.5. The visual representation of

the MFC is shown in Figure 8.6 and Figure 8.7.

The main redox reactions occurring in the Cr(VI)-reducing MFC include formate (HCOO)
oxidation at the anode, where electrons generated are consumed in the cathode chamber by
Cr(VI) in the form of dichromate (Cr,0;%) to form trivalent chromium (Cr’"). Equations (3.4)
and (3.5) represent the half reactions with their standard reduction potentials defined for the

anode (E7eq anode) and cathode (E7yq catnoae)> TeSpectively:

Anode chamber:

3HCOO ~ & 3C0, + 3H™ + 6e~ Eﬁed'anode =—-—043V (3.4)
Cathode chamber:
Cr2072_ + 14H' + 6e~ & 2Cr3t + 7H,0 Eﬁed‘cathode = 133V (3.5)

3.8.4 Start-up culture

The anode chambers were inoculated with sludge obtained from Brits Wastewater Treatment
Plant in South Africa. Before usage in the MFC, 2 g of the microbial culture consortium from
Brits sludge was first enriched 1 L Erlenmeyer flask containing 400 mL of Luria-Bertani
(LB) medium for 24 h at 28 °C under anaerobic conditions with continuous shaking on a
lateral shaker (Labotec, Gauteng, South Africa) at 120 rpm. After enrichment the microbial
cells were then collected under anaerobic conditions by centrifuging at 6000 rpm (2820 g) at

4 °C for 10 min to be used in MFC experiments.
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3.8.5 Reactor start-up

Prior to the experimental run, the pH of the BMM containing a carbon source of sodium
formate (5 g L") was adjusted to pH of 7. The microbial cells were then added to the BMM
and fed to the anode chamber. After that, the anode was purged with N, for 5 min. Phosphate
buffer solution (PBS) was used to regulate pH of the cathode.

3.8.6 Reactor operation

The MFC was operated in a batch mode with a fixed external resistance of 1000 Q and at a
desired temperature. After each experiment, a polarization curve was constructed. Three sets
of experiments were performed. For all sets, BMM composition was constant. For the first
set, the temperature, pH and initial Cr(VI) concentration were optimized and a carbon cloth
without the GAC that is modified with Bio-PdNPs with an area of 49 cm® was used as an
anode. For the second set, the effect of GAC on the Cr(VI)-reducing MFC performance was
evaluated. The last set involved using the Bio-PdNPs to improve Cr(VI)-reducing MFC

performance.

3.9 Analytical Methods
3.9.1 Pd(Il) concentration analysis (AAS)

An AAnalyst 400 Atomic Absorption Spectrometry (AAS) fitted with a S/N 20158070301
Auto sampler Model 510 was used to determine the Pd(II) concentration. All tests were

carried out using a Perkin-Elmer Lumina Pd lamp at a wavelength of 244.79 nm.

3.9.2 Cr(VI), total Cr and Cr(Ill) concentration analysis (UV/Vis spectrophotometer and
AAS)

Cr(VI) concentration was determined colorimetrically using UV/Vis spectrophotometry
(WPA, Light Wave II, and Labotech, South Africa) and the 1,5-diphenylcarbazide (DPC)
method (American Public Health Association, 2005). Total chromium (Cr) was determined
using a AAnalyst 400, S/N 201S8070301 atomic absorption spectrometer fitted with a model
Model 510 auto sampler. The analysis was conducted using a 3 mA chromium hollow
cathode lamp at a wavelength of 359.9 nm. Calibration curves were constructed for both

Cr(VI) concentration and total Cr analysis using standard solutions prior to determination of
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the sample concentrations. Total Cr measures the sum of aqueous Cr(VI) and Cr(III)
concentrations. Therefore, Cr(Ill) in the solution was determined as a difference between

total Cr and Cr(VI) (Huang et al., 2010).

3.9.3 Morphology analysis (SEM)

The morphologies of the GAC were determined using a Zeiss Ultra Plus field emission
scanning electron microscope (FE-SEM) (Zeiss, Germany) at 2 kV. The samples were
allowed to air dry and pieces of each sample were mounted with adhesive carbon tape on

aluminium stubs in the upright position.

3.9.4 Surface area analysis (BET)

The surface area of the GAC was determined using nitrogen adsorption and desorption
isotherms measured at 77.3 K using Micromeritics TriStar analyzer (TriStar I 3020 V3.02).
The samples were degassed in vacuum at 100 °C for at least 8 h. The surface area is derived

according to the Brunauer, Emmett, and Teller (BET) method.

3.9.5 Electrochemical analysis and calculations

The output potential difference of the MFC was monitored using a computer-based data
acquisition system connected to a UNIT-TREND UT61A multimeter (UNI-TREND
TECHNOLOGY Limited, Kowloon, Hong Kong) and UT61 software (UNI-TREND
TECHNOLOGY Limited, Kowloon, Hong Kong). Polarization curves were constructed by
varying the external resistance (2.7 Q - 1.2 MQ) at 15-min time interval, starting from open

circuit voltages (OCV). The current density was determined using Equation (3.7):

. _AVoltage

j (3.7)

RextV

where j denotes current density in mA m>, AVoltage is the measured output potential
difference in mV, v is the effective anode volume in m’ and Rext 1s the external resistance in

Q. The power density was determined using Equation (3.8):
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AV
_ 2y (3.8)
1000

where P is power density in mW m™. The coulombic efficiency (CE) was obtained by
determining the ratio between the current generated to the theoretical current output as per

Equation (3.9):

CE=—2x100 (3.9)

where 1 is current output (A), M is molecular weight of chromium (52 g mol™), v is the
working volume of the cathodic chamber (L), n is the number of electrons exchanged per
mole of Cr(VI)=3, F is Faraday's constant (96485 A s mol™), AC,, is the concentration of
Cr(VI) (g L. To get the volume-specific internal resistance, the slopes of the polarization
plots as a function of current density were fitted to a linear equation as shown in Equation

(3.10) (Liu et al., 2017):
AVol tage=nj +c (3.10)

where j is the current density (mA m™), m is the absolute value defined as the volume-
specific internal resistance (Q m®), ¢ is the open circuit voltage (mV). To get the internal
resistance, the volume-specific internal resistance was divided by the volume of the anode

chamber.

3.10 Polarization Curve and Power Output Simulation when Modelling

During output potential difference vs. time curve, the MFC simulation was done until a
maximum output potential difference was obtained. Then, the polarization curve was
simulated by varying the external resistance (2.7 Q - 1.2 MQ) and calculating the output
potential difference since external resistance affects output potential difference as shown by
Igboamalu et al. (2019a). Then to be able to plot the polarization curve, which is essentially
an output potential difference vs. current density curve, the current density was determined

using Equation (3.11):

48

© University of Pretoria



&
&
UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
A 4

YUNIBESITHI YA PRETORIA

. AVygc
jp=—2 (3.11)

rextAanode

where j, denotes current density in A m?, AVpgc is the predicted MFC output potential
difference in V, Agpoge is the effective anode area in m” and rey is the external resistance in
Q. The power density was calculated using Equation (3.12) so that a power density curve
which is a power density vs. current density can be plotted:

PA S jAAVlVFC (312)

where P, is power density in W m™.
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CHAPTER 4: IMPROVED PERFORMANCE AND COST

EFFICIENCY BY SURFACE AREA OPTIMIZATION OF

GRANULAR ACTIVATED CARBON IN AIR-CATHODE
MICROBIAL FUEL CELL

4.1 The Effect of Temperature on Air-Cathode MFC

Temperature variation based experiments were initially conducted using a carbon cloth

without GAC at pH 6 and by using a salt bridge as a separator (Figure 4.1).

Output potential difference (mV)
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Current density (mA m'3)

6 0
0
] 4 o 35°C
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o \
Q
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Current density (mA m'3)

Figure 4.1 The effect of anode temperature (25 °C, 35 °C, 45 °C, 50 °C) on (a) output

potential difference (polarization curve), (b) power density of an air-cathode microbial fuel

cell.
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The results in Figure 4.2 which were adapted from polarization and power density curves in
Figure 4.1 will be used to explain the effect of pH on air-cathode MFC performance. The
results represent the output potential difference and current density observed at maximum
achieved power density (Figure 4.2). The temperature increase from 25 °C to 35 °C led to an
increase in achieved output potential difference (from 29.1 mV to 31.9 mV), current density
(from 145.2 mA m” to 159.5 mA m™) and maximum power density (from 4.2 mW m”™ to 5.1
mW m™). However, a further increase to a temperature of 45 °C and above led to a steep
decrease in achieved output potential difference, current density and maximum power density

to final values of 11.6 mV, 58.1 mA m™ and 0.7 mW m™ respectively.
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Figure 4.2 The effect of anode temperature on current density and output potential difference

at maximum achieved power density.

This can be explained by the consideration of the fact that microorganisms can be categorized
by their optimum growth temperature: (i) the temperature range of -5 °C and 20 °C is best for
the growth of psychrophiles, (ii) the temperature range of 20 °C and 45 °C is best for the
growth of mesophiles, and (iii) the temperatures above 45 °C are best for the growth of
thermophiles. As a result, this means that the reason for the differences in air-cathode
performance at different temperatures can be related to microbial growth. Just glancing at the
results in Figure 4.2, it can be seen that the optimum temperature for the performance of air-
cathode MFC was 35 °C. This meant that the bacteria contained in the Brits sludge better

grew under mesophilic temperatures. This was ascertained by monitoring the optical density
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(OD) of the microorganisms during the experimental runs. As it can be seen in Figure 4.3, the
temperature of 35 °C had the highest microbial growth which means that it is the optimal
growth temperature for the Brits microbial consortium. The microbial growth was measured

in optical density (OD) at wavelength of 600 nm using a UV/Vis spectrophotometer.
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Figure 4.3 The effect of anode temperature on microbial growth.

The reason the temperature led to the deterioration of air-cathode MFC performance was due
to two reasons: (i) the decay of the electrogens or (ii) the slow growth rate of the electrogens.
To further elaborate, the temperatures of 45 °C and 50 °C displayed a decay in the
microorganisms (Figure 4.3) and this is related to the denaturation of proteins which affects
the survival of the electrogens at thermophilic temperatures (Behera et al., 2018; Schiraldi
and De Rosa, 2014). In addition, it can be seen in Figure 4.3 that at 25 °C, low temperatures
lead to slow growth rates (Michie et al., 2011). This is because low temperatures slow down
the enzymatic activity and decrease metabolic activity within the microbial cells (Liao et al.,
2019). Considering the decay of microorganisms at high temperatures (45 °C and 50 °C), and
a slow growth rate at a low temperature (25 °C), this explains the reason for the decrease in

performance of the air-cathode MFC.
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4.2 The Effect of pH on Air-Cathode MFC

The effect of anode pH on the performance of MFC was evaluated using a carbon cloth

without GAC at a temperature of 35 °C and by using a salt bridge as a separator. The results

in Figure 4.5 were adapted from polarization and power density curves in Figure 4.4.
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Figure 4.4 The effect of anode pH (4, 6, 8, 10) on (a) output potential difference (polarization

curve), (b) power density of an air-cathode microbial fuel cell.

The results in Figure 4.5 represent the output potential difference and current density

observed at maximum achieved power density during pH variation experiments. The increase

in pH from a value of 4 to 8 led to an increase in achieved output potential difference (from
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16.6 mV to 48.6 mV), current density (from 83.1 mA m™ to 243.2 mA m™) and maximum
power density (from 1.4 mW m™ to 11.8 mW m™). A further increase to a pH of a value of 10
led to a decrease in achieved output potential difference, current density and maximum power

density to final values of 25.1 mV, 125.9 mA m™ and 3.2 mW m™ respectively.
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Figure 4.5 The effect of anode pH on current density and output potential difference at

maximum achieved power density.

In order to explain the differences in the performance of the air-cathode MFC at varied anode
pH, the microbial growth was monitored. In Figure 4.6, it can be seen that the microbial
consortium from the Brits sludge preferred an alkaline pH of 8 which explains the reason for
the high air-cathode MFC performance. This is due to different microorganisms having a
different tolerance to the change in pH. Some microorganisms prefer an acidic environment
and others prefer a basic environment. An example of an acidophile electrogen which
survives an acidic MFC environment includes Acidiphilium sp. (Malki et al., 2008), and an
alkaliphile electrogen which survives an alkaline MFC environment includes Geoalkalibacter
spp. (Badalamenti et al., 2013). However, it should be noted that the high alkaline pH of 10
reduced MFC performance as shown in Figure 4.5 due to low growth rate (Figure 4.6).
Hence, what is normally suggested is to conduct lab experiments to optimize the pH provided
the electrogens utilized are not known. Although in general, the operational anode pH

normally ranges between pH of 7 to 9 (Puig et al, 2010). Provided that there are
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methanogens which hinder the performance of MFC, the pH can be optimized in order to

reduce their impact and improve performance (Igboamalu et al., 2019a).
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Figure 4.6 The effect of anode pH on microbial growth.

4.3 The Effect of H Transport Systems on Air-Cathode MFC

During the early stages of MFC research, salt bridges were widely used ensure a complete
MFC connection and neutralization of hydrogen build up in the anode. Most of the studies
used agar salt bridges (Khan et al., 2012; Kumar et al., 2012; Sevda and Sreekrishnan, 2012).
Agar would come in the form of a powder, which when dissolved in water and heated, it
would form a gelatinous substance upon cooling. By adding agar and various salts in water,
an agar salt bridge could then be prepared. In addition, the salts would mainly consist of
potassium chloride (KCl), sodium chloride (NaCl), and potassium nitrate (KNO3). However,
almost all of the studies reported low power densities. This is consistent with our
observations as shown in Figure 4.7 with salt bridge only achieving an output potential
difference of 48.6 mV and maximum power density of 11.8 mW m™ at a current density of

2432 mA m>.
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Figure 4.7 The effect of the type of H' transport system on (a) output potential difference

(polarization curve) and (b) power density of an air-cathode MFC.

A useful characteristic that can be introduced in air-cathode MFC separator to improve
performance is the ability of the separator to select the type of ions which permeate through it
in addition to not allowing substrate or oxygen cross-over. There are various ion-selective
separators that are available which can be used in MFCs. These include cation exchange
membranes (CEMs) which allow positively charged ions to permeate and anion exchange
membranes (AEMs) which allow negatively charged ions to permeate. Other ion-selective
separators that can be used include bipolar membranes (BPMs) which allow the permeation

of both the anions and cations.
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Membranes which allow the permeation of positively charged ions, mainly protons, are also
known as proton exchange membranes (PEMs). PEMs which are commonly used in MFCs
are normally made from a Nafion. Nafion is a perfluorosulphuric acid with a backbone of
hydrophobic fluorocarbons (-CF,-CF,-) to which the negatively charged sulphonated groups
(SOy") are attached. The presence of SO;3™ is what allows the Nafion to bring into effect proton
conductivity or permeation. Due to the advantageous characteristic of the Nafion membrane
in only allowing protons to permeate and not allowing substrate or oxygen cross-over, this
explains the reason Nafion 117 performed better than the salt bridge as shown in Figure 4.7.
Nafion 117 achieved an output potential difference of 262.6 mV and maximum power density

of 344.9 mW m” at a current density of 1313.1 mA m™.

This significant increase can also be explained when the internal resistance of the air-cathode
MFC is considered. The volume-specific internal resistance in Table 4.1 was calculated using
Equation (3.10) and the polarization curves in Figure 4.7a, where the linear ohmic loss region
slopes which occurred before and after maximum power point (MPP) represented the
volume-specific internal resistance. Salt bridge showed an elevated internal resistance of
1320 Q and 1215 Q for before and after MPP (Table 4.1), respectively, due to lack of ion-
selectivity and its susceptibility to substrate or oxygen cross-over. The internal resistance of
Nafion 117 was minimal for before and after MPP with results of 875 Q and 730 Q,
respectively, because of only allowing protons to permeate and not allowing oxygen cross-

OVCEr.

Table 4.1 The effect of the type of H' transport system on both the volume-specific internal

resistance and internal resistance of the air-cathode MFC.

Volume-specific

internal  resistance

Qm) Internal resistance (Q2)
Before After Before After
Type MPP MPP MPP MPP
Nafion 0.175 0.146 875 730
Salt bridge 0.264 0.243 1320 1215
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4.4 Influence of Carbon Cloth Modification with GAC on Air-Cathode MFC

The effect GAC on the performance of the air-cathode MFC was studied in order to

determine whether deposited carbon material can help improve the performance of the carbon

cloth anode (Figure 4.8).
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Figure 4.8 The effect carbon cloth modification using GAC with different average particle

size (0.45-0.6 mm, 0.6-1.1 mm, 1.1-2 mm, 2-3 mm) on (a) output potential difference
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(polarization curve), (b) power density of an air-cathode MFC.

This was motivated by previous studies which observed that changing the particle size and
surface area can help improve the attachment of electrogenic bacteria (Ahmed et al., 2015;

Yang et al., 2018). Average particle size variation experiments were conducted in order to
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obtain the optimal size range for the improvement of air-cathode MFC performance. The
results in Figure 4.8a and Figure 4.8b show that the carbon cloth modified with an average
particle size in the range of 0.6-1.1 mm produced an output potential difference of 507.5 mV
and maximum power density of 1287.7 mW m™ at a current density of 2537.5 mA m™.
However, the decrease in the average particle size to 0.45-0.6 mm led to a decrease in MFC
performance of an output potential difference of 217.1 mV and maximum power density of
235.4 mW m™ at a current density of 1085.2 mA m™. In addition, when the average particle
size was increased above the 0.6-1.1 mm range, a decrease in performance was also observed.
The observations in Figure 4.8 can be explained when the morphology of the GAC and the

bacterial attachment is considered in Figure 4.9.

Figure 4.9 Morphology observation of GAC using SEM analysis at different average particle
sizes of (a) 2-3 mm, (b) 0.6-1.1 mm, and (c) 0.45-0.6 mm.

59

© University of Pretoria



UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

%
g

The unique morphological structures and cell attachment for the GAC with varying average
particle sizes were revealed by the scanning electron micrographs. The GAC with an average
particle size of 2-3 mm had a skeletal-type morphology as shown in Figure 4.9a. The skeletal
structure then began to disappear as the particle size decreased as shown in Figure 4.9b and
Figure 4.9c. The attachment of the bacteria is highlighted in the blue squares depicted in the
micrograms in Figure 4.9a and Figure 4.9b. However, as it can be seen in Figure 4.9c, there
was no effective bacterial attachment that was observed in the lowest average particle size of

0.45-0.6 mm.

The attachment and the retention of bacteria better occurs on a rough and irregular surface as
compared to a smooth and regular surface (Feng et al., 2015; Shelobolina et al., 2018).
Furthermore, the reason there was no observation of bacterial attachment in the lowest
average particle size of 0.45-0.6 mm is because there is significant reduction in bacterial
attachment due to lack of porosity (Santoro et al., 2014). This was consistent with our
observations as the smooth 0.45-0.6 mm GAC showed lack of cell attachment as compared to
the skeletal surface of 2-3 mm GAC and a rough surface of 0.6-1.1 mm GAC. Due to the lack
of cell attachment leading to low output potential difference and power density (Cao et al.,
2019), this therefore explains the reason behind the decreased air-cathode MFC performance
when using the average particle size of 0.45-0.6 mm of the GAC in carbon cloth. It should
also be noted that the output potential difference and maximum power density for the control
experiment with carbon cloth only were higher than the ones for experiment with 0.45-0.6
mm GAC deposited in carbon cloth (Figure 4.8). This was due to the introduction of 0.45-0.6
mm GAC in carbon cloth which lacked cell attachment and this led to the deterioration of the

performance of the carbon cloth itself.

The surface area normally decreases with an increase in average particle size of the GAC (Li
and DiGiano, 1983). Due to that fact, this explains the reason behind a decrease in air-
cathode MFC performance when average particle size was increased above 0.6-1.1 mm. This
is due to the fact that even though cell attachment was not hindered at high average particle
sizes, the available surface area for cell attachment decreased with an increase in particle size.
This was ascertained by the Brunauer, Emmett, and Teller (BET) results shown in Table 4.2
which show that an increase in average particle size decreases the available surface area for

cell attachment of the GAC. Although an equal amount of GAC of 7 g was used in this study,
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GAC amount increases surface area which has the ability to improve MFC performance.
However, there is an optimum value since increasing GAC amount above the optimum can

hinder performance as shown by Fazli et al. (2019).

Table 4.2 The BET results showing the effect of increasing average particle size on the

surface area of the GAC.

Type Surface area (m” g™)
GAC (0.45-0.6 mm) 1425.3

GAC (0.6-1.1 mm) 879.5

GAC (1.1-2.0 mm) 870.8

GAC (2.0-3.0 mm) 845.4

The stability of an air-cathode MFC was tested at different GAC particle sizes by monitoring
the profile of the output potential difference (Figure 4.10).
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Figure 4.10 Profile of an air-cathode MFC output voltage using GAC with varying average
sizes of particles (0.45-0.6 mm, 0.6-1.1 mm, 1.1-2 mm, 2-3 mm).

As it can be seen in Figure 4.10, for all the experiments of different GAC particle sizes, there

was an increasing trend in output potential difference up until the 2nd day of inoculation and
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remained relatively stable at maximum output potential difference until the 6th day of
operation. A decrease in output potential difference was observed after the 6th day of
operation and this is caused by reduced bacterial growth and decay of electrogens

(Choudhury et al., 2021).

4.5 The Economic Benefit of Carbon Cloth Modification with GAC

A carbon cloth is a popular material as of recent due to its excellent properties such as high
electrical and thermal conductivity, good chemical and thermal stability, resistance to creep
and an exceptional specific tensile strength and tensile modulus (Huang, 2009; Nunna et al.,
2017). It is utilized in various fields such as automobiles, aerospace and renewable energy
(Nunna et al., 2019). However, the high cost of the material detailed in Table 4.3 makes it
challenging to apply it in field-scale applications. Therefore, it is essential to find ways to
reduce the cost of using a carbon cloth especially in renewable energy applications such as

MFCs. One of the ways identified in this study is to modify the carbon cloth with GAC.

Table 4.3 Material cost for the carbon cloth and the GAC.

Material Material cost range Material average cost Reference
5 (Yazdi et
Carbon Cloth -- 58m
al., 2015)
. | (Liu et al.,
GAC 1-2 $ kg 1.5$ kg
2019)

It should be noted that the costs in Table 4.3 were updated using the recent chemical
engineering plant cost index (CEPCI) to consider the price fluctuations (inflation or deflation)

as described in Equation (4.1):

Cp=—2 4.1)

where I is the cost index (CEPCI) and C is the cost of material. The updated material average
costs for carbon cloth and GAC are 6 $ m™ and 1.53 § kg™ using 2015 CEPCI of 556.8
(Ascher et al., 2020), 2019 CEPCI of 652.9 (Yao et al., 2021) and recent 2020 CEPCI of
668.0 (Yao et al., 2021).
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GAC generally ranges between 0.2 mm to 5 mm in particle size and the common
manufacturing steps include grinding, blending and agglomeration of coal which is then
followed by carbonization and activation (Huggins et al., 2016). It is widely used in
wastewater treatment, deodorization and as a solid support matrix for microbial biofilm
development. Due to the cost of GAC which is relatively low as shown in Table 4.3, it makes
it a suitable candidate for the modification of carbon cloth in order to improve air-cathode
MFC performance while reducing the total cost spent on the anode material per energy
generated. In order to ascertain that there is an economic benefit in the modification of carbon
cloth with GAC, the cost of the individual materials used in the experiments was initially

calculated and the results are shown in Table 4.4.

Table 4.4 The individual costs of the carbon cloth and the GAC with different particle sizes

used in our experiments.

Carbon
GAC GAC GAC GAC
o cloth
Description (CO) (0.45-0.6  (0.6-1.1 (1.1-2.0  (2.0-3.0
mm) mm) mm) mm)
only
Mass used per experiment (g) -- 7 7 7 7

Area used per experiment (m?) 4.9 x 107 -- -- -- --
Effective reactor volume (m’) 2x 10*  2x10™ 2x 10" 2x10*  2x10™
Mass used per effective reactor . 4 4 .
3 -- 3.5x10 3.5x 10 3.5x 10" 3.5x 10
volume (g m™)

Area used per effective reactor

, 4 24.5 - -- -- -
volume (m” m™)

‘ X 3 , 1.53x 1.53x
Material average cost ($ g7) -- 1.53x 107 1.53x 10 1o 10"
Material average cost ($ m™) 6 - -- -- -
Cost per reactor volume ($ rn'3) 147.0 53.55 53.55 53.55 53.55

The cost of GAC per reactor volume remained the same at a value of 53.55 $ m~ with
varying average particle size. This is attributed to the mass used per experiment, effective

reactor volume and the material average cost remaining the same with varying GAC average
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particle size. It should be noted from Table 4.4 that the cost of the carbon cloth per reactor
volume was high at a value of 147.0 $ m™. The total cost spent on the anode material per
energy generated was calculated and the results are shown in Table 4.5. Since the MFC was
shown to provide a stable maximum power output for 4 days in Figure 4.10, that information

was used to convert power output to energy output in Table 4.5.

Table 4.5 Total cost spent on the anode material per power generated in the air-cathode

MEC.

e CC+GAC CC+GAC CC+GAC CC+GAC
Description (0.45-0.6  (0.6-1.1 (1.1-2.0 (2.0-3.0
(Control)
mm) mm) mm) mm)
Max power
. . 3449 235.4 1287.8 887.5 666.1
density (mW m™)
Energy output
X 331x10° 226x 10 1236x 10 8.52x10"  6.39x10°
(mWh m™)
Cost per reactor
X 147.0 200.6 200.6 200.6 200.6
volume ($ m™)
Cost per energy
generated 444x10° 887x10° 1.62x10° 235x10° 3.14x 107
($ mWh™)
Cost per energy
generated 4.44 8.87 1.62 2.35 3.14
($ Wh'

The total costs were calculated on the cost of carbon cloth only as an anode for the control
experiment, and the sum of the carbon cloth and GAC for the anode with the combination of
both. As it can be seen in Table 4.5, the total cost spent on the carbon cloth only anode per
energy generated of a value of 4.44 $ Wh™' was 2.74 times as much as the one for the carbon
cloth modified with optimized GAC average particle size of 0.6-1.1 mm of a value of 1.62 $
Wh'. This means that the addition of GAC with an optimized particle size not only improved

the performance of the air-cathode MFC but it also had an economic benefit.
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However, it should be highlighted that an introduction of a GAC with a particle size of 0.45-
0.6 mm that lacks cell attachment not only hinders air-cathode MFC performance but it also
leads to total cost spent on the anode material per energy generated of a value of 8.87 $ Wh™'
which is almost 2 times as much as the carbon cloth only. This means that it is necessary to
optimize the particle size of the GAC when applying it in the modification of carbon cloth so

that the performance does not deteriorate and the anode costs do not escalate to high values.
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CHAPTER 5: IMPROVED CHROMIUM (VI) REDUCTION
PERFORMANCE BY BACTERIA IN A BIOGENIC PALLADIUM
NANOPARTICLE ENHANCED MICROBIAL FUEL CELL

5.1 Optimization of Abiotic Factors for Cr(VI)-Reducing MFC
5.1.1 Influence of anode temperature on Cr(VI)-reducing MFC

The performance of Cr(VI)-reducing MFC was first evaluated under different anode
temperatures using a carbon cloth without the GAC that is modified with Bio-PdNPs at both
pH 7 and 40 mg L™ initial Cr(VI) concentration. An increase in temperature from 25 °C to 50
°C led to an optimized temperature of 38 °C with a maximum output potential difference of
40.3 mV (Figure 5.1a). Increasing or decreasing the temperature above and below 38 °C led
to a decrease in maximum output potential difference for each experiment with 25 °C, 32 °C

and 50 °C leading to 29.5 mV, 35.9 mV and 3.21 mV, respectively (Figure 5.1a).
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Figure 5.1 The effect of anode temperature on (a) output potential difference and (b) Cr(VI)
reduction over a period of 150 h in a Cr(VI)-reducing MFC.

Organisms can be classified according to their optimum growth temperature: (i)
psychrophiles grow best between -5 °C and 20 °C, (ii) mesophiles grow best between 20 °C
and 45 °C, and (iii) thermophiles grow best at temperatures above 45 °C. In the present
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experiments, it was observed that the Brits sludge contained mostly mesophiles as
electrogenic bacteria since the Cr(VI)-reducing MFC obtained the highest maximum output
potential difference at 38 °C. In addition, the reason why temperature affected the output
potential difference of the MFC might have been due to the decay or slow growth rate of the
mesophiles. This is because temperatures above 39 °C limit the growth of mesophiles due to
protein denaturation (Behera et al.,, 2018; Schiraldi and De Rosa, 2014), and low

temperatures lead to slow growth rates (Michie et al., 2011).

Similar temperature effect trends were observed for Cr(VI) reduction in the cathode, where
the optimised anode temperature of 38 °C led to a fastest rate of Cr(VI) removal (Figure
5.1b). It should be noted that even though the rate of Cr(VI) reduction was different for both
32 °C and 38 °C experiments, both achieved complete Cr(VI) reduction by 112 h and 150 h,
respectively. Incomplete Cr(VI) reduction was observed at both 50 °C and 25 °C, which
achieved Cr(VI) reduction of 71.9 % and 12.6 % after 150 h, respectively (Figure 5.1b). This
was likely related to the death of cells at high temperatures above 38 °C (Wu et al., 2017).
Temperatures lower than 38 °C were also not ideal due to slow growth rates of microbial

cells (Michie et al., 2011).

The Cr(VI) removal profile in the MFC displayed a lag in Cr(VI) removal at the start of the
experiments (between 0 — 15 h) (Figure 5.1b). It was postulated to be a result of the time
required for the cells to adapt to the MFC anode and electrical conditions. This observation
has been reported by other researchers who perceive the delay of MFCs caused by adaptation
of electrogenic bacteria to the electrical conditions as one of the problems in MFCs that can

be solved by bioaugmentation (Pandit et al., 2015; Raghavulu et al., 2013).

The increase in Cr(VI) removal rate after the lag was due to substrate consumption by
electrogenic bacteria in which the generated electrons from the anode chamber contribute to
the reduction of Cr(VI) in the cathode chamber leading to an increase in output potential
difference (Sophia and Saikant, 2016). Also, the gradual increase in the rate of Cr(VI)
reduction was caused by the development of biofilm during the experiments (Baranitharan et
al., 2015). The decrease in the rate of Cr(VI) removal at the end of each experiment was
attributed to mass transfer losses caused by decreasing bulk Cr(VI) concentration in the

cathode chamber available to accept the electrons from the anode chamber (Scott, 2016a). It
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should be noted that the inflection point of Cr(VI) removal profiles (Figure 5.1b) was located

at about the time maximum output potential difference was achieved (Figure 5.1a).

5.1.2 Influence of cathode pH on Cr(VI)-reducing MFC

The performance of Cr(VI)-reducing MFC was affected by cathode pH change when using a
carbon cloth without the GAC that is modified with Bio-PdNPs. An optimum of pH 4 led to
the highest maximum output potential difference of 55.2 mV (Figure 5.2a). On the other
hand, an increase in pH above pH 4 led to a decrease in maximum output potential difference

of41.8 mV and 9.91 mV at pH 7 and pH 9, respectively (Figure 5.2a).
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Figure 5.2 The effect of cathode chamber pH on (a) output potential difference, (b) Cr(VI)
reduction, (c) total Cr, and (d) Cr(III) concentration over a period of 150 h in a Cr(VI)-
reducing MFC.
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The observation of a decrease in output potential difference when increasing pH above pH 4
can be explained using the Le Chatelier’s principle, where an increase in the cathode pH
would result in a decrease in hydrogen ions (H") and favour the reverse reaction in the overall

redox reaction shown in Equation (5.1):
Cr,0,%” +3HCO0 ~ + 11H* & 3C0, + 2Cr3* + 7H,0 o= 176V (5.1

Due to the reverse reaction not being thermodynamically favoured and requiring energy
input, the resulting effect of increasing cathode chamber pH above pH 4 would then result in
a decrease in the output potential difference. Decreasing the pH below pH 4 also led to a
decrease in maximum output potential difference to a value of 46.7 mV as observed at pH 2
(Figure 5.2a). This was due to reverse proton transfer in which the concentration of the H"
ions in the cathode chamber diffused to the anode chamber through the proton exchange
membrane. To further elaborate, at cathode pH 2, the final cathode pH increased (Figure
5.3a) whilst the final anode pH decreased (Figure 5.3b). Also, the extent of the final pH
decrease in the anode at cathode pH 2 experiment was more than the decrease at other

cathode pH experiments as shown in Figure 5.3b.
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Figure 5.3 The effect of cathode chamber pH on (a) final cathode pH, and (b) final anode pH.

It should also be added that the reason the final cathode pH decreased in cathode pH 4, pH 7

and pH 9 experiments except pH 2 was due to the fact that protons produced in the anode
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were transferred in the cathode without the proton transfer being reversed. In addition, the

final anode pH always decreased due to the production of H" ions by the bacteria.

It can be thought that the reduction of Cr(VI) was the reason for a high increase in the final
cathode pH at cathode pH 2 experiment (Figure 5.3e) due to the consumption of protons,
however, when we observed the extent at which the final anode pH had decreased at cathode
pH 2 experiment as compared to the other cathode pH experiments (Figure 5.3f), it was
concluded that protons had actually reversed. These observations ascertained reverse proton
which is capable of affecting the microbial communities and reduce MFC performance (Kim

etal., 2017).

Cr(VI) reduction was related to the output potential difference, and it also achieved an
optimum of pH 4 leading to the highest rate of Cr(VI) removal. Complete removal was
observed at pH 2, 4, and 7, however, incomplete removal of 23.3 % over a period of 150 h
was seen at pH 9 (Figure 5.2b). The reason why pH also affected Cr(VI) removal in addition
to it affecting output potential difference in the MFC was because an output potential
difference is an indication of how efficient electrons and hydrogen ions are transferred in the
MFC. Therefore, a decrease in output potential difference caused by the reverse proton
transfer at low pH, or a high pH that favoured the reverse overall redox reaction, impacted the
amount of electrons that can be accepted by Cr(VI) in the cathode chamber. This observation
was also made by Li et al. (2018) who found that the pH of the cathode chamber affects
Cr(VI) removal.

A total chromium (Cr) decrease of 70.7 % in the cathode chamber was seen at pH 7 (Figure
5.2c¢). However not much of a change in total Cr during pH 2, pH 4, and pH 9 occurred,
resulting in only 0.32 %, 9.7 %, 20.25 % of total Cr decrease, respectively (Figure 5.2c). This
is because at low range of pH 2 to 6, dichromate (Cr,07>) would be the predominant Cr(VI)
species in solution (Guertin et al., 2004) and is reduced in the cathode chamber. It then forms
soluble Cr(III) species which do not precipitate below pH 4.5 but are present as CrOH*" ions
(Guertin et al., 2004). On the other hand, at pH values above 6, Cr(IIl) precipitation in the
cathode chamber would occur after Cr(VI) reduction according to Equation (5.2) (Guertin et

al., 2004):
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(5.2)

It should be noted that the main reason behind the low total Cr decrease observed at pH 9 was

mainly due to a low reduction rate of Cr(VI) as seen in Figure 5.2b. This resulted in a low

Cr(IIT) concentration available to form chromium hydroxide [Cr(OH);] as seen in Figure

5.2d.

5.1.3 Influence of initial Cr(VI) concentration

Increasing the initial concentration of Cr(VI) in the MFC operated at 38 °C and pH 4 using a
carbon cloth without the GAC that is modified with Bio-PdNPs led to an increase in the

performance of the MFC with 40 mg L', 60 mg L' and 100 mg L initial Cr(VI)

concentrations generating maximum output potential difference of 239.2 mV, 333.4 mV, and

374.6 mV, respectively (Figure 5.4a).
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Figure 5.4 The effect of initial Cr(VI) concentration on the (a) output potential difference
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and, (b) Cr(VI) reduction over a period of 140 h in a Cr(VI)-reducing MFC.

The effect of the initial Cr(VI) concentration on the output potential difference can be

explained by considering the equation used to calculate output potential difference in MFC as

shown in Equation (5.3) (Niya and Hoorfar, 2014):

71

© University of Pretoria



UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

%
g

AV = AVrep, = Nact = Ncone — Nohmic (5.3)

The ohmic losses (,nmic) are caused by resistances to ion and electron flows, activation
overpotentials (1,.¢) are losses related to the activation energy of the redox reaction that the
MFC needs to overcome, and concentration overpotentials (7.,,.) are caused by losses due to

the concentration gradient between the surface and bulk concentrations (Wang et al., 2015).
Provided that these losses are small, the output potential difference (AV) is only related to the

reversible output potential difference (AV,.,). This can be calculated using the Nernst

equation for the overall redox reaction in Equation (5.1) as shown by Equation (5.4):

(5.4)

RT ([Cr2072‘][H+]11[H600-]3>

AV = AV, = ES,; + oF In [Cr3+]2[CO,]3

where EZ,; is the cell standard reduction potential in V, R is the gas constant (8.314 Pa m’
mol™! K™, T is the temperature in K, and F is Faraday's constant (96485 A s mol™). As it can
be seen from Equation (5.4), the initial concentration of Cr(VI) in the form of Cr,0;*
concentration plays a role in the output potential difference of the MFC, and by increasing the
initial concentration of Cr(VI), the overall output potential difference increases (Li et al.,
2018; Wang et al., 2008). However, the reason behind the increase in MFC performance with
increased Cr(VI) initial concentration can also be attributed to the fact that when initial
Cr(VI) concentration is increased, the amount of Cr(VI) available to accept the electrons from
the anode chamber also increases. This not only leads to an increase in output potential

difference, but it also enhances Cr(VI) removal rate.

Figure 5.4b shows that the initial concentration of Cr(VI) affected rate at which Cr(VI) was
removed in the cathode chamber. An increase in initial concentration from 40 mg L™ to 100
mg L' led to a complete Cr(VI) removal in less than double the time required to remove 40
mg L of Cr(VI). This improvement in the rate of removal shows that the amount of Cr(VI)
available to accept electrons from the anode chamber has an impact on not only the output

potential difference, but also the rate of Cr(VI) removal.
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The coulombic efficiency (CE) can further be used to explain the reason behind the
facilitation of electron transfer by an increase in Cr(VI) initial concentration which increases
the amount of Cr(VI) available to accept the electrons in the cathode chamber. CE describes
the charge efficiency in which electrons are being transferred in the Cr(VI)-reducing MFC
and further information on its calculation is provided in Equation (3.9) (Huang et al., 2010).
Figure 5.5 shows that an increase in initial Cr(VI) concentration increased the CE, which
means the efficiency in which the electrons were being transferred in the MFC in order to be
accepted by Cr(VI) in the cathode chamber was related to the amount of Cr(VI) available to
accept the electrons (Huang et al., 2010; Wang et al., 2008).

40
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40 60 100
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Figure 5.5 The change of coulombic efficiency (CE) with initial Cr(VI) concentration (40,
60, and 100 mg L™).

5.1.4 Influence of microbial growth on Cr(VI)-reducing MFC

In order to determine whether the low output potential difference when complete Cr(V)
reduction was achieved was due to Cr(VI) concentration and not the lack of survival of the
microorganisms, the optical density (OD) was monitored. The microbial growth was
measured in optical density (OD) at wavelength of 600 nm wusing a UV/Vis
spectrophotometer. Three phases were observed in Figure 5.6 when considering the OD (600
nm) response: (i) lag time in the first 15 h in the increase of the microorganisms, (ii) fast

increase in microorganisms, and (iii) a gradual decrease in the microorganisms. Due to the
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presence of microorganisms even after the complete Cr(VI) reduction was achieved as shown
in Figure 5.6, this indicated that the low output potential difference at complete Cr(VI)

reduction was due to low Cr(VI) concentration and not the lack of microorganisms.

In Figure 5.6, we can see that the lag time in the Cr(VI) reduction was caused by the lag in
the growth of microorganism and this was associated with the time required for the

electrogens to adapt to the MFC anode and electrical conditions (Song et al., 2016).
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Figure 5.6 The change in OD (600 nm) to monitor the microbial growth in the anode
chamber as the output potential difference and Cr(VI) concentration changes over a period of

140 h in a Cr(VI)-reducing MFC.

5.2 Influence of Anode Modified with GAC on Cr(VI)-Reducing MFC
5.2.1 The effect of GAC particle size on Cr(VI)-reducing MFC performance

In order to increase the efficiency of the MFC under investigation, the effect of anode
modification was investigated through the addition of GAC into the carbon cloth (Figure 5.7).
This was motivated by previous studies that have shown that changing the particle size and
surface area plays a significant role in the attachment of electrogenic bacteria (Ahmed et al.,

2015; Yang et al., 2018).
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Figure 5.7 The effect of GAC with different average particle size (0.45-0.6 mm, 0.6-1.1 mm,
1.1-2 mm, 2-3 mm) on (a) output potential difference (polarization curve), (b) power density,

and (c) Cr(VI) removal.

The average particle size of the GAC was varied so as to determine the optimal size range.
Figure 5.7a and Figure 5.7b show that GAC with an average particle size in the range 0.6-1.1
mm produced both the peak output potential difference and maximum power density of 374.8
mV and 702.3 mW m™, including complete Cr(VI) removal which was observed after 48 h as
shown in Figure 5.7c. However, when the average particle size was decreased to 0.45-0.6
mm, both the peak output potential difference and maximum power density achieved their
lowest values of 90.2 mV and 45.5 mW m™ and 11.5 % Cr(VI) removal was observed after
48 h. An increase in the average particle size above the 0.6-1.1 mm range also resulted in

decreased performance.
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5.2.2 The effect of GAC particle size on morphology

The trends noted in Figure 5.7 can be explained by considering the differences in the
morphology of the GAC particles (Figure 5.8) together with the accompanying bacterial
attachment. The scanning electron micrographs revealed unique morphological structures and
cell attachment for the different average particle sizes. GAC with average particle size of 2-3
mm had a skeletal-like morphology (Figure 5.8a), as the particle size decreased, the skeletal
structure in the GAC disappeared as depicted in Figure 5.8b and Figure 5.8c. Bacterial
attachment was highlighted in the black squares presented in the micrograms in Figure 5.8a
and Figure 5.8b. No successful bacterial attachment was observed in the lowest average

particle size of 0.45-0.6 mm (Figure 5.8c¢).

Figure 5.8 SEM morphology observations of GAC at different average particle sizes of (a) 2-
3 mm, (b) 0.6-1.1 mm, and (c) 0.45-0.6 mm under 2 um magnification.
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It is postulated that microorganisms generally attach and are retained better on irregular,
rough surfaces compared to regular and smooth surfaces (Feng et al., 2015; Shelobolina et al.,
2018). In addition, the reason no bacterial attachment was observed is because lack of
porosity in a smooth surface significantly reduces bacterial attachment (Santoro et al., 2014).
This is consistent with our observation with the smooth 0.45-0.6 mm GAC showing lack of
cell attachment as compared to the skeletal and rough surface of both 2-3 mm GAC and 0.6-
1.1 mm GAC respectively. Considering that lack of cell attachment leads to low output
potential difference (Cao et al., 2019), this explains the reason the average particle size of
0.45-0.6 mm performed the lowest. Since the surface area normally decreases with an
increase in average particle size for GAC (Li and DiGiano, 1983), the reason behind a
decrease in MFC performance when the average particle size was increased above 0.6-1.1
mm was attributed to a decrease in surface area available for cell attachment. This is due to
the fact that even though cell attachment was not hindered at high average particle sizes, the

available surface area decreased with an increase in particle size.

5.2.3 The effect of GAC particle size on internal resistance

Internal resistance dependency on the GAC average particle size is shown in Table 5.1.

Table 5.1 The effect of GAC average particle size on both the volume-specific internal

resistance and internal resistance of the Cr(VI)-reducing MFC.

Volume-specific

internal resistance

Qm) Internal resistance (Q2)

Before After Before After
Type MPP MPP MPP MPP
Carbon cloth (control) 0.23 0.22 1150 1100
0.45-0.6 mm 0.26 0.24 1300 1200
0.6 - 1.1 mm 0.066 0.058 330 290
1.1 -2mm 0.089 0.073 445 365
2.0 -3 mm 0.092 0.087 460 435
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This dependency is due to the average particle size having an impact on the extent of cell
attachment on the GAC surface which in turn influences the internal resistance of the Cr(VI)-
reducing MFC. The volume-specific internal resistance in Table 5.1 was calculated using
Equation (3.10) and the polarization curves in Figure 5.7a, where the linear ohmic loss region
slopes which occurred before and after maximum power point (MPP) represented the
volume-specific internal resistance. GAC with an average particle size of 0.45-0.6 mm
showed high volume-specific internal resistance of 0.26 Q m® and 0.24 Q m’ for both before
and after MPP, respectively, due to lack in cell attachment (Table 5.1). The volume-specific
internal resistance at 0.6-1.1 mm was the lowest for both before and after MPP with values of
0.066 Q m’ and 0.058 Q m’, respectively, due to increased cell attachment. Further increase
to 2-3 mm resulted in an increase in volume-specific internal resistance (Table 5.1). This was
due to the fact that even though cell attachment was not hindered at high average particle
sizes, the available surface area decreased with increase in particle size. This observation was
also made by a previous study where unmodified graphite anode (GA) with low available

surface area had high internal resistance (Liu et al., 2017).

It should be noted that the values of output potential difference, maximum power density, and
Cr(VI) removal for the control experiment with carbon cloth only were higher than the ones
for experiment with 0.45-0.6 mm GAC dispersed in carbon cloth (Figure 5.7). This was due
to the introduction of 0.45-0.6 mm GAC in carbon cloth which lacked cell attachment and led

to an increase in internal resistance as shown in Table 5.1.

5.3 Influence of Bio-PdNPs on Cr(VI)-Reducing MFC
5.3.1 Influence of Bio-PdNPs on output potential difference and power output

In order to improve the electrocatalytic performance of the anode, the effect of addition of
Bio-PdNPs onto the GAC was investigated. This was because elemental palladium has been
shown to have the capability to improve the electrocatalytic activity of the anode (Moon et
al., 2014). The results on the biological synthesis, characterization of the Bio-PdNPs and
improved electrocatalytic activity of the anode used in this study were reported by Matsena et
al. (2020). In this study, we focus more on their impact on the performance of Cr(VI)-

reducing MFC. The results are shown in Figure 5.9.
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Figure 5.9 The results of (a) output potential difference (polarization curve), and (b) power
density in Cr(VI)-reducing MFC containing the GAC anode placed in carbon cloth and
modified with Bio-PdNP1 (2 mg Bio-PdNPs g GAC), Bio-PdNP2 (4 mg Bio-PdNPs g’
GAC), Bio-PdNP3 (6 mg Bio-PdNPs g”' GAC), and an unmodified 0.6-1.1 mm GAC.

The addition of the Bio-PdNPs to the unmodified GAC resulted in improved performance as
both the output potential difference and maximum power output increased with increasing
Bio-PdNPs loading. Peak output potential difference of 185.2 mV, 242.3 mV, and 393.1 mV
were obtained for Bio-PdNPI1, Bio-PANP2, and Bio-PdNP3, respectively (Figure 5.9a). In
addition, Bio-PdNP3 led to a maximum power density of 1965.4 mW m™ as compared to
926.2 mW m™ and 1211.3 mW m~ for Bio-PdNP1 and Bio-PdNP2, respectively (Figure
5.9b). Besides the presence of microbes in the Brits sludge oxidizing formate (Deplanche et
al., 2010), further improvement in Cr(VI)-reducing MFC performance in the presence of Bio-
PdANPs was attributed to enhanced catalyzation of formate oxidation by Bio-PdNPs (Yong et

al., 2002), and an increase in active sites with increased Bio-PdNPs loading.

The enzyme oxidation of formate by microbes (Deplanche et al., 2010) and the catalytic
oxidation of formate by palladium nanoparticles (Yong et al., 2002) has previously been
reported. Anode modification using Bio-PdNPs has also been demonstrated in applications
such as power generation (Matsena et al., 2020; Quan et al., 2015), evans blue removal (Quan

et al., 2018b), and iohexol degradation in MFCs (Quan et al., 2018a). However, the present
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study not only investigates the usage of Bio-PdNPs as a means of enhancing GAC based
anodes, but it also explores whether the presence of the palladium nanoparticles influences

Cr(VI) removal in the MFC.

5.3.2 Influence of Bio-PdNPs on Cr(VI) reduction

Figure 5.10 shows increased Cr(VI) removal in the MFC upon addition of Bio-PdNPs. While
all experimental conditions tested attained complete Cr(VI) removal from a 100 mg L™ initial
concentration within 50 h, the Bio-PdNP3 had the fastest rate of Cr(VI) removal and
achieved complete Cr(VI) removal in 25 h. This observation was attributed to the fact that
Bio-PdNP3 led to both the highest output potential difference (Figure 5.9a) and power
density (Figure 5.9b). Since both parameters represent the extent at which electrons are
generated and transferred within the MFC, this meant that the Bio-PdNP3 increased the
amount of electrons available for Cr(VI) reduction in the cathode chamber. A more elaborate
explanation can be related to the fact the Bio-PANP3 led to the highest formate oxidation
catalyzation (Yong et al., 2002) which enhanced the amount of electrons generated (Haan and

Masel, 2009) and led to an increased amount of electrons available for Cr(VI) reduction.

120
5 100 £y ©— Bio-PdNP2
v— Bio-PdNP3

—a— GAC (0.6 - 1.1 mm)

. |
o
E
c 801
= 701
©
+ 60 -
c
§ 50
8 40“
S 30
2 20
O 10
0 - , r
0 10 20 30 40 50

Time (h)

Figure 5.10 Cr(VI) removal in Cr(VI)-reducing MFC containing the GAC anode placed in
carbon cloth and modified with Bio-PANP1 (2 mg Bio-PdNPs g GAC), Bio-PdNP2 (4 mg
Bio-PdNPs g' GAC), Bio-PdNP3 (6 mg Bio-PdNPs g' GAC), and an unmodified 0.6-1.1
mm GAC.
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5.3.3 Preliminary Cr(VI)-reducing MFC model

In order to explicitly define the effect of Bio-PdNPs on the performance of Cr(VI)-reducing
MFC, the first order and second order models were used. Due to the lag phase that was
observed in the reduction of Cr(VI) which is a result of the time required for the electrogens
to adapt to the MFC anode and electrical conditions (Song et al., 2016), the time delay was
incorporated in both the first order and second order models as shown in Equation (5.5) and

Equation (5.6).

The removal kinetics of Cr (VI) were regressed using the first order and the second order rate

equations. The first order rate equation with time delay is given by Equation (5.5):

4 Cerovn _ { 0, t<ty 55)
Ceravn,o ki(t — ta), t=> ty :

where Cervyp),0 and Cer vy are the concentration of Cr(VI) (mg L initially and at any time

(t), ky is the rate constant for Cr(VI) reduction (h™"), and t, is the time delay before the

model fits the kinetics (h). The plot of —1 ncccr& vs. t gives a slope which represents the
cr(VD),o

rate constant, k;. The second order rate equation with time delay is given by Equation (5.6):
1 1 { 0, t <ty
ke (t —tg), t>ty

(5.6)
CCr(VI) CCr(VI),o

1

where k, is the rate constant for Cr(VI) reduction (L mg™ h™"). The plot of LI
Cereovy  Ceorvh,o

vs. t gives a slope which represents the rate constant, k,. The constants k4, k,, and t; were

simply determined by using Solver in Excel and minimizing the sum of squared errors.

The parameters for the first order model were determined for Bio-PANP1 (k; = 0.085 h'', t,
=9.6 h, R? =0.99), Bio-PdNP2 (k; =0.13 h™', t; = 4.3 h, R? = 0.987), Bio-PdNP3 (k; =0.16
h', t; = 1.7 h, R? = 0.989) and unmodified 0.6-1.1 mm GAC (k; = 0.073 h™", t; = 14.3 h, R?
= 0.995). Figure 5.11a shows the model results during parameter estimation. As it can be
seen, Bio-PANP3 had the lowest time delay and the highest rate constant, hence it performed

better. The determined first order model parameters were then used to plot the Cr(VI) profile
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in Figure 5.11b which is in agreement with the experimental data and shows that the model

correctly predicted the time delays.
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Figure 5.11 (a) Cr(VI) reduction kinetics using the first order kinetic equation with time
delay, (b) the Cr(VI) experimental profile plotted against Cr(VI) profile calculated using the
parameters determined from the first order kinetic equation with time delay, (c) Cr(VI)
reduction kinetics using the second order kinetic equation with time delay, (d) the Cr(VI)
experimental profile plotted against Cr(VI) profile calculated using the parameters

determined from the second order kinetic equation with time delay.

The parameters for the second order model were determined for Bio-PdNP1 (k, = 0.0081 L
mg' h', t; = 22.2 h, R? = 0.996), Bio-PdNP2 (k, = 0.089 L mg"' h'', t; =274 h, R? =
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0.951), Bio-PdNP3 (k, = 0.46 L mg" h™', t; = 26.6 h, R? = 0.996) and unmodified 0.6-1.1
mm GAC (k, = 0.0033 L mg" h', t; = 20.9 h, R? = 0.988). Figure 5.11c shows the model
results during parameter estimation. The second order model was able to determine the rate
constants however, it overestimated the time delays. This can be shown by the plot of Cr(VI)
profile in Figure 5.11d that was determined by using the second order model parameters. As
it can be seen, due to the overestimation of the time delays, the Cr(VI) reduction kinetics
were not correctly predicted. This shows that the estimation of time delay is a critical step in

the kinetic modelling of systems with lag time.

83

© University of Pretoria



UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

(022:%

CHAPTER 6: CHROMIUM (VI)-REDUCING MICROBIAL FUEL
CELL MODELING USING INTEGRATED MONOD KINETICS
AND BUTLER-VOLMER EQUATION

6.1 Model Description

A mechanistic Cr(VI)-reducing MFC model is developed on a two population microbial
model in which the primary microbes represent the microorganisms that are able to utilise
substrate (S) for energy generation and the secondary ones represent those that utilize the
substrate but do not release free electrons to be used for electricity generation in MFC (Figure

6.1) (Gadkari et al., 2019).

SN
- : e
L i
-4 :
P Mw/NADH [e€ .
S~ Mo/NAD' ]
Cytoplasm Periplasmt 4 Anode

Figure 6.1 Schematic of the bioanode where the primary cells utilize substrate (S) which is
converted to products (P), and where the primary cells in the cytoplasm convert the oxidising
agent intracellular mediator (My) to the reducing agent intracellular mediator (M), which is
then transported to the mitochondrial matrix of the primary cells where it oxidises back to Mo

and leads to electron transfer.
The electrons generated from the anode chamber are assumed to be transferred via physical
contact between the outer membrane of primary cells and the anode using intracellular

mediators, i.e, NAD'/NADH, since they are the principal electron shuttle in formate
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oxidation (Dan Pfenninger-Li and Dimroth, 1992). The electrons are then accepted in the
cathode chamber by Cr(VI) which is reduced to trivalent chromium [Cr(III)]. The schematic
of electron transport from the cell to the anode is represented by Figure 6.1, where the
primary cells utilise the substrate (S) to form products (P), and during this process, the
primary cells in the cytoplasm convert the oxidising agent intracellular mediator (M) (i.e.,
NAD") to the reducing agent intracellular mediator (M) (i.e., NADH), then Mj is transported
to the mitochondrial matrix of the primary cells where it oxidises back to My and leads to

electron generation (Gadkari et al., 2019; Stein and Imai, 2012).

The important assumptions made in the model include:

e The MFC operates under pH conditions where the formed Cr(IIl) does not precipitate.

e Any gas formation formed such as CO, and H; remain dissolved in the chamber of anode
bulk solution.

e Temperature of both anode and the cathode chamber are assumed constant, and pH
change is assumed to be negligible.

e The MFC is operated under batch conditions.

e Electrons are transferred to the anode electrode by direct attachment of electrogens which
utilize intracellular redox mediators which transform between oxidized and reduced
forms.

e The electrons are accepted in the cathode chamber by Cr(VI) only, and during the
experiment, there is no entry of O, or any other oxidizing agent in the cathode chamber.

e There is no Cr(VI) crossover to the anode chamber.

6.1.1 Butler-Volmer equation

A reaction in electrochemistry involves the transfer of electrons during the oxidation and
reduction of chemical species which can be expressed as a reversible reaction as shown in

Equation (6.1):
O+ ne” &R (6.1)

where O is the oxidising agent, R is the reducing agent, and n is the number of moles of

electrons transferred per mole reaction. As a consequence, an electric current due to the
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transfer of electrons is produced and can be determined by using a quantitative proportional
relationship that the current itself has with the transferred charges and the net reaction rate

which is given by Faraday’s law as shown in Equation (6.2) (Seeber et al., 2015):

— anQnet

6.2
1000 (62)

where I is the current output, F is the Faraday’s constant (96845 A s mol™), v is the volume
of the respective chamber, and q,.; is the net reaction rate. Due to the reversibility of the

reaction in Equation (6.1), the net reaction rate can be expressed as Equation (6.3):
Anet = kf [0] — kp[R] (6.3)

where k; and k), are the reaction rate constants of both the forward and backward reactions,
respectively, with [O] and [R] being the concentrations of the oxidising and reducing agents,
respectively. By substituting Equation (6.3) to Equation (6.1), the current output for the net
reaction can then be expressed in terms of the concentrations of both oxidising and reducing

agents as shown in Equation (6.4):

F
I= % (ks [0] — ky[R]) (6.4)

Equation (6.4) forms a fundamental basis of the relationship between the concentration and
electric current, however, the rate constants are actually dependent on the cell potential and
are expressed in terms of an Arrhenius-type equation, in which the activation energy is
assumed to be proportional to the cell potential (£) as shown in Equations (6.5) and (6.6)
(Scott, 2016b):

o —anFE
ke = kop exp(—=—) (6.5)
1—a)nFE
ky = k°, exp(%) 6.6)
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where k° and k°, are reaction rate constants of the forward and backward reactions at

standard conditions, respectively, a is the transfer coefficient, R is the gas constant (8.314 Pa

m’ mol! K™), and T is the temperature. The relationship between @ and the geometry

symmetry factor () is given by Equations (6.7) and (6.8) (Mann et al., 2006):

B(no —nb —na) +nb
a= l

(1 -pB)(no —nb —na) +nb
a= ;

(6.7)

1- (6.8)

where no is the number of electrons being transferred in the overall reaction, nb is the
number of electrons being transferred before the rate determining step (rds), na is the number
of electrons being transferred after the rds, and [ is stoichiometric coefficient (the number of
times that the rds must take place for the overall reaction to occur once). a signifies the
fraction of the interfacial potential at an electrode-electrolyte interface that helps in lowering
the free energy barrier for the electrochemical reaction, and from Equations (6.7) and (6.8), it
can be seen that @ should not be confused with f which has the same meaning as « but only
applies for a single-step reaction and its value is between 0 and 1 (Bockris and Nagy, 1973;
Mann et al., 2006). In a single-step process, when na and nb are 0 and [ is equal to 1, the
value of a is equal to  and also ranges between 0 and 1. However, in a multi-step process
that is not the case. Therefore, care and caution should be taken when applying these two. In
our model, we will apply a for a general model. It should be noted that Equations (6.7) and

(6.8) only apply when the steps before the rds are in pseudo-equilibrium (Mann et al., 2006).

Substitution of Equations (6.5) and (6.6) to Equation (6.4) leads to an equation that describes
the explicit relationship between the current output and both the cell potential and

concentrations as shown in Equation (6.9):

an< 3 p(—omFE (6.9)

=000 RT w) [R])

) O] =K% exP( RT

At equilibrium conditions, when the forward rate is equal to the backward rate, I = 0 in

Equation (6.9). This is because there is an electric current between the forward and the
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backward reactions which is equal in magnitude but opposite in sign. This current output at
equilibrium conditions is known as exchange current (Io) and is described by Equations

(6.10) and (6.11):

nFv

Io = oy = — ko (_“nFE‘") 0 (6.10)
©= 1% = 1000 " P\ R e '
nFv (1 — ao)nFE,
o 0 — a)nkk. 6.11
lIo =10, 1000 k°, exp( BT )[R]e (6.11)

where [0], and [R], are the equilibrium concentrations of both the oxidising and reducing
agents, respectively, and lof and lo, are the exchange currents of both the forward and

backward reactions, respectively.

The difference between the actual and equilibrium cell potential (E,) is called overpotential
(n) (Equation (6.12)) and expresses the added amount of thermodynamic force that the MFC
must overcome in order to drive the redox reaction. Overpotentials are responsible for the
MFC operating at output potential difference values lower than the theoretical/reversible

output potential difference.
n=E- E, (6.12)
By substituting Equation (6.12) to Equation (6.9), and using the definitions of exchange

current described in Equations (6.10) and (6.11), we find a more familiar Butler-Volmer type

expression which is given by Equation (6.13) (Bard and Faulkner, 2000):

I [0] —anFn [R] (1 — a)nFn
To <[0]e eXp( RT )‘ [R]eeXp< RT )) 6.13)

This equation forms one of the most fundamental electrochemical relationships by defining
the kinetics of a unimolecular redox reaction using the relationship between electrical current,
and both the cell potential and the concentrations of the reducing and oxidising agents, and

will therefore be used to further define overpotentials for the Cr(VI)-reducing MFC.
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6.1.2 Cr(VI)-reducing MFC overpotential

In electrochemical reactions, there is a thermodynamic requirement which is essential to
drive the redox reactions at a certain rate, this requirement is known as overpotential (1)
(Bard and Faulkner, 2000). From Equation (6.12), n was defined as the difference between
the actual and equilibrium cell potential, and was further shown that it forms part of the
Butler-Volmer type equation in Equation (6.13). Therefore, provided that there is no
concentration gradient between the equilibrium surface concentration and surface
concentration for both O and R in Equation (6.13), then the resulting Butler-Volmer equation

can be expressed as Equation (6.14):

I=1Io (exp(_?TFn> — exp (%)) (6.14)
Equation (6.14) assumes that the overpotential of the MFC can be expressed as activation
overpotential with concentration overpotential being negligible. The cause of activation
overpotential is due to the losses related to the activation energy of the redox reaction that the
MFC needs to overcome (Wang et al., 2015). The concentration overpotential is caused by
losses due to the concentration gradient between the surface and equilibrium surface

concentration (bulk concentration) (Wang et al., 2015).

When the activation overpotential of the MFC is sufficiently small, according to Taylor
polynomial expansion, Equation (6.14) can be approximated as Equation (6.15) (Menictas et

al., 2014):

nkn
I =10o—= 6.15
07 (6.15)

In which Equation (6.15) will be used to define the overpotentials of the Cr(VI)-reducing
MFC. The charge transfer resistance (7,;) which is given by Equation (6.16) can be derived

from Equation (6.15):

1 RT

- — 6.16
Tet = 10nF (6.16)
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where 1 is a reflection of how facile an electrochemical reaction is in MFC. The lower the

1., the faster the electrochemical reaction.

6.1.3 Anode chamber equations

In the anode chamber, the substrate (S) is consumed by both primary cells (X,,) and
secondary cells (Xs.), and during this process, the primary cells in the cytoplasm convert the
oxidising agent intracellular mediator (M,) (i.e., NAD") to the reducing agent intracellular
mediator (Mg) (i.e., NADH), then My is transported to the mitochondrial matrix of the
primary cells where oxidation leads to electron generation (Gadkari et al., 2019; Stein and
Imai, 2012). The secondary cells utilize substrate but do not release free electrons to be used

for electricity generation in MFC.

The primary cells growth rate (u,,) is double limited by both S and M, in the monod

expression given in Equation (6.17) (Kato Marcus et al., 2007), and the secondary cells

growth rate (i) is only dependent on S (Equation (6.18)):

= a Mo 6.17
l'l'pT - .umax,pr Ks'p.r + S KMO,pr + MO ( . )
S
Use = Umaxse| T o (6.18)
' KS,se +S5

where Umaxpr and gy se are the maximum growth rates of primary cells and secondary
cells, respectively, Kgp,, and Ky, ,r are the half-saturation constants of substrate and
oxidising intracellular mediator for primary cells, respectively, and Kj g, is the half-saturation

constant of substrate for secondary cells. The anode species mass balances are represented by

the following equations:

ds ! X ! X (6.19)
= o — o M :
dt YXpr/sMMs propr YXse/sMMs sense
dX
d:r = tpr Xpr — Kapr Xpr (6.20)
dX
d:e = Use Xse - kd,se Xse (621)
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where Yy, /s and Yy /s are the yields of the primary and secondary cells to substrate,
respectively, kg, and kg s, are the decay rate constants of the primary and secondary cells,

respectively, and MM is the molar mass of substrate. In addition, the mass balance of the

reducing agent intracellular mediator is given by Equation (6.22):

dMy  Yigs o 10001y
At Yypy/sMMy, P77~ " 2Fp,

(6.22)

where Yy, /s 1s the yield of the reducing agent intracellular mediator to substrate, and MMy,
is the molar mass of the reducing agent intracellular mediator. The first term in Equation
(6.22) is related to NADH formation in the cytoplasm due to cell growth, and the second term
is related to NADH oxidation in the mitochondrial matrix for electron generation (Stein and
Imai, 2012). The second term is in the form of the rate equation derived in Equation (6.2)
which relates the reaction rate to current output by using Faraday’s law due to the reversible

reaction between M, (i.e., NAD") and My (i.e., NADH) shown in Equation (6.23).

My +H* + 2e~ & M E9=-032V (6.23)

It should be noted that the standard cell potential of the anode (-0.32 V vs. SHE) (Jay et al.,
2020) is related to the intracellular mediators and not the substrate because the reaction
expressed in Equation (6.23) is the principal reaction involved in electron transport and
electron generation during substrate/formate oxidation (Dan Pfenninger-Li and Dimroth,

1992). The total mass of the intracellular mediator (M) is given by Equation (6.24):

MT S MR + MO (624)

Provided that M is a constant, the mass balance of M,, is given by Equation (6.25):

dM,  dMj

dt ~ dt
To derive the Cr(VI)-reducing MFC anode overpotential, Equation (6.15) is used. The

(6.25)

resulting equation is shown in Equation (6.26):
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_ Iurc R,
Na,MFC lo, 2F

(6.26)

where g yrc, T, and lo, are the Cr(VI)-reducing MFC anode overpotential, temperature,
and exchange current, respectively. Io, is assumed to be constant. In addition, the charge

transfer resistance of the anode (7 o) 1s expressed by Equation (6.27):

1 RT,
Teta = 1o OF

(6.27)

6.1.4 Cathode chamber equations

In the cathode chamber, Cr(VI) in the form of dichromate is reduced to Cr(IIl) by gaining the
electrons from the anode chamber. The Cr(VI)-reducing MFC is assumed to be operating at
low pH values where no Cr(Ill) precipitation is observed. The reversible reaction of

dichromate (Cr,0->) to Cr(III) is represented by Equation (6.28):
Cr,0,%" + 14H* + 6e~ © 2Cr3* + 7H,0 ES =133V (6.28)

With the forward reaction in Equation (6.28) favoured, the mass balance of Cr,0;* in the

cathode is expressed by Equation (6.29) which is derived from Equation (6.2):

d[Cr,0,%" ] _ 10001y (6.29)
dt 6Fv, '

where [C Ty 072_] is the concentration of dichromate and v, is the volume of cathode chamber.
Since there are 2 mol of Cr(VI) per mol of Cr,07* in Equation (6.28), the mass balance of
Cr(VI) in the cathode chamber is expressed by Equation (6.30):

dlcr(vD] _ , d[Cr,0,%7]
dt dt
where [Cr(VI)] is the concentration of Cr(VI). Equation (6.31) is used to calculate Cr(III)

(6.30)

concentration ([Cr(I11)]):
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d|Cr(1l] 10001
[CrQID] _ 10001z 631
dt 6Fv,

To derive the Cr(VI)-reducing MFC cathode overpotential, Equation (6.15) is used and the

resulting equation is shown in Equation (6.32):

_ Iurc RT,
Ne MFC lo, 6F

(6.32)

where 1 yrc, T, and lo, are the Cr(VI)-reducing MFC cathode overpotential, temperature
and exchange current, respectively. lo, is assumed to be a constant. In addition, the charge

transfer resistance of the cathode (7, ) is given by Equation (6.33):

1 RT,

Tete = 1o, 6F

(6.33)

6.1.5 Ohmic losses

Ohmic losses (n,nmic) are caused by the resistance to electron flow within the cell and can be

expressed by Equation (6.34):

Nonmic = ImrcTint (6.34)

where 17, is the internal resistance. Following an approach suggested by Pinto et al. (2010),

the 1;,,, can be calculated using Equation (6.35):

Tint = Tmin + Fnax — rmin)e_(exprrrint Xpr + 0crWiyrie 7D + 0574, S) (6.35)

where 1,,;, and 7,4, are the minimum and maximum observed internal resistance,

respectively, and prr,rmt, Ocrvn,ry,, and s, . are the primary cells, Cr(VI) and substrate

constants which determine the internal resistance steepness of the curve, respectively. The
usage of Equation (6.35) to represent the Cr(VI)-reducing MFC internal resistance is

supported by the fact that the concentration of microbial cells, Cr(VI) and substrate have an
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impact on the internal resistance of the MFC. Equation (6.35) also improves the modelling

accuracy of the start-up phase in MFCs (Pinto et al., 2010).

6.1.6 Output potential difference

The reversible output potential difference (AV,.,,) of the Cr(VI)-reducing MFC is calculated
using Equation (6.36):

1 1 1
- + +
AVie = Eppin + (Emax - Emin)e <9XPT,AVTW Xpr ~ Ocrvnavye, CTVD +€ 7 Osavye, S+ 8) (6.36)

where € is a constant which is approximately equal to zero (€~0), E,,; and E,,4, are the

minimum and maximum observed open circuit voltages (OCV), respectively, and GXW,AVM,

Ocrwn,av,., and Os sy, are the primary cells, Cr(VI) and substrate constants which determine
the output potential difference steepness of the curve, respectively. The inclusion of a
constant € in Equation (6.36) is because the concentration of Cr(VI) and substrate can reach a
value of zero and make the equation discontinuous, therefore € serves to remove the
discontinuity during simulation. Equation (6.36) is used because of the dependence of AV},
on the concentration of microbial cells, Cr(VI) and substrate. In addition, it improves the
modelling accuracy of the start-up phase in MFCs (Pinto et al., 2010). The output potential
difference (AVyrc) in Equation (6.37) is calculated as the difference between AV, and the
Cr(VI)-reducing MFC overpotentials (which includes the ohmic losses derived in Equations

(6.34) and (6.35)):

AVyre = AVeey — Nemrec — Namre — Nohmic (6.37)

In addition, Iprc can be expressed using Equation (6.38):

o AV.., cr(vi) ( S ) 635
MFC Text + Tint + Tete + Tetea \CT(VD) + € J\S + € )

where 7., 1s the external resistance. The terms in brackets are included so that the current is
equal to zero when there is no Cr(VI) in the cathode chamber and substrate in the anode

chamber. As mentioned, € is a constant which is approximately equal to zero (e~0).
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6.1.7 Solution strategy

The Cr(VI)-reducing MFC anode chamber equations (Equations (6.17)-(6.22), Equations
(6.25)-(6.27)), cathode chamber equations (Equations (6.29)-(6.33)), ohmic loss equations
(Equations (6.34)-(6.35)) and overall output potential difference equations (Equations (6.36)-
(6.38)) are coupled together and solved using an open source Python-based odeint() function
which can be found from the Python-based scipy.integrate module. Odeint() is a built-in
function in Python that allows one to numerically solve ordinary differential equations. The

model should be expressed in the form of Equations (6.39)—(6.40) in Python:

X(t) = f(X(t),t, p)' t € [to;tf] (639)
s.t. x(t,) =x, (6.40)

where x and p are differential variables and parameters, respectively, and f are the explicit
ordinary differential equations. Equation (6.40) represents the initial conditions for the

differential variables.

To determine the parameters, a Python-based minimize() function from the scipy.optimize
Python module was used. Minimize() function contains a Sequential Least SQuares
Programming (SLSQP) method which determines the non-linear Cr(VI)-reducing MFC
model parameters by minimizing the specified normalized root mean squared error shown in

Equation (6.41):

t t
\/Ztito ECT(VI)(t)z JZtito SAVMFC(t)Z

Zer(vn ZAV yrc

(6.41)

m n — —

Wervr) WAVmFc
where zc,ypy and zpy,,.. are the number of data points for Cr(VI) reduction and output
potential difference, respectively; @¢, vy and @ay,, . are the mean of the measured values of

Cr(VI) concentration and output potential difference, respectively; and the residuals of both

Cr(VD (&crvn(r)) and output potential difference (€ay,,,..(r)) are given by Equations (6.42)
and (6.43):
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Ecravn(t) = Cr(VI)exp(t) - Cr(VI)sim(t) (642)

EAVMFC(t) = AVMFCexp(t) - AVMchim(t) (6.43)

where Cr(VI)exp(ry and Cr(VI)gimr) are the experimental and simulated results for Cr(VI)
concentration, respectively; and AVMFCexp(t) and AVMFCsim(t) are the experimental and

simulated results for output potential difference, respectively.
To determine if the Cr(VI)-reducing MFC model is correctly specified and can be solved by
odeint() function, the total number of differential variables (DV) and algebraic variables

(AV) are determined. Table 6.1 shows the results.

Table 6.1 The number of differential variables and algebraic variables.

Differential Variables (DV) Algebraic Variables (AV)
S Hpr
Xpr Hse
Xse Na,MFc
Mp Ne,MFC
Mo Nohmic
[cr,0,77] AVyey
[Cr(VD)] AVyrc
[Cr(in)] Ivrc
Tint
Teta
Tet,c
Total = 8 DVs Total =11 AVs

The values in Table 6.1 are then used to determine the total number of unknowns calculated
by using Equations (6.44)-(6.45):

Total unknowns = DV + AV (6.44)

Total unknowns =8 + 11 = 19 (6.45)
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The total number of linearly independent equations are then calculated from the total number
of anode chamber linearly independent equations (ACLIE) (Equations (6.17)-(6.22),
Equations (6.25)-(6.27)), cathode chamber linearly independent equations (CCLIE)
(Equations (6.29)-(6.33)), ohmic loss linearly independent equations (OLLIE) (Equations
(6.34)-(6.35)) and overall output potential difference linearly independent equations
(OPDLIE) (Equations (6.36)-(6.38)):

Total linearly independent equations = ACLIE+ CCLIE+ OLLIE+ OPDLIE (6.46)
Total linearly independent equations =9+ 5+ 2+ 3 =19 (6.47)

Finally, the total number of unknowns in Equation (6.45) and total number of linearly
independent equations in Equation (6.47) are then used to determine the degrees of freedom

(DOF) (Equation (6.49)):

DOF = Total unknowns — Total linearly independent equations (6.48)

DOF=19-19=0 (6.49)

Since DOF = 0, this means that the Cr(VI)-reducing MFC model is correctly specified.

6.2 Parameter Determination

The parameters used in the Cr(VI)-reducing MFC model were measured and estimated. The
estimated parameters were determined by using a Python-based minimize() function using
the method SLSQP used for non-linear parameter estimation problems from a Python module
scipy.optimize and minimising the objective function specified in Equation (6.41). The
parameters were estimated using the complete data in Figure 6.2. Table 6.2 summarizes the

parameter values used for the Cr(VI)-reducing MFC model.
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Table 6.2 Model parameter values for the Cr(VI)-reducing MFC.

Param. Values Units Ref. Param. Values Units Ref.
K 18.8 mmol L Estimated v 0.2 L Measured
DT a
K 2.12 mmol L' Estimated v 0.2 L Measured
Mo, pr c
K 19.3 mmol L™ Estimated 0288 Lmg' Estimated
S,se XprTint
p 221x 10" §! Estimated o 0.036 L mg' Estimated
max,pr prBVrev
332x 10" &' Estimated 0.023 L mmol' Estimated
HUmax,se Ccr(VD),Tint
0.94 mg mg’ Estimated 4.8 L mmol’  Estimated
Y, 7]
Xpr/s Cr(VD) AVrey
Vise/s 0.23 mg mg’' Estimated 0., 0.8 L mmol’  Estimated
Fint
Vi) 0.63 mg mg’' Estimated Os 0.77 L mmol’  Estimated
Mgp/s S,AVrey
MM 45.02 g mol”! Constant E 0.54 \% Estimated
S max
MM 665.12 g mol”! Constant E 0.02 \% Measured
Mp min
ky 149x10° ! Estimated , 2100 Q Measured
PT max
K 2.55x 10" ¢! Estimated , 50 Q Measured
d,se min
F 96485 A s mol Constant , 1000 Q Measured
ext
R 8.314 Jmol' K Constant T 311 K Measured
a
Io 748x 10 A Estimated T 298 K Measured
a c
Io 8.02x10% A Estimated
c

The modelling results for Cr(VI) reduction and output potential difference in MFC are shown

in Figure 6.2a and Figure 6.2b, respectively.
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Figure 6.2 A comparison between predicted model values and experimental data for (a)

Cr(VI) reduction and, (b) output potential difference.

A lag in Cr(VI) removal was observed in the first 150000 s (41.7 h) in Figure 6.2a. This was
due to the microorganisms in the cells adapting to the electrical conditions which is a
problem in MFCs that can be solved by using bioaugmentation (Pandit et al., 2015;
Raghavulu et al., 2013). After the lag in removal of Cr(VI), an increase in the removal rate of
Cr(VI) was seen due the consumption of the substrate by the electrogens which generates
electrons and cause an increase in output potential difference (Sophia and Saikant, 2016). The
decrease in Cr(VI) removal in the end was due to mass transfer losses caused by a decrease in

bulk Cr(VI) concentration (Scott, 2016a). Therefore, as seen in Figure 6.2a, the profile of
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Cr(VI) reduction was taken into account and successfully predicted using the determined
parameters. The output potential difference was also predicted as shown in Figure 6.2b. The
increase in output potential difference was caused by an increase in rate of Cr(VI) removal,
and a decrease was due to the rate of Cr(VI) removal decreasing. In addition, the maximum
of the output potential difference was located at the point where the Cr(VI) removal profile
had reached an inflection point as shown in Figure 6.2a. This indicates that the output

potential difference profile is related to the rate of Cr(VI) removal.

To ascertain that the model was a good fit to the experimental data, statistical analysis of the
non-linear Cr(VI)-reducing MFC model was performed. The root mean squared error

(RMSE) for each fit was calculated using Equations (6.50) and (6.51):

2
Zéirl(v”(cr (Vl)exp(i) - Cr(VI)sim(i))
Zpv 2
Zi_lMFC (AVMFCex N — AVMFC i } )
. = (1) sim(i) 6.51
RMSEpy, .. = - (6.51)
MFC

where RMSE ¢,y is the RSME for Cr(VI) and RMSE,y,, .. is the RSME for output potential
difference. Then both the RMSEs were normalized using Equations (6.52) and (6.53) to

determine the normalized root mean squared error (NRMSE) (Jornsten et al., 2007):

Zcr 2
Y. EYP(Cr(VD expay — Cr(VDsimqy)

Zcrv (6.52)
NRMSECT‘(VI) = —
Werwn
ZAy 2
Zi=1MFC (AVMFCexp(i) B AVMFCsim(i))
ZAV e (6.53)
NRMSEpy,, .. = —
WAV mpc

where NRMSE ¢y (yyy is the NRMSE for Cr(VI) and NRMSE,y,, . is the NRMSE for output

potential difference. A NRMSE value of less than 0.15 indicates that a model is a good fit,
and a value between 0.15 to 0.2 is still acceptable (Didari and Zand-Parsa, 2017).
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The results of RMSE and NRMSE for both Cr(VI) reduction and output potential difference
(Figure 6.2) are summarized in Table 6.3. As it can be seen in Table 6.3, both the Cr(VI)
reduction and output potential difference achieved NRMSE<O0.2. Therefore, the model fit for

the experimental data was acceptable.

Table 6.3 RMSE and NRMSE values for both Cr(VI) reduction and output potential

difference.
Variable RMSE NRMSE
Cr(VI) 0.072 0.069
Output potential difference 0.0079 0.037

6.3 Model Validation at Different Initial Cr(VI) Concentrations

Once all the parameters for the Cr(VI)-reducing MFC model were specified, the model was
verified. This was done by simulating the fully specified Cr(VI)-reducing MFC model at
varying Cr(VI) initial concentrations using an open source Python-based odeint() function
which can be found from the Python-based scipy.integrate module, and comparing the results
to experimental data. Figure 6.3 shows the experimental and simulated results at varying

Cr(VI) initial concentrations.

As it can be seen in Figure 6.3, there is a satisfactory agreement between the experimental
and simulated values. Furthermore, the relationships between initial Cr(VI) concentration and
both the Cr(VI) reduction and output potential difference are maintained. Previous studies
have shown that the initial concentration of Cr(VI) plays a significant role in the output
potential difference of the MFC, and by increasing the initial Cr(VI) concentration, the output
potential difference increases (Li et al., 2018; Wang et al., 2008). An increase in MFC
performance as initial Cr(VI) concentration was being increased is attributed to the fact that
the amount of Cr(VI) available to accept the electrons increases and this is elaborated in

Section 6.4.
It should be noted that the model is able to predict the ohmic region of the polarization curve

(Figure 6.3c), however, the activation region which is between 0-0.1 A/m’ is not well

predicted due to the assumption made that the activation overpotential is sufficiently small.
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Figure 6.3 Model validation with experimental data at varying Cr(VI) initial concentrations.

6.4 Effect of Cr(VI) Initial Concentration on Coulombic Efficiency of Cr(VI)-
Reducing MFC

To further explain the reason behind an increase in Cr(VI)-reducing MFC performance as
Cr(V]) is increased, the Coulombic efficiency (CE) is used. CE will help in providing an
explanation behind the improvement of electron transfer due to an increase in Cr(VI) initial
concentration which leads to a rise in the amount of Cr(VI) available to accept electrons in
the cathode chamber. This is because CE describes the charge efficiency in which electrons

are being transferred in the MFC and its calculation is given by Equation (6.54).
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CE is expressed as the ratio between the current generated to the theoretical current output as
per Equation (6.54):
t
= % x 100 (6.54)
where I is output current (A), M is chromium molecular weight (52 g mol™), v is the cathodic
chamber working volume (L), ne is exchanged number of electrons per mole of Cr(VI)=3, F

is Faraday's constant (96485 A s mol™), AC,, is the concentration of Cr(VI) (g L'l).

Figure 6.4 was determined using data from Figure 6.3b and it shows the CE change with
initial Cr(VI) concentration (0.769, 1.15, and 1.92 mmol L) of the model compared with the

one determined from experimental data.

35

I Experimental
I Model

Coulombic efficiency (%)
- = N N w
=) W o ] =)

wn

0.769 1.15 1.92
Cr(VI) initial concentration (mmol L)

Figure 6.4 Model Coulombic efficiency (CE) change with initial Cr(VI) concentration

(0.769, 1.15, and 1.92 mmol L") compared with the one determined from experimental data.

As it can be seen in Figure 6.4, an increase in initial Cr(VI) concentration increased the CE,
which means the efficiency in which electrons were being transferred in MFC so that they are
accepted in the cathode chamber by Cr(VI) increased and was related to the amount of Cr(VI)
available to accept electrons (Huang et al., 2010; Wang et al., 2008). Additionally, it can be

seen from Figure 6.4 that the model was sufficiently able to predict the CE of the Cr(VI)-
reducing MFC.
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6.5 Effect of Primary Microbial Cell Concentration on Cr(VI)-Reducing MFC

The primary microbial cell concentration which relates to the concentration of electrogens in
the anode chamber affects the performance of Cr(VI)-reducing MFC. When the concentration
increases from 15 mg L' to 45 mg L™, the reduction rate of Cr(VI) in the cathode chamber
increases (Figure 6.5a). This observation can be explained when the output potential

difference is considered in Figure 6.5b.

N
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Figure 6.5 The effect of initial primary microbial cell concentration on (a) Cr(VI) reduction,

(b) output potential difference, (¢) polarization curve, and (d) power density.

As the primary microbial cell concentration increases, there is a decrease in the lag-time it

takes for the output potential difference to begin to rise and also a decrease in the time it takes
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to reach the maximum output potential difference (Figure 6.5b). The reason behind this
observation is related to the electrogens which do not only generate electrons but also
influence the transfer of electrons to the anode through either DET (Cao et al., 2019), via a
conductive pilus (Santoro et al., 2017), or MET mechanism (Cao et al., 2019). When the
concentration is low, there are not enough electrogens to transfer the electrons to the anode,
this leads to a lag-time until there is enough primary microbial cells to generate and transfer
electrons. In addition, due to a decrease in the lag-time by increasing the concentration of
primary microbial cells, the time it takes to reach maximum output potential difference
decreases. Therefore, due to an improved transfer of electrons to the anode by increasing the

primary microbial cell concentration, this leads to an improved rate of Cr(VI) reduction.

A simulation was conducted at a point where the maximum output potential difference was
achieved in Figure 6.5b in order to construct the polarization curve and the power density
curve. The polarization (Figure 6.5c¢) and the power density curve (Figure 6.5d) at maximum
output potential difference is the same at varying primary microbial cell concentrations. This
is because polarization and power density curves are normally determined at maximum
output potential difference which remained similar as shown in Figure 6.5b. In addition, the
ohmic region of the polarization curve (Figure 6.5¢) is a function of internal resistance which
depends on PEM type, temperature, type of microbes, ionic strength and reactor

configuration. In simulating Figure 6.5, these were assumed to remain the same.

The reason maximum output potential difference remained similar is because although the
low initial concentration of primary microbial cells leads to a lag-time, the concentration of
the cells eventually increases until there are enough electrogens to transfer electrons and
achieve the maximum output potential difference that can be delivered by MFC. In addition,
since the maximum output potential difference is the same, this is an indication that the
primary microbial cell concentration only influences the lag-time, and cannot improve the
maximum achievable output potential difference of the MFC at specified initial substrate and

Cr(VI) concentration.

The initial output potential difference in Figure 6.5b increased with an increase in the primary
microbial cell concentration, this same observation was made by Park and Zeikus (2002) and

it is related to the improved electron transfer.
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6.6 Effect of Substrate Concentration on Cr(VI)-Reducing MFC

An increase in the substrate concentration improved the reduction rate of Cr(VI) as shown in

Figure 6.6a. This is due to the substrate increasing the rate of production of electrons from the

primary microbial cells which in turn improves the rate at which Cr(VI) is being reduced.

Also, it has to be noted that although substrate concentration improves the rate of production

of electrons, it does not improve the initial rate of transfer of electrons to the anode based on

the initial output potential difference which did not change as shown in Figure 6.6b.

= b N et
o n o n

Cr(Vl) concentration/mmeol L=
o
in

== 30 mmol L™!
== 60 mmol L™t «ss

90 mmol L™t
120 mmol L™!

=30 mmol L™}
== 60 mmol L™ =u+

(b)

e e e e
L8] w = ]

Output potential difference/V
e
HN

90 mmol L™
120 mmol L™!

0.0 0.0
0 200000 300000 400000 500000 0 100000 200000 300000 400000 500000
time/s time/s
0.5 0.18
(c) — 30 mmol L 90 mmol L~ (d) — 30 mmol L~ 90 mmol L~
% i == 60mmol L™} +++ 120 mmol L"! 0.16 == 60 mmol L™} +++ 120 mmol L-!
04
BT
£ 2R NN
503 5 &,
T 7 N,
g ’ X3
g02 J \\'.
o F/ ,
g -
§°.1 \\"-
) ‘\
0.0 5
0.0 04 06 08 10 12 00 02 04 06 08 10 12

Current density/A m™2

Current density/A m~2

Figure 6.6 The effect of initial substrate concentration on (a) Cr(VI) reduction, (b) output

potential difference, (c) polarization curve, and (d) power density.
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However, substrate concentration does affect the rate of transfer of electrons as the MFC
operation proceeds as shown in Figure 6.6b. When the substrate concentration is low, the rate
of primary microbial cell growth is also low as indicated by Equation (6.17), and this
increases the lag-time and lowers the rate of electron transfer (Igboamalu et al., 2019b). In
addition, not only is the lag-time a problem at low substrate concentrations, but the maximum
output potential difference is affected by the concentration of the substrate. This is because in
addition to the rate of production of electrons being affected by the substrate, the amount of
substrate available also influences the number of electrons that can be generated from the
electrogens. Hence, the lower the substrate, the lower the amount of electrons generated
which lowers the achievable maximum output potential difference. This observation was also

reported by Tremouli et al. (2016).

Due to the maximum output potential difference being affected by the substrate
concentration, both the polarization and power density curve are also affected. The
polarization curve lowers as the substrate concentration is decreased and the linear curve
indicates that the concentration overpotential is negligible and the activation overpotential is
sufficiently small as per assumptions made in Equation (6.15) (Figure 6.6¢). The maximum
power density also decreases with a decrease in substrate concentration (Figure 6.6d) (Cheng
and Logan, 2011). This is due to the less electrons generated by the electrogens at lower

substrate concentration.

6.7 Optimization of Primary Microbial Cell and Substrate Concentrations

Due to the primary microbial cell concentration affecting the time it takes to achieve
maximum output potential difference and the substrate concentration having an influence on
the achieved maximum power density, it is important to optimize both variables to achieve
the maximum power density at minimum time. The time it takes to achieve the maximum
power density in Figure 6.7 was minimized by using a primary microbial cell concentration
of 25 mg L™ as opposed to a value determined from Figure 6.5a and Figure 6.5b of 45 mg L~
! This is due to 25 mg L™ reducing the maximum power density time of 671859 s (186.6 h)
obtained at 5 mg L™ by 72.3 % as shown in Figure 6.7a.
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Figure 6.7 Optimization of (a) initial primary microbial cell concentration to reduce the time
it takes to reach maximum power density, and (b) optimization of initial substrate

concentration in order to maximise power density.

Furthermore, since 45 mg L™ reduces the maximum power density time obtained at 5 mg L™
by 78.5 %, this means that almost doubling the primary microbial cell concentration from 25
mg L™ to 45 mg L™ does not have much of impact as it reduces the time only by 6.2 %. In
terms of the substrate concentration, the concentration was optimized to 60 mmol L as
opposed to a value determined from Figure 6.6 of 120 mmol L. This is because doubling the
substrate concentration from 60 mmol L™ to 120 mmol L only increases the maximum
power density by 6.9 % from 0.122 W m™ to 0.131 W m™ as shown in Figure 6.7b. It should
be noted that a minimum substrate concentration is required to begin generating substantial

electricity (Figure 6.7b) (Amin et al., 2014).
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CHAPTER 7: CONCLUSIONS AND RECOMMENDATIONS

7.1 Conclusions

The air-cathode MFC performance was improved by introduction of an optimized GAC
particle size of 0.6-1.1 mm in carbon cloth. Furthermore, the optimized operational
temperature of 35 °C, pH 8 and the usage of a Nafion 117 PEM proved to be suitable for the
enhancement of the air-cathode MFC. The utilization of the GAC with the optimized particle
size produced an output voltage of 507.5 mV and maximum power output of 1287.7 mW m™
at a current output of 2537.5 mA m”. GAC particle size of 0.6-1.1 mm resulted in improved
performance of air-cathode MFC as a result of enhanced available surface area for cell
attachment based on the results of BET, and an increase in appropriate surface for attachment
of cells which was rough based on the SEM results. On the other hand, although GAC size of
particles of 0.45-0.6 mm had highest available surface area for cell attachment, it lacked the
appropriate surface for the attachment of cells and reduced MFC performance. This means
that particle size optimization of GAC is essential since there is a limit to which the particle
diameter can be reduced. In addition, there is an economic benefit in modifying carbon cloth
using GAC of optimized size of particles. Therefore, the simple low-cost modification

method of the carbon cloth anode has the potential to improve air-cathode MFC performance.

The modification of GAC using Bio-PdNPs was also investigated based on its capability to
improve the performance of Cr(VI)-reducing MFC. Upon successful optimization of GAC,
the synthesized Bio-PdNPs were used in the GAC modification. The modified GAC
demonstrated an ability to improve the performance of Cr(VI)-reducing MFC through the
usage of Bio-PdNPs as electrocatalysts with Bio-PdNPs loading of 6 mg Bio-PdNPs g GAC
resulting in peak output potential difference of 393.1 mV, maximum power density of 1965.4
mW m™, and complete removal of 100 mg L™ Cr(VI) in 25 h. Therefore, this study led to the
development of an environmentally friendly and cost-effective method in the enhancement of

the anode electrode for improved energy recovery and Cr(VI) reduction in MFC.

This study also presented a two population model for metal-reducing MFCs. The developed

model incorporated Monod kinetics for substrate consumption and microbial cell growth. In
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addition, the Butler-Volmer equation was used to model the bioelectrochemical kinetics
including Cr(VI) reduction. Accuracy of parameter estimation and capacity of prediction of
the model was validated with usage of two independent data sets. The results of NRMSE for
both reduction of Cr(VI) and output voltage achieved NRMSE<O0.2. Therefore, model fit for

the experimental data was acceptable.

Analysis of model demonstrated the effect of both the primary microbial cell concentration
and substrate concentration on Cr(VI)-reducing MFC performance. An increase in primary
microbial cell concentration and substrate concentration improves the reduction rate of
Cr(VI) in the cathode chamber. Successful optimization of both concentrations was
demonstrated during model analysis. The time it takes to achieve maximum power output
was minimized by using a primary microbial cell concentration of 25 mg L™ as opposed to a
value of 45 mg L', In addition, the substrate concentration was optimized to 60 mmol L™ as
opposed to a value of 120 mmol L. Overall, the model provides an initial step into

determining optimal MFC operational conditions without doing much lab-work.

7.2 Recommendations

In order to improve the performance of the Cr(VI)-reducing microbial fuel cell and improve
the developed computational model, further research has to be conducted in the following

arcas:

e An investigation on the halophilic electrogens can help improve the performance
instead of using wastewater sludge. Therefore the study can be expanded by
collecting marine bacteria and investigating them for the improvement of Cr(VI)-

reducing MFC.

e The batch reactor configuration has to be adapted to a continuous reactor set-up.
Upflow MFCs are one of the reactor configurations that offer an advantage of
improving performance through presenting an environment with a variable
survivability range due to the biofilm thickness forming a dynamic concentration

gradient.
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A cost effective proton exchange membrane as a replacement for Nafion 117 has to be
developed to allow the possibility of the scale-up of the continuous reactor

configuration.
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CHAPTER 8: APPENDICES

8.1 Appendix A: Single Chamber (Air-Cathode) Reactor Configuration

Figure 8.1 Experimental set-up.

Figure 8.2 Reactor set-up.
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Figure 8.3 (a) The coated side of the cathode with a 10:30:3 ratio of PVDF solution:activated

carbon powder:carbon black and (b) the uncoated side of the cathode.

Figure 8.4 (a) The visual illustration of the anode with GAC placed inside the carbon cloth
with area of an area of 49 cm? (b) The visual illustration anode carbon cloth with GAC inside

folded over using a sewing thread.
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8.2 Appendix B: Dual Chamber Reactor Configuration

Figure 8.5 (a) The visual illustration of the anode with GAC placed inside the carbon cloth
with area of an area of 49 cm” and cathode with carbon cloth of an area of 49 cm?, (b) The

visual illustration of both the carbon cloths folded over using a sewing thread.
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Figure 8.7 Illustration of the location of cathode, anode and proton exchange membrane

(PEM).
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8.3 Appendix C: Dual Chamber Model Python Code

1. Imported Modules

Inn [1]:

import ecipy as sp

from scipy import aptimize

from scipy. integrate impart odeint
from scipy . optimise import minimize
import warnings

impart numpy A= np

import matplotlib

import matplotlib. pyplot as plt
from matplotlib. figure import Figure
import pandas as pd

2. Model Variable Descriptions

2.1. Differential variable descriptions

xl -5
2-X,

ri- .T_"

x4- M,
B-My

x6- [Cry00 ]
7 - [CAVD)]
of - [Cr 1)

{mmell. ™)
{mgl ™"

(mgl ~1)

(mmoil ~")
(el ™)

{mmoll ™1

(ol ~")
{mmned . ™)
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2.2. Algebraic variable descriptions

¥l -ty =~
V2o =™
w3 - Fra (LX)
M-, e Ly
-1'.5 - JI.|.i i 'ﬂ}
L Y i
¥-r (£1)
Bt (D)
- AV "
¥10- A V- ¥
P L {4}
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2.3. Parameter descriptions

pl-Kg g [ Estimated, el £ 1)
pl- .ﬁ:_"wp* { Estimaared; mm.-_n”_‘]!
p3-Kg o { Estimated, mmol L)
P = oy e {Estimated; s~ ")

[ T { Estinmared: 5~ 1)

P6 - Vi, {Estimated; mg my ")
BT - Fogars (Estimated:, mg mg~")
pE - ]"'”‘h { Estiamared, mxmg_'!
P9 - MM, (45,02 g mad 1)

plO- MMy, (66512 gmol ")
F'”"*.d’,p.r { Estimated:, s~ )
p2-ky . { Estimated, 5~
pli-F (96485 4 s mod ™)
pld-R (B34 T mal " KT
pls-T, (311 &)

ple-T, (208 K)

plT-v, (02 L)

plE-w, 02L)

Pl - F o { 1000 )

p20 - fo, { Extimated: A)

prl- .fuf (Extimated; A)

p22-E .. (Estimated; )

PR3 -E {0.02 1)

pM-r_ (2100 £02)

P25 - Fo (50 43)

6 -8 e ( Estimaed: L mg™")

PIT -8y by  (Estimated, L g )
P28 -Bgyipyy . (Estimated, L mmol ™)
P29 -0y, ab,,, (Estimated, L mmol™")
P -8, {Estimared: L mmal ™)
P -8y (Estimated, L mmol ")

3. Data Access
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Flarameter astimation data
data=pd. rr:ad_e.'n:el {'paramets r_tsLi:rn.nti.n:ln.Jl:l:x‘ § ind:.t_q:n-l-'l:l:l

t data=[]
for i in np.arange{len(data. index)):
t data. append(data.index[i]}

x7T data=[]
for i in np-arange{len(data["=T7 exp®])]:
x7_dats.append{data[®xT exp"] [data["=xT_exp®] . index[i]]]
¥1l0_data=[]
for i in np.arcange{len{data["ylD exp®])):
¥10 _data.sppend{data[®yl0 exp"] [data["y10 exp™] . index[i]])

list data=[x7_data,yl0 data]

FInikial Crc(VI) wariation data
:l:l.tal-p:l.:Eul:l_E:u:-:El {" i:lit‘.al_::u’i_:\n ne.xlsx", inlﬂEH_EI:Il-IJ']

t datale=[]
for i in np.arange{len(datal .index)] :
t datal.append[datal.index[i]]}

x7_datale[]
far i in np.arange{len(datal ["=T7 expl"])):

x7_datal append (datal [":-:'l‘_ex_;l“] [datal ["x7 expl®].index[i]]]
x7_datale=[]
for i in np.arange(len(datal ["=7 exp2"])):

x7_datal append {datal ["=7 exp2"] [datal ["x7 exp2”].index[i]]]
xT datai=[]
for i in np.arange [len (datal ["xT exp3"™])):

®7_datal. append{datal ["=7_exp3®] [datal ["x7 expi®).index[i]]]

y10 datale=[]
for i in np.acange (len (datal [*¢10 expl"])]):

¥10 datal sppend{datal ["yl10 expl®™] [datal["yl0 expl"] . index[i]])
y10 datale=[]
for i in np.arangé{len(datal [*y10 expZ"])):

¥10 datal append{datal ["yl I:I_e;[_'IE'] [datal ["y10 exp2"].index[i]])
yl0 _data3=[]
for i in np.acange{len{datal ["y10 exp3"])]):

¥10 _datal. append(datal ["y10 exp3”™] [datal["y10 exp3"].index[i]])

list datale[x7_datal,x7_dataZ,x7_data3,yl0 datsal,yl0 data2,yl0_data3]

Fholarization curve data
dataZepd. EEEI.I:i_l:'.lI:CE]. { r_DDJ.EIIiI.!ItiI:I:I’.‘_I’.‘IJ rve. xlsx", inlﬂﬂ‘_'t_i:tll'ﬂ]

V1 data=[]
for i in np.arange(len (dataZ ["V1I"])]:

V1 data.append(dataZ["Vi"] [dataZ["V1™].index[i]]]
V2 datae[]
fﬂ; i in np.arange{len(data ["VZ"])]:

V2 data.append{dataZ["V2"] [data ["VZ"].index[i]]]
V3 data=[]
for i in np.arange{len(dats2 ["VI"])] -
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4. Modelling Functions

4.1. Differential variables simulation

In [3]:  def DiEferential_yuriabl:s_;imulatinn1x.t.params!:
FOifferantial varishlmsg

x1mx[0]

uZd=x[1]

wImx[2]

ud=x[3]

wGmn[d ]

xbmx[5]

uT=x[6]

8= [T]

if xl«<D:
wlwlea-10
ifF x2<0:
wZmle-10
if x3<0:
x3mle-10
if xd<D:
xi]=]le-10
if x5<D:
#5ele—10
if xh<D:
wEmle-10
ifF xT<0:
axTmle-10
if xB<D:
mB=le-10

Fraramelers

pl:p2,p3,pd, pS=params [0] ;params[1] ,param= [2] , params[3] ,params [4]

ph;pT,p8,pY, pli=params [5] ,,params [&] , params[7] ,45.02;, 665.12

pll,plZ, pl3,pld,plSwparams [B] ,pArams [9] , 36485,8_314,311

plé,pl7,plB,pl9,pZ0=298,0.2,0.2, 1000, pacams [10]

p2l,pid2, p23, p2d, piS=params [11] ,params[12] ,0.02,2100, 50

p26,p27,p28,p29,p30,p3l=params [1L3] ,params [14] ,params [15] , params [1
8],params[17] ,para=s[18]

el ef=lae-3, 1a-5

tAlgebraic equations

plepd* (a1 (plexl) ) * (x5 (p2+x5) )

y2epS* (k1 {p3+xl) )

3= (pla*plS) f(2*p20*pl3)

Y= (pld*plE) /(6 *p21l*pl3)

¥T1=p25+ (p2d—p25) *np.exp [p2E6*x2-pZB*xT-p30*x1)

yhep2i+ (pZ2-p23) *npoexp (-1 (p27*x2} -1/ {p29* {=2+xT) ) -1/ (p31* (=2+x
1}

yll={y 5/ (plO+y3+¥5+y T * a7/ (elexT) b * (x1/ (=l+xl) )

PDiFFerential eguations
dxldte—(1/{pE*p3) I * (y1*x2) - {1/ (pT*p3} 1 * {y2*x3)
dx2dteyl *x2-pll*xZ

dx3dt=y2*x3-plZ*x3

dxddt= {p8/ (pE*pl0) } *y1*x2-1000* {(y11/ (2*pl3*plT}]
dxSdb=—dxddt

dxGdt=-1000* {yL11/ (6*pl3*plA))
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4.2. Voltage and current simulation

In [4]: def yl0 y1]l simulation(params, Salution):

F o2 rameters

pl,p2, p3;pd, pS=params [0] ;params 1] ,params [2] , params [3] ,params [4]

pé;pd, pB,pY%, pll=params= 5], params [6] , pacam=[7T] ,45.02, §65.12

pll,pl,pl3, pld,pl5=pacams [B] , pacans [9] , 96485,8. 314, 311

plé,pl7,plB,pll, p20=298,0.2,0.2, 1000, paramz[10]

p2l,p2i,p23,p2d,piS=paramz[11) ,param=[12] ,0.02,2100,50

p26,p27,p2B, p29,p30,p3l=params [13] ,params [14] ,params [15] , params [1
6),param=[17],param=[18]

el eldwle—3, le-5

xl=Salution[:,0]
wu2=Sglutian[:,1]
axi=Solution[:,2]
wd=Solution[:,3]
uS=Solution[:,4]
wb=Solution[:,5]
xT=5o0lution[:, 6]
wB=Zolution[:,7]

fhlgebraic aquations

ylepd® {x1/ (pl4xL) ) * (=57 (p2+x5) )

y2=pS* (x1/ (p34xl))

yi=(pld*plS) f (2*p20*pl3)

yS= (pld*plE) f (E*p2l*pl3)

yT=p25+ (p2d-p25) *np.exp (-p26*x2-pZB*xT-p30*x1)

yep23i+ (p22-p23) Tnpoexp (-1  (p2 T 22} -1/ {p2 97 (&2+xT) ) -1/ (p31* (=2+x
1}11]

yll=(y3/ (plO+y3epS+y T * (T {elexT) ) * (k1) (el+xl] )

yid=yLl*y3

yh=yll*y5

yA=yLl*y7

y10my—yrd-yi—yH

¥10 news=[]
for i in yl0:
if np.isnan{i)==Tros:
y10 new.append{0}
elze:
¥10 new.append({i}

¥11l news=[]
for i in yll:
if np.iginf{i)==Trus:
Y11 new. append (0}
elze:
¥1l new.append{i)

retdrn tnp.nrrnflylﬂ_ntub,np.ﬂ:rnytylL_nzu]]

121

© University of Pretoria



&
UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA

@ YUNIBESITHI YA PRETORIA

4.3. Model validation

In [5]: def C:"u?I_initj.al_nuni:l:nt:ur_in-n_truliclutinn [I'l::"n.?I_m.l:u'ﬂElJ xn_u:i:thnutﬂr, :un-_Er
VI, time, params) :

CrVI initial solutionw[]
¥10 _CeVI_ solution=[]
Eor 1 in range{len({xe CrVI]):

xlo=xa withoutCr[0O]
xZomxndg withoutCr[1]
x3o=x0 withoutCr[2]
xdowxa_withoutCr[3]
xSomxd withoutCr[d]
wbomxo withoutCr[5]
xTomxo CrVI[i]

xBo=xd withoutCr[7]

xi=[xla, k20, x3o, xdo, x5a, xbo, xTo, xBa]

Solutign=ad=int (C rﬂ_mdtl s a0, Limé, args= (parans, ) |
Cr?I_:'.n :i.tiul_snnlutinn.nppﬁn-:l{E:llutinnb

y10 Solutioneylld y11 simulation|params,Salution) [O]
y10 CcWI solution append{yl0 Selution)

return CcWl _:i.ru'. t :i.al_su-lut ion,yl I:I_C:"nfl_::ll ubicn

4.4. Errors
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In [6]: def Error(paramso;Differenti ul_u'.:rin]:l 1e5_5 imulation, <o, time, li!ll:_clatn, p
ar azti):

try:

cholution=gdeint (Diffarantia l_va.ri&hl &y = imilation,xo, time, args
= (paramso, § )

Fx .'-'_::;mu_'.:'te.f data
*7T simnlatedmcSolutionf:, 6]

Fx7 experimentsl data
x7_experimental=np.array(list data[0])

Fyll simplated data
¥10 simulated=yll yll simulation (paramse,cSolution} [0]

Hyll experimental data
¥10 exparimental=np.array(list data[l])

fresidoal
residlex] simulated-xT experimental
residleyll simulated-yl0 expecimental

tsguared ecrcor
.EE_x'F-np Suminp. square (residl) )
EE_:Ir:I. O=np.suminp. Square (cesidz) )

faean squared srror

PEE_xT-np. suminp. sgquare (residl)} Flen{ragidl)
HEE_:,rIEI-np. sumnp.square (cesidl) ) Jlen[rexid?)
frook mean sgusred Srcor

RH.EE.‘_.': Tenp. sgrt I:I'IEE_:-:?]

RMSE yl0=np.sgrct (MSE y10)

Frormalized mesn sqiared srror
NRHSE_:T-FHEE_x?Inp.man ili!:L_l:ia.tu [O])

WBEMSE y10=RMSE v10/np.mean(list data[l])

#7 error types=[SE x7,MSE x7,RMEE x7, RRMSE x7]
¥l0 error bypes=[S5E y10,MSE ¥10,RMSE y10,MBMSE y10]

simulation erroc=[MRMSE x7 + MBMSE y10]
except RuntimeError:

ercor=[10,10]
if par esties'yeg':

retiarn .ti.'ruul&tin-n_tr:n:

if par estie="ng':
return [«7 érror types,yl0 error types]
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4.5. Figure plotter

In [7]: def plotterl (figure,x, *séries, **wds) -
figeplt. figure{figure)
plt reParams ["font weight®] = "bald®
plt . rcParap ["axes. labelweight™] = "bold®
Ax - fiq.udﬂ_}uhplnt{lllb
For axis in ["top’, "bottom”, "left',"right"]:
ax.spines[axis] et linewidth{2.5)

for i in range{léen{secies]j:
plt_plot (x[i] ,serieg[i] [0], series[i] [1],markersizae]?, msrkerded
gecolor="k',linewidthw=d})
ple.title (kwds. geb ("tikle", " "))
plt.xlabel {kwds. gét ("xlabel®, "'}, fontsize=15)
plt.ylabel (kwds. get ("ylabel®,""), fontsize-lE)
plt-titkﬁpﬂrnmﬁIlahelsizt-lﬁ]
labels=[kwds. get{"labell", " ") kwds. gt (" label2 ", " "), kwds. . get ("1
Akl V0],
kwds . get ("labeid', " ") kwds. gt (" label5", ") kwds . get ("1
abel6","") ]
=i pawkudds get ("size,)
ncall=kwds  get ("necol”, )
el spekwds _get ("colsp®,)
if kwds get {"'plot legend', je='yes®:
plt.legend{tuple (labels|:len (labels) -kwds.get {‘nrev legend
" 1l fontesizemsize, nealwncoll , calumnspacing=calsp,
Eramepn=False]

def plotterd (Figure, *series, **kwds) :
figeplt. figqure|figure)
plt . reParams ["font weight®™] = "boald®
plt . reParams ["axes. labelweight™] = "bald®
ax = fig.add subplet(lll)
for axis in ["top', "bottom", "1eft’, "right"]:
ax_spines[axis] .set linewidth(2.5)

br_list=[]
For i in range(len[seriek)):

barWidth=0_25

if jwwl:
bre np.arange {len [Secies[i] [0]))
br list . append{br]

if ix0:
br=[x + barWidth for x in br list[i-1]]
br_;i!t.appendibr]

plt.bari{br, serias[i] [0], color=series[i][l],width = barWidth, =
doecalor ='k')

ple.title (Ewds get {"title",""))

plt.xlabel (kwds get {("xlabal®, "'}, fontsize=1g)

plt.ylabel (kwds. get ("ylabel®,""), fontsize=lh)

plt.tick params (labelsizewli)

labalaw [lwds get{"labalil ", """} kwds get("labeliz", " "], kwds get ("1
abel3" "),

kwds . get ("labaId', ") kwds. get (" 1label5", ") kwds get ("1
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4.6. Temporarily suppress warnings

In [B]: daf Exa():
warnings.waen (“runtize"; RuntimeWarning)

4.7. Simulation

4.7.1. Polarization and power curves
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daf polarization power (params, Solution, Rext):

FParsmeters

pl;p2,p3,pd, pS=params [0] ;params[1] ,params [2] , params[3] ,param= [4]
pé,p7,p8,p9, pll=param= [5] , param= [§] , params[7] ,45.02, 665.12
pll,plZ,pl3,pld,plS=params [8] , params [9] ,96485,8 314,311
plé,pl7,pl8,pld, p20=298,0.2,0.2, 1000, params[10]
p2l,p22,p23,p2d,piS=params [11] ,params[12],0.02,2100, 50
p26,p27,p28, p29,p30,p3l=params [13] ,params [14] ;params [15] ; params 1

6]l,params[17],param=[18]

el efe]le—3, 1a-5

xl=Solution]:.0]
w2=Solution[:z,1]
uI=Solution]:,2]
ad=S0lution[:,3]
uS=Solution[:,4]
xb=Solution]:, 5]
xT=Solution[:,; 6]
xB=Salution][:,7]

tAlgebraic equations

ylepd® {1/ {pl+xl) ) * (x5 (p2+x5) )

y2e=pS* (k1 {p3+xl) )

yI= (pld*pl5) f (2 p20*pl3)

y5= (pld*plE) f (E*p21*pl3)

yT=p25+ (p2d—p25) *np.exp (-p26*x2-pZB*xT-p30*x1)

yIep23+ (p22-p23) *np.exp (LA (P2 T*x2} -1/ (p29* (=Z4+xT) ) -1/ (p31* (a2+x

wll= (3 (pLO+y3+yS+yTI0* (2T {elsxTh ) * (=1l (el+x1] )
yimyll*y3

yh=yll*y5

yH=yll*y7

y¥10=yS—yd-yE—yB

¥10_new=[]
for i in yiO:
if np.isnan{i)==Trues:
ylﬂ_pew.nppendlﬂh
m]lse:
ylﬂ_nﬂw.appendlih

¥11 new=[]
for i in yll:
if np_ ixinf{i)=eTrus:
¥1l new.append{0)
ol s
y1l new_ sppend|i)

findex of maximm putput potential difference
max_ﬂutput_pnttntial_diff-:axEylﬂ!

index=np . where (ylle=mnax sutput potential diff)
fpolarization curve af maximum ouvEpot poteaskial differense

Areaw=]i®]le—4
cur:tnt_dtnsitj'liyﬂ[indtxlﬂ][G]]fIR=1t+53FyT[indtx[ﬂ][D]]i]*
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4.7.2. Primary cell concentration

In [10]): | def pr imur:,'_r_tll_nu neentration (C r:‘n"I_l:nnl:lEl, :u:l:l_hrj.thnu.t_cell, .'m_l:u‘_-ll.. time,
paramsj :
c&ll initial saluticnw(]
¥10 cell salution=[]

for i in range{len hm_cell] |
xlo=xa without cell[0]
xZomwxo cell[i]
x3gmwxs without cell[2]
xlg=xo without cell[3]
x5owxa without cell[d]
xbo=xo without cell[5]
xTamxe_without_cell]]
xBo=xo without cell[T]
xo=[xla, x2o, x30, xda, x50, xbo, xTa, xBa]
Salution=cdeint (CrVI model,xo, time, args=|params; ) |
I:Ell_ini.t.i.a]‘._.‘mluI.inE.nppEn-:l.{Sl:llutinni
y10 Solutioneyll yll simulation(params,Solutian) [0]
y10 cell salution.append{yll Solution)

return cell initial solution,yl0 cell solukion

4.7.3. Substrate concentration

In [11]: K da&af .‘:ub:trﬂt&_ﬂ:ﬂn:ﬂzntrnti’.untl'.'r"-"I_mr.‘a-d.:l. xn-_u:i.tl:'l.uul:_!uhstra.l:c, nﬂ_:uh:tr&t
e, time, params) :
substrat E_init iul_snn]'.uti =[]
¥10 substrate solutione[]

for i in range(len{xo substrate)):
xlo=xs subs I::.t'tl:!z]
xZomxd without substrate([l]
x3owxo without substrate([2]
xlo=xg without substrate[3]
15|:|-xb:ui t'htrut:! ubstrate[d]
xbio=xo without substrate[5]
xTomxo without substrate[6]
xBo=xo without substrate[7]
xo=[xla, x?a0, x30, xdo, x50, x6o, xTo, xBa]
Solution=odeint (C ri?I_m-udel px0, time, args= (parans, ) |
substr ute_initi a.l_snl ution.append (Salutian)
¥y10 Solution=y1l0 y¥ll simulation(params,Solutian]) [O]
y10 substrate solution.append{yl0 Solotion)

return substrate initial solution,yl0 substrate solution
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4.8. Optimization

4.8.1. Primary cell concentration optimization

In [1Z]:  d&f cell_ﬂptiu:i ration iI'.'IiffErEnr.:i.al_'.'uriable:s_!imulatinn,
Ko, O ll_]-. ist, tim&_fit, paramsj :

cell initisl conc solution=primary cell concentration(Differential
variabl Es_s.imu lation,
Koy, ol
1_1 ixt, time_fit s PATAME)
time max list=[]
for i in range{len h:u!ll_l:i.st:l | B

output potential differencescsl]l initial conc solution[l][1]

max oubtput patentisl differénce=max{output potential differenc
e}

indexenp.where (output potential difference==max output potentia
l_cliffz:cnl:ﬂ

time maxetime £it[index[0][0]]

E i.me_m.ux_l ist.append [t :i.ml:_:rn.u:r.ll

return time max list

4.8.2. Substrate concentration optimization

In [13];  d&f Su.bstl:a.tz_nptir_j.za.tiunIFI.EH‘., IliEEEI:En'l:ial_va:i&blcs_simulatiﬂn,
Koy, Subs trnte_l ik, tim_fir., params}) :

:u.b:t.ratz_:i.:r. itiﬂl_l:ﬂu‘ll:_ﬁ olution=subs trate concentrat ign{Diffarentia
1 variables simulakion,
= = ®x6, sub
54 rutt_l ist, tim&_fir_, params)
max power listsw=[]
far 1 in r.s:'.t_:e{"_e.-.t!uhst:ur.e_lisr.:l:I:

Pala T_turwve l:-pn-larizut:i.l:ln_pqur (parcams, :u]:-strate_i:r.i tiul_l:nni:_
solution[0] [1] , Bext)
max powers=max (Polar curwels(l])
if max powers<0.015:
muz_pm:_lists.ﬂppendm]
o]
mu:lt_pmrtr_lists. appand Im.u:t_pmrersi

return max power lisks
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5. Parameter estimation

5.1. Initialization

In [14}: #FIntegration time
time=t data
timelwt datal

plo=20

p2a=0_5

plo=Z0

pdo=T . 45a-6
pIowl . ETa-6
pho=0_11RZ2

plo=0_1

pBa=0.01562

pllo=5_ 08le-9
plZo=9 JA3=-4
p20o0=0. 00000405
p2lo=0. 00001913
p22o=0.4

p2Go=9. 4154778%-05
p2To=5 .  94E55126&-03
p2Bo=d_ 415477EDe-04
p290=5_ 946551 26e=-01
pI0o=9_ 41547789&-05
pIlo=5. 346551 26e=-03

paramso=np.array | [ple, p2e, plo, pda, pSo, péo, pTo,pBa,plle, plie,p2le, pZla, p
220,p2 6o, p2lo, pZBo, pZn,p30e,p3la]l )

I : i F Fferential varisbles

Fimitial condiczons ol di
xla=111 .06

x2o=20

x3o=50

xdo=0_03

xS5o=0_.0%

who=l_ 96

xTo=1_92

x8o=0_ 000001

wo= [xlo, x20, x30, xdo,; x50, xbo, xTo, xBo]

5.2. Parameter estimation using Sequential Least SQuares
Programming (SLSQP)
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5.2.1. Bounds

In [153]: lower bounde=np.arcray([0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,
¢0.0,0.0,0.0,0.0,0.0,0.0,0.0]}
upper boundenp.arcay|[200.0,10,200.0,float{le-3), float (1&-3),1,1,1,fLlaa
t(le-3), float (1e-3],
fFloat {1e-3), float (1e-3),1.3,1,1,10,10,0.8,0.E8]]

bnds=optimize . Bounds (lower bound,upper bound)

5.2.2. Parameter estimation
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In [16]: | with Harnings.cat:h_uarningsI]:

ta, "

warnings.simplefilter {"ignoze™)

Fxn()

p_best-ﬁptimizc.minimizEIErrnr.
Pﬂramsﬂ,a:gs-1Difftrznti&l_vﬂ:iables_simulatinn,xn,timc,list_d&

yes" ], boundsebnds, methodwe " SLEJE" )

print ["Estimated parameters:-",)
print{'pl:',p bask['x'] [0])
print{'p2:',p best[ "x'][1]}
priont{'p3:',p bhast['x'] [2])
print('pd:',p best['x"] [3])
print{"'pS:',p best[ «'] [4])
print['pE:',p beast[ x"] [S])
print{'p7:',p best[ «x'] [6])
print ("pB:',p best[ x"][T])
print ["pll:",p bést['x"][B])
print{"pl2:",p best['x"][3])
print ("p20:",p best['x"][10])
print('p2l:",p best['x"] [11])
print['p22:",p best['x"] [12])
print('p26:",p bast['x"][12])
print ['p27:",p best['x"] [14])
print("p28:",p best["x"] [13])
print ('p289:",p best["x"] [16])
print['p30:",p best['x"] [17])
print['p3l:",p best['x'][18])

Estimated parametérs:-

pl:
pZ:
p3:
pd -
BS:
ph:
b7z
pB:

pll:
pli:
p20:
pZl:
p2i:
p26:
p27:
pZ8:
p20:
p30:
p3l:

18.773575914991238
2_116300104274375
19.332252976266105
0.00022119978343642144
3.319068160560081a-19
0.9418B338676ATO31G
0.2254056B463460114
0.6319555112996377
-1853903207209211=-05
-DDOZ55338TRTI461572
.000747T1320848682148
-DDOBO1T7A0RD26T 34
-5360B44276530192
.ZBRI096ZB11T43T
036055423 26555462
DZ297R9S341TESB2E
T74425255T6977
-TO3E926719789369
TT72429T81BEE56T9

O o s O oo o ooo

5.3. Parameter estimation results simulation
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In [IT7]: time fitenp.linspace{0,500000,50)
.E.i.l‘_'_res glets=gdeint (DifE Er:ntial_va.:j.ﬁl:ll::_: imuelation, xa, tj'.m&_fi'_, argsw
{p best['x"],1)
]|rlﬂ_resu}.t_‘:nylI:I_:lrll__-l:i_mu.lul:inn [p_b:sr_[ "x"], fit_:e_‘:ults:l [y
¥1ll results=yl0 y1l simulation{p best["'x'], it resalts) [1]

5.4. Parameter estimation results plots

In [LI8]: #FCe(VI) plot resglbs
with warnings.cateh warnings () :
warnings.simplefilter ("ignocre™)
Exn{)
figl = plt figure (nue=l, figsize={3, 6), dpi=96, facecolor="w', edg
gcalar="k"'}
plt_text (3000, 1.70, "{a)™, fonksire=25)
plt.ylim(0, Z)
plt_x1lim (0, 520000)
plotterl (I, [ti.mE_EJ'.I:Jtj.rnne't,I [.Ei.r._re:ulr_s[:,E],"_J—'],:li.st_d..!.ta
[0],'ge"],
xlabele|'time=fs"])
ylabele'Cr (VI) concentration/mmol L3~{-1}5",
labell="Cr (VI) model',labelZe"'Cr (V1) expecimental’,
siza=]lf,
ncal=1,
colsp=],
plot legends"yes',
nrev legend=2)

plt_shaw (]

2.00

m—— Cr{VYI]) model
® @ Cr(Vl) experimeantal

e
Ln =
o= Ln
—
Qu
o

F
P
L

Crivl) concentration/mmol L=t
=
- =
WS

1] lao00o0 200000 300000 400000 SO0000
tirme/s

132

© University of Pretoria



&
UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA

W YUNIBESITHI YA PRETORIA

In [19]: FOutput potential differspce plot
with warnings .CEtI:h_‘n'ﬂ.J:l:Liﬂg! £):
wArnings.simplefilter ("ignoce™)
Exnf)
fig2 = plt. figure (num=2; figsxizé={9, &), dpi=9%6, facecolor="w'; eédg
ecolar="k"}
plt._ text (3000, 0.55; "(b}"™, fontsize=ld5)
plt.ylim(0, 0.6}
plt_xlim(0, 520000}
plotkerl (2, [tj.:e_.Eit. time], [],rll:l_r:esulr_s,"_]—']l[li.st_cl.:.ta.["_'l.."_Jﬂ
i
xlabelw"times ="
ylabelw"Output
labell="0utput
label 2" Output
sizaw]§,
nealel,

colsp=l,
plot legends'yes',
nrev_li:ge:u:i-E:I

plt_show ()

0.6
(h} = Qutput potential difference model
@ Output potential difference experimental

e
i

e
o

e
X

Output potential differance/V
= ok
et w

=
o

100000 200000 300000 400000 S00000
time/s

=

5.5. Parameter estimation errors
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In [20]: Pa:um&te;_tstimatiﬁq_tr:ﬂrs-Errn:Ip_h&:t['x'],Differtntial_variuhle:_si
mulntinn.xn,tiu&,list_ﬂatﬁ,'nu'!

SBE xTeParameter éstimation errors([0][0]
MSE xTwParameter estimation errars[0][1]
RMSE xT=Parameter estimation érrors[0][2]
HRMSE xTwParameter estimation errors[0][3]

EBE ylO0=Parametér estimation errars[l][0]
MEE yl0=Parameter estimation errors[l][1]
RMSE yl(=Paramester estimation eccors|l] [2]
NRAMSE ylO0wParameter estimation errors[1][3]

print{"Cc(VI] £it errors:-',)

print ("Cc{VI} sguared Erru::'.EE_;?]

print {"Cr{VI) mean squared Errﬂ::',HSE_;?]

print {"Cri{VI} root me=an Squarced e::u::',HHES_x?J

print {("Cr{VI} normalized root mean squared Ecrurr',HRHEE_xTJ
print(""}

print | "Outpot voltage fit errors:-")

print ["Output vealtage sguared ércor:',S5E yl10)

print ["Output weltsge mean sguared ercar:",MSE y10})

print ("Output voltage roob mean sguared ercor::',PMSE y10)
print ["Output veltage normslized root mean squared error:',NHEMSE y10)

Cri{VI) fit arcors:-

Cr{VI) squared errar: 0.08230194201870BSE

Cr{VI) mean squaréd errar: 0. 005143871376169311

Cr{VI) root mean sguared ecroc: O0.0717207BT6L153721

Ce (V1) normalized root mean squared ercoc: 0.0691499751363125

Output wvoltage fik errocs:-

Output woltage sgquared error: 0.00101006844843792537

Outpot voltage mean squared accor: 6.312903027370336e-05

Output valtage root mean squared ercor:: 0.007T94537T91BBTZ2B9

Output valtage normalized root mean squared error: 0.0385208287529601
3

6. Model Validation

6.1. Change in Cr(VIl) concentration model validation
simulation
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In [21]: %o CrVI=[D.76592,1.154,1.92]
I'_‘r"u"I_i nir_ia.l_:l\:lm:_s-ulut iun-l'_‘r"-"I_:i.nitiﬂ. l_mncent rutiun_\ralid.&tinn {Differ
ential variables simulation,
- - KD 2O
CeWI, time fit,p best['x"])

y10 1=CreWI initial cone sélution[1][O]
yl0 Z2=CeWI initial eone solutien[l][1]
yl0 3=CeWI initial eone soloution[1][2]

CrW¥WI_1=CrVI initial conc salution[0] (0] [:,6]
CeVI 2=wCrWI initial conc salotion[0][1][:,6]
CeWI 3=CrWI initial econc solution[O0] [2][:,6]

FPolarization corve

Rextenp_ linspace (1.2, 1200000, S00000})

Polar curveler=polarization power({p best['x'],CVI_initial conc solotio
n[0] [0] Rt}

Polar curveler=palarization power(p best [ x"],CrVI_initial conc solutia
n[0][1]Rext)

Polar curvelcr=polariration power(p best["x"],CrVI initial conc solutio
([0 [Z],Rext) = = = =R

6.2. Model validation results plots
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FCC(VI) plot re=zulbs
with Ha:ning:.c&t:h_warnlngxI]:

warnings.simplefilter ("ignorce™)

fxn()

figl = plt.figure{num=]l, figsizew(3, §), dpi=9, facecolor="w', edg
ecalacr="k")

plt.text (470000, 1.8, "(al"™, Eontxize=25)

plt.ylim{D, 3}

plt.xlim (D, 520000}

plotterl (1, [timﬁ_ﬁit,timc_fit,tlme_flt,timﬂ,timc,timc], [Cr?I_lJ'q
="'}« [C2VI_2,"'b—"], [CeVI_3,"y-."],

[list datalf0],"go"], [list datal[l], 'bw'], [list dacal[2],'°

ys'],

xlabele'timeafs"

ylabelw'Cr (VI) concentraticon/mmol L3*{-1}3°;

labellew"d. 769 mmol LS"[-115 model", labeld="1_15 mmal LS°
1-115 model",

labe]3="] 92 meal L3*[-115 model®, labeld="0_7&% mmal LS™
{-1}% exp',

labe]lS5="]1_15 met]l L3*[-1}5 e&xp",lab&lf='1_32 mmal LS*
{-1}5 exp',

sizraw]lf,

nedl=?,

colispe=l,

plot legendw®yes®,
nrev_lcgenﬁ-ﬂ!

plt.shaw ()

3.0
—— 0.769 mmol L™ model @ 0.769 mmolL™? exp
== 115 mmolL™* model ¥ 1,15 mmolL ! exp
= 1.92 mmol L™ model O 1.92 mmeol L exp

(a)

i
o

]

I
<
!
!
.

Cr{Vl) concentration/mmal L2
=
Ln

=
(=

100000 200000 300000 400000 500000
time/'s

=
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Foutput potantial differsnce plot resylts
with warning’s.:utl:'h_w.:r:l.j.ng:l i) :

warnings.simplefilter ("ighnace™)

Fxn (]

fFig2 = plt.figure |nuawZ, figsizew|3, &), dpiels, facecolor="w', adg
ecalar="k"}

plt.text (470000, 0.4, "(b]l™, fontsize=ZS)

plt.ylim(0, 0.6T)

plt.xlim(0,520000)

plotterl (2, [th&_ﬁit,time_fit,thE_Eit,timE,timc,timei, [ylﬂ_},'q
="1, [¥10_Z,"E—"], [¥y10 3, "y-."],

[list datal[3],'ga'], [list datalid], 'be"],[list datal{5],"'

¥=" ]

xlabele"f imsfe"

ylabelw'Qutput potential differsencefV",

Iabhellew'" . 769 mmal LS°{-1]15 sodel", labe=ll="]1_15 smal LF"
{-L}5 model",

label3w"']1_ 92 maal L3*[(-115 model”,labeld="0.T76% =mol L5*
{-L}3 exp”;

labelS5="1_15 mmol L5*[-115 exp,labelb=']l_322 memal LE"
{-1}3 exp”;

siza=]lf,

neal=2,

calspml,

plot legends"yes',

nrev:chenerJ

plt.show()

0.6 — 0.769 mmeol L™ model @& 0.769 mmol L™ exp
% == 115 mmolL *model ¥ 1.15 mmolL"!exp
¥} ¥
E 0.5 192 mmol L™ model 5 192 mmol L~* exp
fos .a (b)
3 N
= + ¥ 9 B
E e f ' -“\- E'\
E N e ¥ -
=3
» 0.2
=
=
8 0.1

0.0

(1] 100000 200000 300000 400000 500000

timefs
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1

fPolarization plot resy

esulits
with warnings. catch warnings() :
warnings. . simplefilter ("ignoce™)
Fxn ()
figl = plt.figure (num=]l, figsire= (3, 6); dpi=9%, facecolor="w', adg
eeglar="k")
plt. text (1.17, D.41, "(a)”, font=ire=25)
plt_ylim({0, O.65)
plt.xlim(0,1.3)
plotterl (1, [Pular_:urv:ll:r[z] ,E'nla.r_curv:!i:r[E'I;,Pl:lla.r_i:u:v\eji::[i] .
-I'_"'.I._d.u.t.:l ,Cz_d.:.l‘_u, C]_cl..:l tal.,
[Polar curweler[0],'g-"], [Polar curvelec[0],'b—"], [Polar
curvelec[0], "y-."1,
[i?l_l:lnta.. "go" ], ['U'E_d.:.tn, "Bv'], ["n.’fl_-t:'l.:ll:.:lJ "¥='],

xlabelw’Corrent density/ A mS~{-2]8",

yliabalw"Qutput potenti differsnca/Vv",
labellw"D. 769 mnal LS*{-1}15 sodel',labelZ="1_15 =mal

1 L&*
{-L}% model",

labhel3="]1_ 92 m=al LE*{-115 model',labald="0_TED smal L5"
{-1}5 exp",

labe]l5="1_15 mmol L*{-1}5 exp’,labelf=']l 32 mmal L3*

5ize=lf,

Aacol=2,

colspel,

plot legends"yes',
nrev legend=0)

plt.show(]

— 0.769 mmol L ! model @ 0.769 mmolL"! exp
== 115 mmolL™* model ¥ 1,15 mmolL ! exp

o
o

=
i

~= 192 mmol L™ model 5 192 mmol L™ exp

- (a)

e
-8
{J’

Output potential difference/V
=]
w
>
I
:

0 0.2 0.4 0.6 0.8 1.0 1.2
Current density/A m™
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FfPower plot results
with warnings .catr_‘h_wa.:ni.ngs i) :
warnings .simplefilter ("ignace™)
Fxnl)
Fig2 = plt.figqure (nuaw?, figgsizew(3, 6), dpi=9f, facecolorw='"w', edg
ecolor="k"}
plt. text (1.17, O0.16; "(b)", font=ire=25)
plt.ylim{O, 0O.25)
plt xlim(D,1.3)
plotkerl (2, [Polar curvelcr[2],Polar curveder [2],Polar curve3cr[2],
I'_‘l_d..:.ta,C.E_l:l.:tu, C]_d..:.t.:l | I
[Folar curweler[Ll], 'g-"], [Pelar curveZer[l], "b—-"], [Palar
|:|.|.r'.'l=3|::[1'|.."\_.'—.']1_ - e
[F‘l_l:i.uta., "ga"], [E‘E_l:'latu. "Bv" ], [P:'I-_l:'lﬂ.l'.a. "vs"].,
xlabélw' Current densityS R m5~{-2]13",

ylabelw'Power density/W m3~{-2135",

labell="0. 769 mmol L3"{-1}5 =adel”, labell="]1 _15 mmial L™
{—=1}5 mode=l",

lahe]l3w"']_ 32 mmgl L% [-1}5 model®,labeldw'0_T6% mmal LS*
i- 5 exp’,

laba]lS="]1_15 mal L3~ [-1}3 mxp",labalfw’]l _ 82 mmnl LE®
{-1}% exp’,

sire=lif,

neal=2,

colspel,

plot legends"yes',
nrev legendw0)

plt.show()

0.25

e 0,769 mmol L™ model @& 0.769 mmol L™! exp
== 1.15 mmol L™ model w 1,15 mmolL"! exp

0.20 e 1,92 mmol L™ model m 1.7 mmol L-% axp

(b)

-
=
n
L |

0.10 Elf v =] ‘.ﬂ"*f.

0.05) HA

Power density/W m~2
L
]
|

0.0 0.2 0.4 0.6 0.8 1.0 1.2
Current density/A m~?
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7. Coulombic efficiency

7.1. Coulombic efficiency simulation

In [26]:  r=3200
Faradays const=06845 #FA s/mol
v chamber=0.25 #L
E:Crlﬁ_ﬂp-xn-_ﬂrﬂ [O0]*52/1000 #FoiL
C Cr2o expmxo CeVI[1]*52/1000 #FgsL
C_Cr3o exp=xo CcVI[2] *52/1000 ForL
C Crlo modelw=CrWI 1[0]*52/1000 #Fg/L
C CrZo modelwCrVI 2[0]*52/1000 #g/L
C Cric modelwCrVI 3[0]*52/1000 #gsL

def points {data) :
point=[]
Eime=]]
for i in range{len(data)) :
§F Foew)
point  append (datafi])
time append I:E.ime_f it[i]]
if i>0:
3F |i%2) ==0:
point append (data[i])
time  append EtimE_Eir_ [i]1})
return point,time

modell pointsle=points{yl0 1) [0]
model? pointsiepaints (yl0_2) [0]
modell points3=paints (yl0_3) [0]

timel pointsl=points (y10 1) [1]
time? pointsZepoints (yl0 2) [1]
timed points3=paints (y10 3) [1]

output poténtial exple=np. arcay(list datal[3]) #V
output potential modell=np.arcay{modell pointsl) £V
output potential expZenp array{list datal[d]) &V
Ea-l.l.t.put:putentiﬂ 1::1-.:.:1-:12 =[Op.ACTAY {mode 12 _points2) #V
output potential expi=np array{list datal[5]} #V
output potential model3enp. array(modell points3) #V

current output axpleoutput potential explfc F£A
:u:rznt_-uutput_rm:l:i:llrﬁutput_putentiﬂl_mndzll.u"r Fi
current output expleoutput potential exp2fr FfA
Eurrznt_-b‘utpul‘__rm:u:iclzwﬁutput_pﬂtentiﬂl_mndzlzfr # A
:urrent_nutput_expi-ﬂutput_pn-te:&tia.]’._exp].l"r FA
Eurrtnt_ﬂutput_rm:u:ﬁ‘_-lJ-ﬁuLPut_pﬂtEntial_mnd.Elli'r # il

def delta_l:.'i..rnts_i:u:r :r&:r:t_l igt t:u::&nt_ﬂlutpu I'__l.'i.stll time_li!t] -

delta times time listw[]

far :i'._.'i_n T d;l;E { '_::'. [eur rént oubtpu L_l isggE)-1):

delta times time list asppend(curréent oubtput list[i]* (time list

[i+1]-time list[i]}]

return delts times time list
delts times time list expledelta times corrent list {current output exp
1,bime})

delita times time list expledelta times current list {current output exp
2, Eime)
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7.2. Coulombic efficiency plots

Inm [27]:  with Harninq:.cutdﬂ_ﬂa:nj’.ngs £ :
warnings . simplefilter ("igno-e™)
Faxr ()
figl = plt_figqure{num=l, figsize={%, &), dpi=96, facecalor="w', eadg
eoalar="k"})

-

folt kextk(-0.2, B2, "(kl", fontsire=s25)
plt.ylim(D, 35)
fplt xlimf0;2)

plotter? (1, [[Coulombic efficiency expl,Coulombic efficiency exp?,C

oulombic efficiency expi],'g"],

[[Coulombic afficiency modell,Coulombic efficiency modelZ,
Coulombic afficiency modell],"c'],

xzlabale"'Cr (VI) initial concentratian (=l LSE*{-1]15)",

ylab&lw'Coulombic efficiency (%),

labell='Experimental’,

labelZw"Modal"

tick label=["0_763","1_ 15", "1.92"],

size=1§,

neal=1,

colsp=l,

plot legende®yes®,

nrev_l:ge:l.l:i-rl:l

plt.show()

35

B Experimental
B Model

Coulombic efficiency (%)
| = = [%) TF]
o T E o (=]

0.769 1.15 1.92
Cr(VI) initial concentration {mmeol L™1)

141

© University of Pretoria



&

3

A 4

UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

8. Simulation

8.1. The effect of primary cell concentration

8.1.1. Primary cell concentration results simulation

In [2B]: | #Profiles
xo celle[15,25,35,45]
eell initial conc solutioneprimary cell concentration(Differential wari
a.bles_simulatil:ln,
xO, XD
cell time fit,p bese['x"]]
yl0 lemcell initial canc salotionl] [0]
y10 Zewreell initial conc soluotion[1][1]
y10 3eweell initial conc selution|1] [2]
yl0 dcecell initial canc salotion(l] [3]

Cr¥I cell lewoell initial conc solution[0] [0]([:, 6]
CeVI_cell 2weell initial conc solutiea[0][1][:,6]
CeWI cell Jweell initial cone salotien[0] [2](:,6]
I'.‘:"JI_l:Ell_ll -trell_init i.a.l_l:an.l:_snlu.t ion[0] [3][:, 6]

FRolarization corve

Rextenp . linspace (1.2, 1200000, 500000)

Polar curvelempolarization power (p best['x'],cell initial conc solution

[O] [D] , Rext)

Polar curvele=polarization power (p best['x'], =1l initial conc solution

[O] [1] Rext}

Polar curvele=palarization power (p best['x'], 21l initial conc solution

[0] [2] s Rext}

Polar curvede=palarization power (p best['x'], 21l initial conc solution

[O0] [3], Rexct)

FPrimary cell concentration optimization

tim-l:_l:l:l lenp.linspace (0, 700000, 400}

cell listenp. linspace(1,45,50]

time:md:r:_i:el 1 listecell optimization{Differential wvariables simnlatian,
K, cell_list, tiI:I'I.E_DI:]. 1, p_]:r&:t ["="1}

8.1.2. Primary cell concentration results plots
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FCr fVI) plot resuolts

with wa:nings.catuh_wu:ningsI]:

warnings.simplafilter ("ignoce™)

fxnl}
figl = ple. figqure (nuss],
ecalaor="k"}

figxizew={9, &), dpi=96, facecolor="w', edg

plt.text (3000, 2.27, "(al”, fontsize=25)

plt.ylim{D, Z.5]
plt.xlim(0,520000)

plotterl(l, [time Fit,time £it,time Fit,time £it], [CcVI_cell 1,'g
-*], [CLVI_cell 2,'b--'], [CeVI_cell 3,'y-."],

ECE”I_EEll_l;'r

xlabele'tims/fs"
ylabelw'Cre (WI)

Lo |
P
concanptration/mmal L™~{-1}%5",

lapell='15 mg L3*[-115",label?="25 mg LE*{-1}3",

lab@l 3w’ 35 mg L3 [-1]15",labeld="43 mg L3"{-1}

size=mlf,
neol=2,
colsp=l,

L2

]
P

&0

plot legends"yes®,

nrev_legend=0)

'o
[
r+

-show ()

el
L

(a)

= pes
Ln =

Cr{V1) concentration/mmal L™
=
il

— 15mglL?* — 35mglL?
== 25mgL™?* =+ 45mglL!

0.5
""i'.;-.'-
0.0 . s . el To—r
0 100000 200000 300000 400000 500000

time/s
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Im [30]: FOutpiot potential differsnce plor cesplfs
with warnings .i:a.l:d'l_wa.:nj. ngs ()
warnings.simplefilter {("ignoce™)
Furn i)
fig2 = plt. fiqure|nue=Z, figxire=(9%, 6A), dpi=96, facecalor="w', &dg
ecalor="k"])
plt.text (3000, D0.505, "ibk)™, Fontsize=2S5)
plt.ylim({0, 0.55)
plt.xlim{D, 520000}
plotterl (2, [time Fit,time £it,time Fit, time Fit], [y10 1c, "g-"], (¥
10 2e¢, "B—"], [¥10 3, "y=."];
[:||'ll:I_l1.4:..'|'.."]:ll
wlabale' £ ime ",

ylabale'Output potentisl differencef/V",
labell="]15 mg L3 (-1}5",labelZ="25 mg L3*{-1}5",
labél3w'35 mg L [(-115",labeld="45 mg LE*{-1}5",

siraw]lf,

ncol=z,

col spel,

plot legend="yes®,
nrev legend=l)

plt. shew (]
L 05 (b) — 15mgL? — 35mglL™
g —- 25 mglLt «+« 45 mglL™?
c
0.4
T
C 0.3
]
c
‘E 0.2
=1
el
2
£ 0.1
ﬂ -
0.0 "1':=1ﬁ4r-¢
o 100000 200000 300000 4ﬂﬂhﬂﬂ 500000

time/s

8.1.3. Primary cell concentration polarization and power curve
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In [31]: | FPolarzzation plot results

with Harning:.cat:h_ua:nLngsI]:
warnings.simplefilter ("ignace™})
fxn(l
figl = ple.figure ([num=l, figsize=(9%, &), dpi=9, facecolor="w', edg
ecolor="k"}
plt. text (0.005, 0.46, "(c]®™, fontsize=25)
plt.ylim(0, 0.5]
plt.xlim(0,1.3)
plotkerl (I, [Pnlaq_:urvel:[i],Pﬂluq_:urveEE[E],Eﬂlar_:urue]t[E],Eul
a:_:u:ve&c[!]].
[Palar curwele[0], 'g-"], [Polar curveZc[0], "b--"], [Falar cu
:ve3c[ﬂ].'y—.'],[PuIa;_:uruEd:[D],'::'], = =
xlabelw' Current density/h m3~{-2]15°,

ylabalw'Qutput potential differsncef V",

labell='l5 mg L3™[(-1}5",label2e"25 mg L3*{-1}5",
label3='35 mg L3*[-1]153",labald="45 mg L3"{-1}5",
sizawlf,
néal=2,
colspe=l,
plat legends'yes®,
nrev_lcgend-ﬂ]

plt.show ()

0.5

(c) — 15mglL?! — 35mglL?

—- 25mglLl <<+ 45mglL?

o
o

o
w

Output potential difference/V

0.0 0.2 0.4 0.6 0.8 1.0 1.2
Current density/A m™
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[32]: #FPower plot resolts
with warnings .Cﬂl‘.l:h_w-‘.t: nings () -
warnings . simplefilter {("ignore”)
fxn ()
Fig2 = plt.fiqure nue=?, [ig&xize={3, 6), dpi=96, facecolor="w', edg
ecolar="k")
plt kext (0005, D.166, "(d)", fontsire=35)
plt.ylim(D, O.18H)
plt xlim(D,1.3)
plotkerl (2, [Polar curvelc[Z],Polar curvelc[2],Polar curwve3dc[2],Pal
ar curvedcs[2]].
[Polar eurvele(l], 'g-"], [Pelar curve2e[l], "bB--'], [Polar cu
rwede[1],"y--"1, [P-u]..:l.l.'_r_'urlredlzil] PR o N ]
xlabélw' Corrent density/fA m5*{-2}3°,
ylab&lw'Power density/W m3*{-2Z13",

labellw'lS =g LS*{-1]15", lakeld="25 mg LE*{-1}5",
labe]l3w'35 mg L3 [{-115",labeld="45 mg L3 {-1}5",
miyem]lf,
ncal=2,
colsp=l,
plot legends"yes®,
nrev legend=0)
plt.show ()
0.18 [d]
m— 15 mg L™* - 35 mglL™?
0.16 d 9
—= 25 mg L™ -+ 45 mglL™?
N 0.14
E 0.12
£ 0.10
4]
g 0.08
g Y
g 0.06
; &
& 0.04
0.02
0.00 - : -
0.0 0.2 0.4 0.6 0.8 1.0 1.2

Current density/A m™2

B.1.4. Primary cell concentration optimization plot
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In [33]: with warnings.catch warnings () :
warnings . simplefilter ("ignoce™)
Exn (]
figl = plt.figure (numwl, figsizew|{d, &), dpi=96, facecolor="w', adg
Etolor="k"]
plt.text (6.705, 645000, "{a)"; fontsize=25)
plt.ylim(0, TOODODOD}
plt.xlim (5,45}
plotberl (1, [cell 1ise], [Eime max cell list, "g-"],
xlabalw'Primary cell concentration/mg LE*{-1}5",
ylabaelw'Max power density timess",
size=lf,
ncglw2,
colsp=l,
plot legend="no',
nrzv_l:gem:ﬁrﬂ:l

plt.shawi(]

700000

(a)

600000

ime/s

500000

400000

300000

200000

Max power density t

100000

0

5 10 15 20 25 30 35 40 45
Primary call concantration/mg L™*

8.2. The effect of substrate concentration

8.2.1. Substrate concentration results simulation
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In [3d]: #Profiles

xo substrate=[30, 60, 90,120]

substrate initial cone solution=substrate concentration(Differential wa

riu]:rl:!l_:?l.ruulnt :i.l:lE. = i =
:tn-...t:l_

substrate, t.i.:rrrl:_f it, p_he:t | B B

y10 lgmsubstrate initial conc salutian[l] [0]

¥10 Zs=subhstrate initial conc solution]l][1]

y10_3swsubstrate initial conc_solution{l][2]

y10 dse=substrate initial eanc salution[l] [3]

CoVI substrate l=substrate initial conc solutian[0][0] [-:6]
CrVI_substrate Zwsubstrate initial conc solutiea[D][1][:,6]
CcVWI_substrate Imsubstrate initial conc selution[0][2][:,6]
CrWVI_substrate dwsubstrate initial conc solution[0][3] [:,8]

FPolarization curve

Rextenp linspace(1._Z, 1200000, 500000)

Polar curvels=palarizration power (p best['x'],substrate initial conc sal
ution[0] [D] . Rext)

Polar curvels=palarization power (p best['x'],substrate initial conc sal
ution[0][1],Rext)

Polar curvelsepolarization power (p best|['x'],substrate initial conc 2ol
ution[0] [2],Rext)

Polar curveds=polarization power (p best|['x'],substrate initial conc 2ol
ution[0] [3] Rext)

fFSubstrate concentration optimization
sub stra.'l:e_lisr_-np_ linspace (0,120, 241)
Rextlenp arcay{[l.2,2.7,5.6,12,27,56,120,270,560,1000, 2700,5600,
1po00, 12000,27000, 54000, 100000, 120000, 560000, 12000007
ma.t_pﬂ-'hr&r_.‘:u.'l:-:t r&t:_l igtmsubst :&.te_-upt.'imi zation {Bextl, Diffarantia l_\ra: i
ables simuwlation,
Wy Suhst:ate_list. t':lnt_f:i.t, p_]:-est [*x*])

8.2.2. Substrate concentration results plots
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FCr (VI) plot resglEs
with Ha:nings.catr_'h_wa:ninga i) =
warnings.simplefilter ("ignare™)
£fxn ()
Figl = plt.fiqure {numel, figzizée=(%, &), dpi=26, facecolor="w', edg
ecalar="k"}
plt.kext (3000, 2_27, "{a}™, Eontsize=25)
plt. ylim(0, 2.5}
plt.xlim (0, 520000)
plotkerl (1, ['I:il:..e_f.'i.t,I'_.'i.:rn:_f:i.t,tim:_fit,tim:_fit], [I'_‘r"JI_SuJ:_'II::atE_
'.I.,';l—'],EC:'-’I_:ubstrat:_E.'I:-——"|..
[CVI_substrate 3,'y-."], [CLVI_sobstrate 4, 'c:"],
xlabele"tim=/ 3",

ylabel="Cr [VI) concentration/mmol LF*{-1}15",
Iabell="30 smal L5™{-1}5',labelZ="60 meol LS*{-113",
label3="00 mmal L5*{-1}5",labeld="120 mmal LE*[-1]15',
siza=lf,

ncal=2,

colsp=l,

plot legends="yes",
an\r_Iegeru:h'El:l

plt . show ()

2.5
(a) —— 30 mmolL™* — 90 mmol L™*
== GO mmoel L™ ==+ 120 mmol L7t

e
o

Cr{V1) concentration/mmaol L™
e
n

P
=

0 100000 200000 300000 400000 500000
time/s
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In [36]: | FOvEput potential difference plot resulfs
with warnings.catch warnings () :
warnings _simplefilter ("ignare™)
Fxn{)
Fig2 = plt.figqure {oum=Z, figsize={3, 6), dpi=96, facecolor="w', edg
ecolar="k")
plt.text (3000, 0.505, "(bl™, fontxire=wZ5)
plt.wlim(0, 0.55)
plt_xlim{0,520000)
plotterl (2, [time Eit,time Fit,time fit,time fit], [¥10 1s, "go-"]. (¥
10 25, "b——"], [¥10 35, "'y--"],
[¥10 _d=,'c:z"],
xlabelw"tims/ ",
yiabele'Output potential differsnce/V",
labell="30 amol LS*{-1}5",labe]lZ="60 mmol LS*[-1}5",
label3="60 mmal LS*{-1}5",labeldw"I20 mmal LS*{-1}5",
size=lf,
neo le?
colsp=l,
plot legends"yes",
nrl:'!.r_'_egem:hll:l:l

plt . show ()

{b) —— 30 mmol L™* — 90 mmol L™*
= = G0 mmeol L™ === 120 mmol L™t

© © © @
N W B N

Output potential differance/V
o
i

e
[

100000 200000 300000 400000 500000
time/s

=

8.2.3. Substrate concentration polarization and power curve
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In [3T]: F#FPolarization plot pesulbs
with Harnings.cat:h_uarningsE]:
warnings . simplefilter {("ignoce™)
Fan ()
figl = plet.figure (numw]l, figsizew {9, &), dpi=9%, facecolor="w', edg
ecolor="k'")
plt_ text(0.005, 0.46, "(c=]", fontsizre=25)
plt.ylim(D, D.5)
plt.xlim(D,1.3)
plotkerl (1, [Polar curvels[Z],Polar curvels[Z],Polar curveis[Z],Pol
a:_:urvei:[!]].
iPﬂlar_cu:vel:[U],'g—'t.[Pblu:_;urveisiﬂ],'b——'],[Eﬂla:_cu
EUEEE[D]J'y—_'],[Pﬂlur_:urveds[ﬂ],'r:'],
xlabelw'"Current densityS/A m3~{-2]}8",

ylabelw ' 'Output potential differsnce/ V",

labellw'30 mmal LET{-1}5",labeldw"60 meal L3*{-115",
label3w'00 mmol LE*{-1}5",labeldw"120 manl LE*{-1}5",
Eize=lf,

ncol=z2,

colspel ,

plot legendw"yes",
nrev_legendrﬂj

plt . show (]

0.5
(c) —— 30 mmolL-! — 90 mmol L1

= G0 mmelL™! ==. 120 mmol L™

o = o
(%] - F

Output potential difference/V
(=
=i

o
[=1=
-]

0.2 0.4 0.6 0.8 1.0 1.2
Current density/A m™
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In [3B]: | FPower plot resolis
with warnings.catch warnings () :
warnings . simplefilter ("ignaoze™)
Exn i}
FigZ = plt. figure {nuew?, figsizew{%, &),
ecolor="%"}
plt.ktext (0.005, 0.166, "{d]",
plt.ylim(0, O.18)
plt.=xlim(0,1.3)
plotkerl (2,

ar_curveds[2]],

Eant&size=25)

Hpi=0§,

facecolor="w", edg

[Polar curvels[2],Polar curvels[Z].Polar cuswvels[2],Pal

[Pular curwvels|[l],'g-"], [Pelar corveZs(l],'b—"], [Folar cu

rue33[1],'y—.'],[Pﬂlar_:urvedsEl],'1:'],

xlabelw'Corrent den

sity/A m3~[-2]8",

ylabélw'Power density/W m3y*{-2135",
labellw'30 mmal L3"{-1}3",labelw="60 mmol L3*[-1}3°",
label3w"90 mmal L3*{-1}5";labeld="12Z0 mmal L3*{-1}3",

Sire=lf,

ncole=z,

colspml,

plot legends"yes',
nrev:legendrﬂi

plt.show (]
0.18
i Id] — 30 mmol L7 - a0 mmel L™?
) == 60 mmol L™* --- 120 mmolL™?
N 0.14
£ RS e T
0.12 - .
E "* H-‘::t'l_.;'
fosol 2
: e
4 0.08 & b
= ‘:{
1= ; '-'\.-n-
g 0.06 p) \\,
& 0.04 %
“ .
0.02 Ve
Q.00 - . .
0.0 0.2 0.4 0.6 0.8 1.0 1.2

Current density/A m™*

8.2.4. Substrate concentration optimization plot
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with warnings .c.:l.l:l:'h_w.:rnj. ngs () -
warnings.simplefilter ("ignoce™)
Fxn ()
figl = plt.figqure(nue=l, figzize=|3, 6), dpi=9%6, facecolor="w', edg
ecalar="k"])
plt. text (0.4, 0.129, "|b}", fonksirze=25)
plt.ylim(0, 0.14)
plt.xlim(D, 120)
plotterl {1, [substrate list], [max power substrate lisk, 'g-"],
xlabelew"Sykstrate concentration/mal LE"[-115",
ylabel="Power density/W m5~{-215",
siza=lf,
ncal=2,
colsp=l,
plat legend="no',
nr:v_l:ge:l.:h'l:l:l

plt . show ()

(b)

0.14

0.12

e e o
=] =] =
& ® o

Power density/W m™=2
ot
=]
vt

0.02 1

0.00 . -
1] 20 40 &0 820 100 120

Substrate concentration/mmaol L2
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