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Abstract. In this paper several Nyström methods for the van der Pol equation are considered. In an earlier study by Cai, Aoyagi, and Abe it was shown that the second order Nyström, or leapfrog, method fails to approximate the limit cycle of the van der Pol equation, exhibiting a periodic modulation of the amplitude and sporadic high frequency noise instead. Cai et al. did a linear analysis and concluded that the spurious behavior was due to the interaction of the main part of the solution with a high frequency computational mode. In this paper we also apply a third and fourth order Nyström method to the van der Pol equation. Numerical experiments show that in these cases the high frequency mode causes blowup after some time. The onset of the instability can be delayed by decreasing the time step. We also improve on their analysis of the second order scheme by doing a nonlinear analysis, to wit a discrete multiple scales analysis. By this means we are able to explain the spurious behavior of this system completely.
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1. Introduction. The van der Pol equation

\[ \frac{d^2x}{dt^2} - \epsilon(1 - x^2) \frac{dx}{dt} + \omega^2 x = 0, \]

with

\[ 0 < \epsilon \ll 1, \]

was first formulated by van der Pol [12] in 1922 in the context of electronic circuits in vacuum tubes.

This equation is well known to have an unstable equilibrium at the origin of its phase plane, surrounded by a stable limit cycle. It is a standard classroom exercise to find an approximate analytic expression for the solution of the equation, using a multiple scales method [3, 6], namely,

\[ x = \frac{2 \cos(\omega t + \phi)}{\sqrt{1 + (4/a_0^2 - 1)e^{-\alpha t}}} + O(\epsilon), \]

where \(a_0\) is the initial amplitude.

Thus the limit cycle has a period which is very near to \(2\pi/\omega\) and an amplitude which is very near to 2. To find the limit cycle more precisely, the van der Pol equation needs to be solved numerically. Various approaches have been used for this purpose.
These include extrapolation-based methods with step size control [2], Runge–Kutta Nyström methods [2], the implicit Adams method of order up to twelve, and Gear’s method for stiff equations [4], among others.

That care must be taken when designing a high order finite difference method for the van der Pol equation was shown by Cai, Aoyagi, and Abe [1]. They considered a second order Nyström method which showed a peculiar type of spurious behavior. Its solution periodically approaches the correct limit cycle, but then moves away from it again. They essentially used a linear analysis to explain this phenomenon, ascribing the spurious behavior to a spurious mode which interferes with the numerical solution.

We investigated this phenomenon further by also applying third and fourth order Nyström methods to the van der Pol equation. In these cases we found that the solution behaved reasonably well for some time, after which there was rapid growth of a high frequency mode, followed by blowup. By decreasing the time step the onset of this nonlinear instability may be delayed.

To analyze this type of instability, we considered only the simplest case, namely, the second order Nyström, or leapfrog, method used by Cai et al. [1]. We felt that their linear analysis provides only part of the explanation, and that a nonlinear analysis would give a more complete picture. This paper attempts to do just that. We use a discrete version of the multiple scales technique mentioned above to analyze the difference equation, and finally show that the full explanation is to be found in the phase plane.

In section 2 we will briefly review the difference scheme considered by Cai et al. [1] and demonstrate the nature of its spurious behavior, as well as show the behavior of the third and fourth order Nyström schemes.

In sections 3 and 4 we then proceed with a nonlinear analysis to explain the observed phenomena in the case of the second order scheme. The results of the nonlinear analysis is then related to some numerical results in section 5. Section 6 contains some conclusive remarks.

2. Nyström time discretizations. Following [1], we rewrite (1.1) as a system of two first order equations, namely,

\[
\begin{align*}
\frac{dx}{dt} &= y, \quad (2.1) \\
\frac{dy}{dt} &= \epsilon(1 - x^2)y - \omega^2 x. \quad (2.2)
\end{align*}
\]

To discretize these equations, we introduce the time step \( \tau \), the finite difference approximations \( x^n \approx x(n\tau) \) and \( y^n \approx y(n\tau) \), and the shift operators \( E \) and \( E^{-1} \), defined for any sequence \( x^n \) by

\[
E x^n = x^{n+1} \quad \text{and} \quad E^{-1} x^n = x^{n-1}.
\]

Finally, we define the central divided difference operator

\[
\delta = (E - E^{-1})/(2\tau).
\]

2.1. Second order Nyström discretization (leapfrog). Following Cai et al. [1], we first discretize the system (2.1), (2.2) by means of a second order Nyström method:

\[
\begin{align*}
\delta x^n &= y^n, \quad (2.5) \\
\delta y^n &= \epsilon(1 - (x^n)^2)y^n - \omega^2 x^n. \quad (2.6)
\end{align*}
\]
This discretization is often referred to as a leapfrog method.

The system of difference equations (2.5), (2.6) can easily be seen to be equivalent to a single fourth order difference equation,

\[(E^2 - 2 + E^{-2})x^n/(4\tau^2) - \epsilon(1 - (x^n)^2)(E - E^{-1})x^n/(2\tau) + \omega^2 x^n = 0.\]

Using the following notation for the forward and backward divided difference operators, respectively,

\[(2.8) \quad \Delta = (E - 1)/\tau, \quad \nabla = (1 - E^{-1})/\tau,\]

we can rewrite (2.7) in the more concise form

\[(2.9) \quad \left[ \Delta \nabla + \frac{\tau^2}{4}\Delta^2 \nabla^2 \right] x^n - \epsilon(1 - (x^n)^2)\delta x^n + \omega^2 x^n = 0.\]

To compute a numerical solution from (2.5) and (2.6), we need to specify initial values \(x^0\) and \(y^0\). Values for \(x^1\) and \(y^1\) are also required, and these are calculated by means of a second order Runge–Kutta starter with time increment \(\tau\). Figure 1 shows the result of such a computation with \(\epsilon = 0.025, \omega = 1, \tau = 0.2, \) and \(x^0 = 0, y^0 = 0.5\).

Initially everything seems to go well, and the solution approaches the limit cycle with its amplitude at around 2 and remains with it for a while. However, after some time it leaves the limit cycle and eventually returns to it again. What seems to be a periodic amplitude modulation is imposed, which is quite spurious.

Cai et al. [1] showed that this spurious behavior is due to the presence of a high frequency computational mode. They performed a linear stability analysis and showed that the computational mode starts growing when the amplitude of the numerical solution reaches a value of about \(\sqrt{0.8}\).

The onset of the growth of the high frequency mode can be delayed by decreasing the time step, as shown in Figure 2, where the time step was decreased to \(\tau = 0.1\).
2.2. Third order Nyström time discretization. The order of convergence of the numerical method can be increased by using a higher order Nyström discretization. For a third order scheme the discretization of the system becomes

\begin{align}
\delta x^n &= \frac{1}{6} [7y^n - 2y^{n-1} + y^{n-2}], \\
\delta y^n &= \frac{1}{6} [7f(x^n, y^n) - 2f(x^{n-1}, y^{n-1}) + f(x^{n-2}, y^{n-2})],
\end{align}

where

\begin{equation}
 f(x, y) = \epsilon(1 - x^2)y - \omega^2 x.
\end{equation}

This time we need to supply two extra initial values, namely, for both \( n = 1 \) and \( n = 2 \). Because of the increased order of this method we used a fourth order Runge–Kutta method to calculate these initial values.

Using the same parameters as in Figure 1, we find that the numerical solution does not stay finite though spuriously modulated as with the leapfrog discretization, but that it suddenly blows up. The reason for this instability is the same, however: a sudden growth of a high frequency mode. The result is shown in Figure 3.

Since this is a convergent method, like the leapfrog method above, the onset of the instability can again be delayed by using a smaller time step. In order to reach the limit cycle before the high frequency mode grows significantly, we found that a time step of at most \( \tau = 0.05 \) has to be used.

Thus, although a higher order method is used, a much smaller time step is required in order to find the limit cycle numerically. The high frequency induced (HFI) instability observed here enforces an upper limit to the time step.
2.3. Fourth order Nyström time discretization. Applying the fourth order Nyström discretization to the system (2.1), (2.2), we get

\begin{align}
\delta x^n &= \frac{1}{6} [8y^n - 5y^{n-1} + 4y^{n-2} - y^{n-3}], \\
\delta y^n &= \frac{1}{6} [8f(x^n, y^n) - 5f(x^{n-1}, y^{n-1}) + 4f(x^{n-2}, y^{n-2}) - f(x^{n-3}, y^{n-3})],
\end{align}

with \( f \) as in (2.12).

The three extra initial values are again computed with a fourth order Runge–Kutta method. The results are similar to those of the third order method, except that the high frequency mode now appears much sooner, again leading to blowup. Figure 4 shows what happens when \( \tau = 0.05 \), and it turns out that the limit cycle can be reached fairly accurately only for time steps lower than about \( \tau = 0.01 \). Thus the upper bound for the time step is even lower than before.

Having observed the havoc caused by the high frequency spurious mode, the next thing to be attempted is an analysis of this phenomenon. This is done in the next section for the leapfrog case.

3. A discrete multiple scales analysis. Since the behavior of the leapfrog time discretization is the most complicated (the others simply blow up), and since this is also the simplest difference scheme, we shall attempt an analysis of this case only.

Since the spurious behavior of (2.9) consists of an amplitude modulation, a multiple scales analysis would seem to be an appropriate tool to investigate it.

To perform a multiple scales analysis of (2.9) we shall work in direct analogy with the well-known continuous multiple scales analysis performed for the van der Pol equation, e.g., [6]. We shall use two discrete time scales, namely,

\begin{equation}
T_p = e^{p\tau}, \quad p = 0, 1,
\end{equation}
and consider the expansion [9]

\[ x^n = x_0(T_0, T_1) + \epsilon x_1(T_0, T_1) + O(\epsilon^2). \]  

We shall also use partial shift operators \( E_{T_p} \), which we define as

\[ E_{T_p} f(\ldots, T_p, \ldots) := f(\ldots, T_p + \epsilon^p \tau, \ldots) \]

in analogy with the temporal shift operator in (2.3). Using the partial shift operator (3.3) above we also define partial divided difference operators for \( T_p \), namely,

\[ \Delta_{T_p} := (E_{T_p} - 1)/(\epsilon^p \tau), \quad \nabla_{T_p} := (1 - E_{T_p}^{-1})/(\epsilon^p \tau). \]

The analogue of the central difference operator \( \delta \), defined in (2.4), follows similarly:

\[ \delta_{T_p} \equiv (\Delta_{T_p} + \nabla_{T_p})/2. \]

Following Schoombie [9, 10] we note the following discrete multiple scales expansion of the differential approximations \( \Delta \) and \( \nabla \), given in (2.8), namely,

\[ \Delta = \Delta_{T_0} + \epsilon \Delta_{T_1} E_{T_0}, \quad \nabla = \nabla_{T_0} + \epsilon \nabla_{T_1} E_{T_0}^{-1}. \]

By making use of the definition of \( \delta \) in (2.4) and substitution of (3.6) therein, we also obtain that

\[ \delta = \delta_{T_0} + \epsilon/2(\Delta_{T_1} E_{T_0} + \nabla_{T_1} E_{T_0}^{-1}). \]

The equations above are essentially the discrete analogues of the chain rule for differentiation as used in a normal continuous multiple scales analysis.
We now proceed with our discrete multiple scales analysis. We substitute (3.6) into (2.9). Note the expansion of the first operator in (2.9):

\[
\Delta \nabla + (\tau^2/4)\Delta^2 \nabla^2
\]

(3.8)  
\[
\begin{align*}
&= \Delta T_0 \nabla T_0 + (\tau^2/4)\Delta^2 T_0 \nabla^2 T_0 \\
&\quad + \epsilon(\Delta T_0 \Delta T_1 + \nabla T_0 \nabla T_1 + (\tau^2/2)\Delta^2 T_0 \Delta T_0 + (\tau^2/2)\nabla^2 T_0 \Delta T_0 \nabla T_0).
\end{align*}
\]

We proceed by collecting terms with equal powers of \( \epsilon \). In this way we generate a set of equations given by

(3.9)  
\[Lx_0 = 0,\]

relevant to \( O(1) \), and for \( O(\epsilon) \),

(3.10)  
\[Lx_1(T_0, T_1) = R(T_0, T_1),\]

where the difference operator \( L \) is defined by

(3.11)  
\[Lu(T_0, T_1) = (\Delta T_0 \nabla T_0 + (\tau^2/4)\Delta^2 T_0 \nabla^2 T_0)u(T_0, T_1) + \omega^2 u(T_0, T_1)\]

for any discrete variable \( u(T_0, T_1) \), and where

(3.12)  
\[R(T_0, T_1) = -(\Delta T_0 \Delta T_1 + \nabla T_0 \nabla T_1 + (\tau^2/2)\Delta^2 T_0 \Delta T_0 + (\tau^2/2)\nabla^2 T_0 \Delta T_0 \nabla T_0)x_0 + \beta(1 - x_0^2)\delta T_0 x_0.
\]

It is easy to see that any real-valued solution of (3.9) must be of the form

(3.13)  
\[x_0(T_0, T_1) = a(T_1)e^{i\Omega \tau/2} + (-1)^n b(T_1)e^{i\Omega \tau/2} + \text{c.c.},\]

where c.c. denotes the complex conjugate, and where

(3.14)  
\[\cos(\Omega \tau) = 1 - 2\omega^2 \tau^2.
\]

The second term in (3.13) represents the computational wave considered by Cai et al. [1], the presence of which causes spurious behavior.

If we substitute this expression for \( x_0 \) into the right-hand side of (3.10), we eventually find that (neglecting \( O(\epsilon^2) \) terms)

(3.15)  
\[\begin{align*}
\tau r(T_0, T_1) &= \{ -\sin(\Omega \tau)\delta T_1 a + \sin(\Omega \tau/2)(a - a|a|^2 + 3b^2 \bar{a} - 2a|b|^2) \} e^{i\Omega \tau/2} \\
&\quad + \{ -\sin(\Omega \tau)\delta T_1 b + \sin(\Omega \tau/2)(-b + b|b|^2 - 3a^2 \bar{b} + 2b|a|^2) \} e^{i\Omega \tau/2} \\
&\quad + \sin(\Omega \tau/2)(-a^3 + ab^2)e^{i\Omega \tau/2} \\
&\quad + \sin(\Omega \tau/2)(b^3 - a^2 b)(-1)^n e^{i\Omega \tau/2} + \text{c.c.},
\end{align*}\]

where the bar indicates the complex conjugate.

To ensure a bounded solution for \( x_1 \), we need to remove secular terms, which is done by requiring that the coefficients of both \( e^{i\Omega \tau/2} \) and \( (-1)^ne^{i\Omega \tau/2} \) be equated to zero. This leads to the two ordinary differential equations

(3.16)  
\[a' = r(a - a|a|^2 + 3b^2 \bar{a} - 2a|b|^2),\]

(3.17)  
\[b' = -r(b - b|b|^2 + 3a^2 \bar{b} - 2b|a|^2),\]
where
\begin{equation}
(3.18) \quad r = \frac{1}{2 \cos(\Omega \tau/2)},
\end{equation}
and we have noted from the definition of $\delta T_1$ that we can write
\begin{equation}
(3.19) \quad \delta T_1 = (E T_1 - E T_1^{-1})/(2 \tau \pi) = \partial T_1 + O(\tau^2).
\end{equation}

Next we put
\begin{equation}
(3.20) \quad a = \frac{1}{2} \alpha(T_1)e^{i\theta(T_1)}, \quad b = \frac{1}{2} \beta(T_1)e^{i\phi(T_1)},
\end{equation}
where $\alpha$ and $\beta$ are real and nonnegative, and $\theta$ and $\phi$ are real. This enables us to write $x_0$ in the real form
\begin{equation}
(3.21) \quad x_0(T_0, T_1) = \alpha \cos(\Omega \tau/2 + \theta) + (-1)^n \beta \cos(\Omega n \tau/2 + \phi).
\end{equation}

When we put (3.20) into (3.16) and (3.17), and separate real and imaginary parts, we finally obtain the following coupled system of nonlinear ordinary differential equations:
\begin{align}
(4.1) \quad \alpha' &= r\alpha(1 - \alpha^2/4 - \beta^2/2) + \frac{3}{4} r \alpha \beta^2 \cos(2\phi - 2\theta), \\
(4.2) \quad \beta' &= -r\beta(1 - \beta^2/4 - \alpha^2/2) - \frac{3}{4} r \beta \alpha^2 \cos(2\phi - 2\theta), \\
(4.3) \quad \theta' &= \frac{3}{4} r \beta^2 \sin(2\phi - 2\theta), \\
(4.4) \quad \phi' &= \frac{3}{4} r \alpha^2 \sin(2\phi - 2\theta).
\end{align}

4. Amplitude dynamics. The system (4.22) through (4.25) can be reduced to three equations by introducing the variable $\gamma = \cos(2\phi - 2\theta)$:
\begin{align}
(4.1) \quad \alpha' &= r\alpha(1 - \alpha^2/4 - \beta^2/2) + \frac{3}{4} r \alpha \beta^2 \gamma, \\
(4.2) \quad \beta' &= -r\beta(1 - \beta^2/4 - \alpha^2/2) - \frac{3}{4} r \beta \alpha^2 \gamma, \\
(4.3) \quad \gamma' &= \frac{3}{2} r(\beta^2 - \alpha^2)(1 - \gamma^2).
\end{align}

As far as the orbits of this system are concerned, we will be interested only in the orbits within the region $\alpha \geq 0$, $\beta \geq 0$, $-1 \leq \gamma \leq 1$.

First consider the orbits for which the projections on the $\alpha \beta$-plane are along the $\alpha$-axis (i.e., $\beta = 0$). For these the system (4.1)–(4.3) reduces to the two equations
\begin{align}
(4.4) \quad \alpha' &= r\alpha(1 - \alpha^2/4), \\
(4.5) \quad \gamma' &= -(3/2)r\alpha^2(1 - \gamma^2).
\end{align}

Equation (4.4) has the solution
\begin{equation}
(4.6) \quad \alpha = \frac{2}{\sqrt{1 + (4/\alpha_0^2 - 1)e^{-2rT}}} = \frac{2}{\sqrt{1 + (4/\alpha_0^2 - 1)e^{-2\tau \pi}}}.
\end{equation}
where

\[(4.7) \quad \alpha(0) = \alpha_0,\]

which is very close to the amplitude in (1.3), since \(2r = 1 + O(r^2)\) from (3.18).

Equation (4.5) shows that if \(|\gamma(0)| < 1\), \(\gamma\) will decrease monotonically and eventually approach the limiting value of \(\gamma = -1\). This orbit therefore ends at the unstable equilibrium point \((2, 0, -1)\).

For the rest of the orbits in the quarter cylinder, it is convenient to transform to cylindrical coordinates, i.e., the coordinates \((R, \Theta, \gamma)\), where

\[(4.8) \quad \alpha = R \cos \Theta,\]
\[(4.9) \quad \beta = R \sin \Theta.\]

In terms of these coordinates, the system (4.1)–(4.3) then becomes

\[(4.10) \quad R' = rR(1 - R^2/4) \cos(2\Theta),\]
\[(4.11) \quad \Theta' = -r \left[1 - \frac{3}{8} R^2(1 - \gamma)\right] \sin(2\Theta),\]
\[(4.12) \quad \gamma' = -\frac{3}{2} r R^2(1 - \gamma^2) \cos(2\Theta).\]

This system can be solved analytically. First we eliminate \(\Theta\) by dividing (4.12) by (4.10) to get the differential equation

\[(4.13) \quad \frac{d\gamma}{dR} = -\frac{3}{2} \frac{R(1 - \gamma^2)}{1 - R^2/4}.\]

This can easily be solved by separation of variables to give the following relationship between \(\gamma\) and \(R\):

\[(4.14) \quad \gamma = \frac{C(1 - R^2/4)^6 - 1}{C(1 - R^2/4)^6 + 1},\]

where \(C\) is a constant defined by

\[(4.15) \quad C = \frac{(1 + \gamma_0)}{(1 - \gamma_0)(1 - R_0^2/4)^6},\]

which is positive since \(-1 < \gamma_0 = \gamma(0) < 1\). We note that in the limit if \(R \to 2\), then \(\gamma \to -1\).

Note that (4.14) defines a family of nonintersecting surfaces, which are all tangent to the curve

\[R = 2, \quad \gamma = -1, \quad 0 \leq \Theta \leq \pi/2.\]

Figure 5 shows some of these surfaces.

If we now substitute the relationship (4.14) into (4.10) and (4.11), we get the system

\[(4.16) \quad R' = rR(1 - R^2/4) \cos(2\Theta),\]
\[(4.17) \quad \Theta' = -r \left[1 - \frac{3R^2}{4C(1 - R^2/4)^6 + 1}\right] \sin(2\Theta).\]
Fig. 5. Two of the surfaces defined by (4.14), namely, for $C = 5$ and for $C = 70.$

This system describes the projection on the $\alpha\beta$-plane of all orbits intersecting the circle arc

\[ R = R_0, \quad 0 \leq \Theta \leq \pi/2, \quad \gamma = \gamma_0, \]

defining $C$ in (4.15).

Since we are primarily interested in the interaction of $\alpha$ and $\beta$ (and therefore that of $R$ and $\Theta$), this dynamical system is of particular interest to us, and it is worthwhile to examine its dynamics in some detail.

In the quadrant $0 \leq \Theta \leq \pi/2$ the system has the equilibrium points

\[ (R, \Theta) = (0, 0), \quad (2, 0), \quad (2, \pi/2), \]

as well as the point where $\Theta = \pi/4$ and

\[ 3R^2 = 4[C(1 - R^2/4)^6 + 1]. \]

If we put $u = 1 - R^2/4$, where $u \leq 1$, (4.19) can be written in the simpler form

\[ Cu^6 = 2 - 3u. \]

As can be seen clearly from Figure 6, the curve representing the left-hand side of (4.20) and the line representing the right-hand side have two real intersections for each value of $C$, namely, $u_1 > 0$ and $u_2 < 0$. This corresponds to two equilibrium points $(R_1, \pi/4)$ and $(R_2, \pi/4)$, such that $R_1 < 2$ and $R_2 > 2$. Clearly, if $C \to 0$, then $u_1 \to 2/3$ and $R_1 \to 2/\sqrt{3}$, while $u_2 \to -\infty$ and $R_2 \to \infty$. Also, if $C \to \infty$, then both $u_1, u_2 \to 0$ and $R_1, R_2 \to 2$. Thus

\[ 2/\sqrt{3} \leq R_1 \leq 2, \quad 2 \leq R_2 < \infty, \]

with the equalities achieved when $\gamma_0 = -1$ (so that $C = 0$) and $\gamma_0 = 1$ (so that $C = \infty$), respectively.
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The two real solutions $u_2 < 0$ and $u_1 > 0$ of (4.20), shown here for $C = 2$.

The points $(R, \Theta) = (0, 0), (2, 0)$, and $(2, \pi/2)$ are easily seen to be saddle points. We shall show that the remaining two equilibrium points of the projected system are both surrounded by closed orbits, and are therefore centers.

It is also easy to see that the lines $\Theta = 0$ and $\Theta = \pi/2$ are orbits, directed away from and towards the origin, respectively, as well as the circle segment $R = 2$, $0 \leq \Theta \leq \pi/2$, in a counterclockwise direction.

The rest of the orbits can be found from the differential equation

$$\frac{du}{d\Theta} = \frac{2u(1 - u)(Cu^6 + 1)\cot(2\Theta)}{Cu^6 + 1 - 3(1 - u)},$$

obtained by dividing (4.16) by (4.17) and putting

$$u = 1 - R^2/4.$$

Integrating this by separation of variables yields the orbit equation

$$\ln(\sin 2\Theta) = \ln \frac{u}{1 - u} - \frac{1}{2} \ln \left( \frac{Cu^6}{1 + Cu^6} \right) + \text{constant},$$

or

$$L\sqrt{1 + Cu^6} = u^2(1 - u)\sin(2\Theta),$$

where $L$ is a constant which is nonnegative for orbits in the region under consideration. (Note that (4.24) is also true for $C = 0$, i.e., $\gamma = -1$. According to (4.12) these are planar orbits.)

To investigate the nature of these orbits, we first note that (4.22) shows that for $u < 1$ and $C > 0$,

$$\frac{du}{d\Theta} = 0 \text{ when } \Theta = \pi/4.$$
The extremes of \( u \) are therefore on the line \( \Theta = \pi/4 \) and are defined by

\[
(4.26) \quad u^2(1-u) = L\sqrt{1+Cu^6}
\]
or, equivalently, are given by those zeros of the polynomial

\[
(4.27) \quad f(u) = (L^2C - 1)u^6 + 2u^5 - u^4 + L^2
\]

which are less than one. Now since

\[
(4.28) \quad f'(u) = 2u^3[3(L^2C - 1)u^2 + 5u - 2],
\]

the critical points of \( f \) are at \( u = 0 \) and \( u = u_\pm \), where

\[
(4.29) \quad u_\pm = \frac{-5 \pm \sqrt{1 + 24L^2C}}{6(L^2C - 1)}.
\]

For all \( L \geq 0 \), \( u_+ \) is always a local minimum, with

\[
(4.30) \quad 0 \leq u_+ = \frac{4}{(5 + \sqrt{1 + 24L^2C})} \leq 2/3 < 1.
\]

On the other hand, when \( L^2C > 1 \), \( u_- \) is a local minimum with

\[
(4.31) \quad u_- = \frac{5 + \sqrt{1 + 24L^2C}}{6(1 - L^2C)} < 0,
\]

while if \( L^2C < 1 \), \( u_- \) is a local maximum and \( u_- > 1 \).

Thus the nature of \( f \), and therefore of its zeros, depends very much on whether \( L^2C > 1 \) or \( L^2C < 1 \). If \( L^2C < 1 \), i.e., for \( 0 < L < 1/\sqrt{C} \), the graph of \( f \) is as in Figure 7.

There is then always one and only one negative zero, signifying a single extreme value for \( u \) and hence an open orbit in the region \( R > 2 \). There are no positive zeros at all, unless \( L \leq L_1 \), where \( L_1 \) is that value of \( L \) for which \( f \) is tangent to the horizontal axis at \( u_+ \) (see Figure 7(b)). For \( L < L_1 \) there are two positive zeros of \( f \) less than one (Figure 7(a)), signifying two extremes in \( u \) in the region \( R < 2 \), and thus a closed orbit. When \( L > L_1 \), the function \( f \) is positive for all positive \( u \) (Figure 7(c)), and hence for all \( R < 2 \). Since this also implies that \( \sin(2\Theta) > 1 \), there are no orbits in this region for these values of \( L \). Hence all orbits inside the quarter circle \( R < 2 \), \( 0 < \Theta < \pi/2 \) are closed. However, there are open orbits in the region \( R > 2 \) for the entire range of values of \( L \) between 0 and \( 1/\sqrt{C} \).

When \( L^2C > 1 \), i.e., \( L > 1/\sqrt{C} \), the graph of \( f \) is as in Figure 8.

There are no positive zeros of \( f \) less than one at all, and negative zeros only if \( L < L_2 \), where \( L_2 \) is that value of \( L \) for which \( f \) is tangent to the horizontal axis at \( u_- \) (Figure 8(b)). If \( 1/\sqrt{C} < L < L_2 \), there are two negative zeros, signifying closed orbits in the region \( R > 2 \) (Figure 8(a)). For \( L > L_2 \), the function \( f \) is positive for all \( u \) (Figure 8(c)), which means that there are no orbits at all for these values of \( L \).

To find \( L_1 \) and \( L_2 \), we return to (4.26). The function \( f \) will be tangent to the horizontal axis when the functions \( f_1 = u^2(1-u) \) and \( f_2 = L\sqrt{1+Cu^6} \) are tangent to each other. If we suppose that the tangent point is at \( u = \nu \), corresponding to \( L = L^* \), then \( \nu \) and \( L^* \) may be found by solving the two equations

\[
(4.32) \quad \nu^2(1-\nu) = L^*\sqrt{1+C\nu^6},
\]

\[
(4.33) \quad 2\nu - 3\nu^2 = \frac{3CL^*\nu^5}{\sqrt{1+C\nu^6}}.
\]
Fig. 7. The function $f$ as defined in (4.27) for $C = 16$ and for (a) $L = 0.07 < L_1$, (b) $L = 0.1135 = L_1$, and (c) $L = 0.15 > L_1$. In all three cases $L^2C < 1$.

Fig. 8. The function $f$ as defined in (4.27) for $C = 16$ and for (a) $L = 0.4 < L_2$, (b) $L = 0.5055 = L_2$, and (c) $L = 0.55 > L_2$. In all three cases $L^2C > 1$.

from which we find, by eliminating $L^*$, that $\nu$ satisfies

\begin{align*}
2 - 3\nu &= C\nu^3, \\
\end{align*}

which is just (4.20). Thus $\nu = u_1, u_2$ and $L^* = L_1, L_2$, respectively, and the tangent points are the centers $(R, \Theta) = (R_i, \pi/4)$, $i = 1, 2$, of the projected system. Also

\begin{align*}
L_i &= \frac{u_i^2\sqrt{1-u_i}}{\sqrt{3}}.
\end{align*}
Thus the orbits may be classified as follows:

- $L = 0$: The saddle points $(R, \Theta) = (0, 0), (2, 0), (2, \pi/2)$, and the orbit $R = 2$, $0 < \Theta < \pi/2$. (Note that from (4.15), whenever $R = 2$, $\gamma = -1$, so that these saddle points will correspond to the unstable equilibrium points $(\alpha, \beta, \gamma) = (0, 0, (C - 1)/(C + 1)), (0, 2, -1), (2, 0, -1)$ of the three-dimensional system (4.1)–(4.3).)
- $0 < L < L_1$: Closed orbits for $R < 2$, open orbits for $R > 2$.
- $L = L_1$: Center at $R = R_1, \Theta = \pi/4$ and an open orbit in the region $R > 2$.
- $L_1 < L \leq 1/\sqrt{C}$: Only open orbits in the region $R > 2$.
- $1/\sqrt{C} < L < L_2$: Only closed orbits in the region $R > 2$.
- $L = L_2$: Center at $R = R_2, \Theta = \pi/4$.
- $L > L_2$: No orbits.

From (4.22) we can also see that $\frac{d\Theta}{dt}$ will be zero if $Cu^6 + 3u - 2 = 0$ or $u = u_1, u_2$. Then the extreme values of $\Theta$ on the orbit are given by

$$(4.36) \quad \sin 2\Theta = \frac{L}{L_i}, \quad i = 1, 2,$$

i.e.,

$$(4.37) \quad \Theta_{\text{max}} = \pi/2 - \frac{1}{2} \arcsin(L/L_i),$$

$$(4.38) \quad \Theta_{\text{min}} = \frac{1}{2} \arcsin(L/L_i).$$

A typical phase diagram, both in three-dimensional phase space and as projected on the $\alpha\beta$-plane, is shown in Figure 9 for $C = 10$.

5. Application to the leapfrog method. Having studied the dynamics of the amplitudes of the two interacting waves in general, we can now relate it to the actual numerical results obtained when solving (2.5) and (2.6). It should be remembered that the values of $y^1$ and $x^1$ must be found by using some one-step method like the Euler method or one of the Runge–Kutta methods before the leapfrog method can start. Because of this, the computational wave is present from the outset, as we will demonstrate below.
To find the initial amplitudes $\alpha(0) = \alpha_0$ and $\beta(0) = \beta_0$, as well as the initial phase angles $\theta_0$ and $\phi_0$ (and hence also $\gamma_0$), we put

$$x^n = \alpha_0 \cos \left( \frac{\Omega n \tau}{2} + \theta_0 \right) + (-1)^n \beta_0 \cos \left( \frac{\Omega n \tau}{2} + \phi_0 \right)$$

for $n = 0, 1, 2, \text{ and } 3$. (Here we assume that $\epsilon$ is small enough so that the functions depending on $T_1$, i.e., $\alpha, \beta, \theta, \text{ and } \phi$, do not change significantly over three time steps.) Note that $x^0$ and $y^0$ are the given initial conditions, and $x^1, x^2, \text{ and } x^3$ depend on the actual starter scheme used. By solving for $\alpha_0 \cos \theta_0, \alpha_0 \sin \theta_0, \beta_0 \cos \phi_0, \text{ and } \beta_0 \sin \phi_0$ first, we need only solve a linear algebraic system. Eventually we can then find $R_0, \Theta_0, \text{ and } \gamma_0$, and hence the orbit parameters $C$ and $L$.

For $\tau = 0.2, \epsilon = 0.025, \omega = 1, x^0 = 0, y^0 = 0.5, \text{ and } \text{an Euler starter}$, the initial amplitudes and phases were

$$\alpha_0 = 0.5089,$$
$$\beta_0 = 0.0040,$$
$$\theta_0 = -1.5718 \text{ radians},$$
$$\phi_0 = -1.4428 \text{ radians}.$$  

Thus the computational wave has a small but significant amplitude $\beta_0$ initially. The initial orbit polar coordinates are then

$$R_0 = 0.5089,$$
$$\Theta_0 = 0.0079 \text{ radians},$$
$$\gamma_0 = 0.9669,$$

from which the orbital parameters of this numerical solution can be calculated as $C = 88.8002 \text{ and } L = 0.00011453$. The resulting orbit and its projection in the $\alpha\beta$-plane are shown in Figure 10.

We also used both a second order and a fourth order Runge–Kutta starter. The initial phases and amplitudes for these are given in Table 1.

The corresponding orbits are shown in Figures 11 and 12.

When comparing Figures 10, 11, and 12, we note that the projection of the orbit on the $\alpha\beta$-plane looks virtually the same in all three cases, but that the full
Table 1

<table>
<thead>
<tr>
<th>Starter</th>
<th>$\alpha_0$</th>
<th>$\beta_0$</th>
<th>$\theta_0$</th>
<th>$\phi_0$</th>
<th>$R_0$</th>
<th>$\theta_0'$</th>
<th>$\alpha_0$</th>
<th>$C_0'$</th>
<th>$L_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2nd order RK</td>
<td>0.5038</td>
<td>0.00117</td>
<td>-1.5715</td>
<td>1.2499</td>
<td>0.5038</td>
<td>0.00231</td>
<td>0.8019</td>
<td>13.4768</td>
<td>0.000083</td>
</tr>
<tr>
<td>4th order RK</td>
<td>0.5038</td>
<td>0.00132</td>
<td>-1.5722</td>
<td>1.0013</td>
<td>0.5038</td>
<td>0.00260</td>
<td>0.2415</td>
<td>3.9407</td>
<td>0.000160</td>
</tr>
</tbody>
</table>

Fig. 11. Orbit in three dimensions, and projected on the $\alpha\beta$-plane, for a second order Runge-Kutta starter and $\tau = 0.2$, $\epsilon = 0.025$, $\omega = 1$, $x^0 = 0$, $y^0 = 0.5$.

Fig. 12. Orbit in three dimensions, and projected on the $\alpha\beta$-plane, for a fourth order Runge-Kutta starter and $\tau = 0.2$, $\epsilon = 0.025$, $\omega = 1$, $x^0 = 0$, $y^0 = 0.5$.

three-dimensional orbit varies significantly. The more inaccurate the starter scheme is, the more variation there seems to be in $\gamma$, and hence in the phase angles $\theta$ and $\phi$.

From the actual orbits it is easy to find the point where the computational wave starts to grow. Cai et al. [1] calculated that this happens when $\alpha = \sqrt{0.8} = 0.8944$. Our nonlinear analysis allows us to be more precise by finding the lowest point of a particular orbit. In fact, we can already see that the computational wave is initially damped, until the damping eventually becomes an amplification. In Table 2 we list, for each of the three starter schemes and the parameter values and initial conditions as before, the point $\alpha = \alpha_1^*$, where the amplitude $\beta$ of the computational wave reaches a minimum value of $\beta^*$. At this point the computational wave starts growing, albeit very slowly at first. We also list the point $\alpha = \alpha_2^*$ where the amplitude $\beta$ first exceeds the value of 0.01.
We see that $\alpha_1^+$ is sensitive for the particular starter scheme used, whereas $\alpha_2^+$ does not vary very much. From Table 1 we see that $C$ decreases with the accuracy of the initial values $x^1$ and $y^1$. It is worthwhile to note at this point that if $C = 0$ (and therefore $\gamma = -1$ throughout), then if we consider an orbit close to $\beta = 0$, by putting $\beta = \epsilon \ll 1$, then (4.2) becomes

$$\epsilon' = r \epsilon (5 \alpha^2 / 4 - 1),$$

(5.9)

showing that $\alpha_1^+$ would take on the value of $\sqrt{0.8}$ predicted by Cai et al. Their value is therefore a limiting value. In practice, growth of the computational wave starts a bit later. In practical terms, for the type of accuracy expected from a second order method and a time step of 0.2, the computational wave will start to cause trouble only when its amplitude becomes larger than about 0.01, i.e., about 0.5% of the limit circle amplitude. This does not happen before the solution gets very close to the limit cycle, i.e., at about $\alpha = 1.9$. Up to then the effect of $\beta$ in (3.22) and (3.24) is negligible, so that the phase angle $\theta$ is virtually constant, and the amplitude of the solution is given by (4.6), which is as near to the analytic solution as can be expected from a second order method. In other words, the numerical solution is quite sound and useful until it very nearly reaches the limit cycle.

We may also note from the phase diagram in Figure 9 that when we start with initial conditions which leads to an initial amplitude larger than that of the limit cycle, the open orbits in the region $R > 2$ imply eventual blowup. To test this, we used the parameter values we used before, but changed the initial values to $x^0 = 5$, $y^0 = 0$. With a second order Runge–Kutta starter, the numerical results are shown in Figure 13.

The computational wave is clearly seen to become significantly large quite early, causing a blowup of the solution at about 50 time units. The orbit parameters for these parameter values and initial conditions turn out to be $C = 3.1070 \times 10^{-6}$ and $L = 5.2642$. For this low value of $C$, closed orbits in the region $R > 2$ start only at about $L = 567$, so that this orbit is definitely open. Figure 14 shows this orbit, both in three dimensions and projected on the $a/b$-plane. The point on this orbit where $\beta$ is a minimum is at $\alpha = \alpha^+_2 = 6.82$. Since the initial point on this orbit is further along, the computational wave is amplified from the very start, where it already has an amplitude of 0.08. Thus, for these particular initial conditions, the numerical solution is useless.

Finally (4.12) implies that there is another set of planar orbits besides $\gamma = -1$, namely, those on the plane $\gamma = 1$ ($C = \infty$). Then, according to (4.11), $\Theta' < 0$ on $(0, \pi/2)$, and hence $\beta$, monotonically decreases for all orbits on this plane. Thus the computational wave will cause no problems as long as $\gamma = 1$ (i.e., $\theta = \phi$). Unfortunately these orbits are structurally unstable. The smallest deviation from $\gamma = 1$ will move the solution to one of the other $C$-surfaces, and hence lead to growth of $\beta$.
6. Discussion. In this paper we demonstrated that attempts to calculate the solution of the van der Pol equation by means of several Nyström methods of different orders lead to nonlinear instabilities caused by sudden growth of a high frequency mode. This high frequency induced (HFI) instability can be delayed simply by decreasing the time step. Thus it is always possible to calculate the limit cycle accurately, provided a small enough time step is used. Time step restrictions get more severe as the order of the method is increased.

As far as the analysis is concerned, we first improved upon the work done by Cai et al. [1], in the sense that by doing a full nonlinear analysis of the amplitude dynamics of the second order Nyström difference scheme (2.5), we were able to fully explain the observed spurious amplitude modulation imposed by it, and also to assess the extent to which this scheme could still be useful as a second order numerical method.
We also demonstrated the use of a discrete multiple scales technique combined with a phase plane analysis to analyze such a nonlinear difference scheme. These techniques will certainly also be applicable to other numerical methods for the van der Pol and other nonlinear differential equations, and indeed to nonlinear models which are discrete to start with.

The fact that leapfrog time discretizations could cause spurious behavior has been known for some time [7, 8, 11], and Sanz-Serna [7] and Sanz-Serna and Vadillo [8] did a phase plane analysis in some simpler cases. Of course, in the case of (2.5) the problem is much more complicated, since it is not the behavior of the solution itself which needs to be analyzed (as in the cases studied by Sanz-Serna and his coworkers), but rather that of its amplitude, which makes it necessary to use a discrete multiple scales method first.

In a case such as Duffing’s equation, which models oscillations but does not have a limit cycle, we found that the HFI instabilities were less severe, in the sense that it seems to be totally absent in the case of the second order Nyström scheme, although still present in the case of the higher order methods.

We also observed HFI instability where Nyström methods were applied to other cases where limit cycles occurred in the dynamics of the solutions. One such case was a predator-prey system described in [5, Chapter 3, section 3.3]. An analysis of these and other cases is currently under way and will be discussed in forthcoming papers.
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