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Abstract— The development of low-cost impedance spectroscopy
devices is limited by the capabilities of low-cost hardware.
Impedance spectroscopy requires high accuracy over a large band-
width and dynamic range for most applications. In this paper, back-
end signal processing solutions are examined and implemented
to improve both the bandwidth and dynamic range of a typical
low-cost impedance analyser without modifying the hardware. The
bandwidth is improved by undersampling the input waveforms and
reconstructing the signals based on the known frequency infor-
mation. The bandwidth can be increased by multiple orders of
magnitude and the limiting factor of the system becomes amplifier
bandwidth and the Analog-to-Digital Converter (ADC) sample-and-
hold circuit. Despite allowing signals to become orders of magni-
tude larger than the ADC range, the original signal can be reconstructed based on the measured saturated signal. This
saturation technique more than doubles the dynamic range for any given accuracy requirement.

Index Terms— Impedance spectroscopy, Low-cost, Saturation, Undersampling

I. INTRODUCTION

The term impedance spectroscopy describes the electro-
chemical measurement where the electrical impedance of a
substance is measured across a set of electrodes [1]. The
specific implementation can vary widely across different appli-
cations, ranging from highly accurate (and costly) lab-based
measurement devices to microcontroller-based measurement
devices with low cost and low power draw in mind. Funda-
mentally, however, the measurement methodology is the same:
impedance is measured by applying either an AC voltage or
an AC current across a set of electrodes and measuring the
resultant current or voltage across a range of frequencies. The
majority of methods measure both the voltage and current
waveforms across the electrode, because it is not dependent
on the ability of the analog front-end to maintain precise AC
voltage across the electrodes, regardless of the load impedance.

In order for both signals to be measured by the same device,
conversion between current and voltage is required, usually in
the form of a transimpedance or transconductance amplifier.
In order to determine the impedance, both the magnitude
and the phase of each signal needs to be known. The most
common way of determining these two metrics is by applying
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a Discrete Fourier Transform (DFT) to the sampled voltage
and current channels which are digitised with an Analog-to-
Digital Converter (ADC).

Many recent research efforts have focused on developing
low-cost impedance analysers [2]–[9]. The trend in these
works is a constant reduction in cost and power requirements.
As the cost of these devices continues to be pushed lower and
lower, there are performance metrics that need to be traded
off with cost in order to achieve a low-cost device.

This paper will focus primarily on signal processing so-
lutions that aim to improve the performance of sub-systems
in an impedance analyser without incurring additional cost.
The techniques will focus on the bandwidth and the dynamic
range of the system and how they can be improved without
additional hardware complexity. Some of the techniques and
methods are well established in literature, but this work will
focus on novel implementations as well as novel uses of es-
tablished algorithms in low-cost impedance spectroscopy. The
techniques will be designed and implemented in simulation,
with results being acquired on a custom simulation model of
a low-cost impedance device [10], with final validation being
done with physical measurements. The block diagram for this
system is shown in Fig. 1.

II. LOW-COST DESIGN TRADE-OFFS

In order to apply signal processing techniques to the design
of low-cost impedance analysers, various design trade-offs
must be examined to identify potential gains that can be had by
modifying the signal processing without incurring additional
hardware cost. To this end, this section will examine the
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Fig. 1. Block diagram of a low-cost impedance analyser with the
proposed back-end signal processing blocks.

various trade-offs that occur in low-cost impedance analyser
design.

Low-cost design methodology results in fundamental design
and performance limitations because all design requirements
need to be carefully balanced with the cost of the device. In
the case of low-cost impedance analysers, there are several
design criteria that are part of the trade-off with cost namely:

• accuracy and precision,
• stability,
• speed,
• power,
• bandwidth,
• dynamic range, and
• back-end interface.
The first two design criteria, measurement accuracy and

precision, are often emphasised in low-cost designs. Since
impedance is a complex vector with both a magnitude and
phase, there are accuracy and precision metrics for both. With
a low-cost system there will be fundamental limitations to both
these metrics because cheaper components will not be able
to match the performance of expensive laboratory impedance
analysers. Therefore, the majority of the cost of low-cost
impedance analysers are usually focused on the components
that will directly influence the accuracy and precision of the
measurement [7].

System stability is a measure of the change in measurement
accuracy as a consequence of external stimuli. As the stability
increases, the effect of external stimuli decreases. The most
prevalent stability consideration is temperature because most
electronic components change their characteristics according
to temperature. Unless an impedance measurement device has
extreme temperature instability, or needs to be used in an
extreme environment, it is typically not a focus of the design.

The speed of the measurement refers to the time it takes
for the system to measure impedance at a frequency (or range
of frequencies). Often, the time a system takes to measure
a specific set of frequencies is used to compare between
implementations [8].

The power draw of an impedance analyser is only critical
for battery-powered (portable) devices as most wired devices
would not consume enough power to warrant a specific design
consideration.

Bandwidth for low-cost impedance spectroscopy is typi-
cally not discussed in depth in articles unless the system is

specifically being designed for ultra-low [11] or ultra-high
frequencies [12]. A range of 1 Hz to 10 MHz has emerged
as a typical target range for impedance spectroscopy [8], with
very few low-cost systems exceeding this range.

Dynamic range is another metric that is often not a primary
concern in impedance analyser designs, but is vitally important
in many applications. A system with high accuracy but a low
dynamic range would work well for specific applications but
could not be used at all in other applications without changes
to the hardware. Thus a system with a high dynamic range can
function as a general purpose impedance analyser, meeting the
requirements for a variety of applications.

Finally, the back-end interface of an impedance analyser
handles the setup and the handling of the data of the mea-
surement. The measurement setup refers to the way in which
a user can control the impedance measurements. Some high-
end lab systems allow precise and complex control over the
impedance measurements with proprietary software (including
speed, voltage offsets and frequency resolution) while many
low-cost systems require hard-coded changes to the embedded
electronics to perform different measurements. Similarly the
data handling and storage need to be handled correctly by
the device. To this end, most low-cost implementations opt to
include a connection to a computer so that the data can be
logged and the device can be controlled [2], [3], [8].

From all the metrics that need to be considered for low-cost
impedance analyser design, bandwidth and dynamic range are
two that can be improved with the correct signal processing
techniques after digitisation of the signals. These signal pro-
cessing techniques and how they can be implemented in the
back-end will be discussed.

III. IMPLEMENTATION

A. Bandwidth improvement through undersampling

One of the ways to improve the effective bandwidth of a
limited ADC is to use undersampling. This technique ignores
the Nyquist criteria of a digitally sampled signal and makes use
of precise aliasing to get out-of-band signals to be measurable
within the bandwidth of the ADC. The aliased signal can
then be perfectly reconstructed with fewer than the required
samples from the Nyquist-Shannon theorem due to the sparsity
of the signal.

The method to reconstruct the signal is similar to the
method of compressive sensing, but due to the simplicity of
tones (single frequency signals) one does not need complex
algorithms to reconstruct the signal. For most applications a
simple DFT is sufficient to extract the magnitude and phase
of a tone, even if it has been undersampled. Fig. 2 shows
a simple undersampling measurement where two tones are
synchronously sampled below their Nyquist rates. The figure
shows that the magnitudes of the signals, and the relative phase
between them, is preserved through undersampling, both of
which are critical for impedance measurements.

Undersampling works because of the way the frequency
spectrum of time-continuous signals is changed when sampled
in discrete-time intervals. The discrete-time sampling results
in the frequency spectrum being repeated in the frequency
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Fig. 2. Amplitude over time for two sinusoids before and after under-
sampling. The figure shows that undersampling changes the apparent
frequency of the sinusoids, but magnitude and phase is preserved.

domain with a period that is equal to the sampling frequency.
This results in the Nyquist frequency, which is the highest
frequency that can be sampled at a chosen sampling rate
without aliasing occurring. Any frequency that is higher than
the Nyquist rate will alias down to a proportionally lower
frequency in the discrete spectrum. This property allows un-
dersampling to be used for sampling arbitrary high frequency
signals, because they can be measured in the sub-Nyquist
frequency band.

Undersampling does have limitations, for example the band-
width of the signal being undersampled needs to be small
enough to fit within the sub-Nyquist range without overlap.
Consider a out-of-band signal with a bandwidth that is larger
than a certain ADCs Nyquist frequency, as seen in Fig. 3.
If such a signal is undersampled, then different parts of the
signal will overlap in the sub-Nyquist frequency domain and
the signal will be distorted, as can be seen in the outlined
baseband signal. However, in the case of tone sampling one
need not be concerned with some portion of the signal being
distorted during aliasing because the bandwidth of the tone is
very narrow.
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Fig. 3. Frequency spectrum of a sampled signal affected by aliasing.
The duplicated signal spectrum which originated from sampling inter-
feres with the spectrum of the original baseband signal.

When undersampling tones, some primary concerns are
• aliased noise,
• limitations of the ADC sample-and-hold circuit, and
• the impact of clock instability or drift.
The first contribution to aliased noise is the accumulation

of background noise. This noise is typically reduced when

using an anti-aliasing filter, which is primarily used to suppress
signals with frequencies beyond the Nyquist frequency to
avoid signal aliasing. Since undersampling requires out-of-
band signals to be unfiltered, the high frequency background
noise is not eliminated. A possible solution to this would be
to apply a bandpass filter to the signal to be undersampled.
This solution is not practical when the same system needs
to sample tones that span large frequency ranges. The sec-
ond contribution to aliased noise is the aliasing of specific
noise sources, for example aliasing a desired signal down to
50/60 Hz would likely result in a noisy measurement as the
noise generated by the power grid would overlap with the
desired signal. Similarly, any noise that is concentrated in a
specific frequency range can end up overlapping with a desired
signal in the ADC frequency band if the undersampling ratio
is chosen poorly. Therefore, to improve the performance of
a system that makes use of undersampling, the band-limited
sources of noise in the system needs to be known.

Even though undersampling makes signals appear in the
digital space as low frequency signals they remain high
frequency in the analog domain. Therefore, the sample-and-
hold circuit in the ADC will start failing if the frequencies get
too high. Since a sample-and-hold circuit requires capacitors
to charge and discharge, if the charge and discharge times
exceed the period of the signal, then the ADC will no longer
be measuring the signals correctly, even if the undersampling
theoretically allows it.

The last primary concern that was mentioned is the impact
of clock jitter and drift in the undersampling system. This is
not a concern when using an ADC normally, as the frequency
of the driving clock of the ADC would be orders of magnitude
higher than the signals being sampled by the ADC. When
undersampling, however, one might measure signals with
frequencies that are much closer to the frequency of the ADC
clock. Thus, any instability in the ADC clock could manifest as
noise in the measurement. Due to the nature of undersampling,
the effect of clock jitter is magnified according to the under-
sampling ratio: the higher the frequency of the signal being
measured, the higher the impact of clock jitter will be. The
clock drift over time raises a different concern. Undersampling
in impedance spectroscopy requires precise control over the
frequency of the impedance signal as well as the sampling
frequency. If these two frequencies drift independently then
it could have a significant impact on the perceived frequency
of the signal once it has aliased to baseband. Since the signal
frequency is much higher than the sampling frequency, a small
percentage change in the signal frequency causes a very large
change at base band. It is therefore very important to ensure
these two systems stay synchronised.

B. Precise Undersampling with Frequency Ratios

The target hardware system [13] wherein an undersampling
technique will be implemented makes use of an AD9835
Direct Digital Synthesizer (DDS) to generate the waveform
for impedance measurement and a dsPIC32 for controlling and
sampling the signals. Both of these sub-systems are driven
by the same system clock so that the ratios between the



4 IEEE SENSORS JOURNAL, VOL. XX, NO. XX, XXXX 2021

frequencies can precisely be controlled without having to
consider clock drift.

The low-cost impedance analyser is connected to a PC with
a USB-UART chip. This allows a Python script to communi-
cate with the dsPIC32, and in turn to control the DDS as well.
The dsPIC32 can finely control the DDS frequency via a 32-
bit number. The sampling frequency of the ADC, on the other
hand, is internally modified by the dsPIC32 and cannot be
set as precisely as the DDS. Nevertheless, with the numerous
clock dividers and period registers, the ADC frequency can be
sufficiently controlled to achieve precise undersampling ratios.
The dsPIC32 allows simultaneous measurement of the two
channels required for impedance measurement, and therefore
the relative phase between the two signals can be determined
regardless of the undersampling ratio.

To avoid loss of signal information, multiple periods of the
wave - at least 20 according to Dudykevych et al. [2] - must be
contained in a single measurement. The maximum ADC speed
is only 1.2 Mbps, meaning that signals with frequencies up
to 60 kHz can be sampled without the use of undersampling.
By manipulating the sampling frequency along with the DDS
frequency, the system can measure single frequency tones
up to the maximum frequency of the DDS. In this case the
maximum DDS frequency is 12.5 MHz. Using undersampling
for this application increases the bandwidth by a factor of
208.3.

At the lower extreme of signal frequencies the measurement
requires at least one full signal period to avoid loss of signal
information. The same system of frequency ratios can be
used to generate frequency pairs capable of measuring low
frequencies beyond the extremely low frequency range (the
ITU’s lowest frequency designation) of 3 Hz while maintaining
one or more period per set of 2048 samples. Some applications
require frequencies in this range [14], [15]. Thus the system
can take full advantage of the range of the DDS.
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Fig. 4. Amplitude over time for two sinusoids before and after under-
sampling with the addition of clock jitter. The error bars on the under-
sampled signals show the standard deviation of the signal measurement
when significant clock jitter is introduced.

At high frequencies the impact of clock jitter needs to be
considered. The fact that the DDS and ADC are driven by the
same clock somewhat reduces the impact of clock jitter due
to the fact that the generated and sampled wave will have the
same amount of clock jitter affecting the waveforms. Clock
jitter can, however, manifest as phase-dependent noise on the
signal being measured. Since the jitter is due to phase noise

in the oscillator (operating at 50 MHz), the jitter will only
manifest as significant signal noise when the signal being
measured is at a high enough frequency so that the 50 MHz
phase noise causes a significant random phase shift in each
ADC sample. An example of the effects of clock jitter at very
high undersampling ratios can be seen in Fig. 4.

A constraint of this technique is that precise waveform
frequencies are sometimes compromised for better undersam-
pling ratios. From empirical data it was determined that the
saturation algorithm requires between 3 and 15 waveform
periods in a set of 2048 samples. Therefore, at any given
measurement frequency, the sampling frequency needs to be
selected to ensure the number of periods is within the range.
If no sampling frequency results in a valid number of periods
then the measurement frequency is adjusted until a valid
frequency pair is found. This constraint is more problematic at
low frequencies because larger relative frequency adjustments
are required to find valid frequency pairs. The severity of the
constraint is affected by the granularity of sampling frequency
adjustment.

C. Dynamic range improvement through saturation

Saturation describes the condition in which the amplitude of
an input signal to any component exceeds the input range for
that component. This is typically a condition to be avoided as
any signal that exists beyond the saturation limit of the device
is lost. At best it will result in a truncated signal and at worst
it will cause damage to the device. Many impedance analysers
make use of variable gain amplifiers to keep all signals within
a range that can be measured by the ADC to avoid saturation.
The downside to variable gain amplifiers is that they make
the impedance analyser more expensive. The other issue is
that signals will usually not make use of the full ADC range
and the gain of the amplifiers will only be changed once the
amplitude of the signal is sufficiently close to the limits of the
ADC. This means that the ADC is only used with its maximum
accuracy for a small fraction of measurements.

The field of compressive sensing covers, among other
things, the accurate estimation of signals with significant
saturation [16]. These methods require signal sparsity, which
means the signal only has few non-zero coefficients in some
of its transformation domains [17]. While there have been
significant developments in this field, with many new and
highly effective algorithms being developed [18]–[21], these
methods are unnecessarily complex for saturated sinusoid
recovery in impedance spectroscopy due to the nature of the
impedance spectroscopy technique.

A pure sinusoid under a Fourier transform has only one
(or two with a DC component) non-zero coefficient which
definitely makes the signal sparse. The signal has so little
information, however, that many of the compressive sensing
algorithms would be excessive. At worst, a pure sinusoid
has four unknown quantities (amplitude, phase, frequency and
offset) which can be solved by a non-linear least-squares algo-
rithm, or more optimally through frequency estimation [22],
which makes the problem linear. In impedance spectroscopy
however, the frequency is always known. Additionally, the
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offset can be constant with certain hardware implementations.
Therefore, in the best case, the least-squares algorithm can be
limited to only solving for amplitude and phase. Two quantities
that can also be initially estimated from the non-saturated
region of the sinusoid.

Saturated curve extraction using least-squares regression
is therefore uniquely well-suited to be used in impedance
spectroscopy for dynamic range improvement. Saturated sinu-
soid recovery with least-squares regression, even with multiple
frequencies [23] is not a novel concept. Leveraging the unique
experimental setup of impedance spectroscopy to optimise the
least-squares algorithm, however, is novel combination of two
complementary techniques.

D. Saturated Curve Extraction
As discussed, despite saturation, the magnitude and phase

of a tone can still be extracted accurately by predicting the
shape of a sinusoid based on the truncated signal that is
measured by the ADC. Thus one could deliberately let the
input of the ADC be saturated and still make use of the full
ADC range to determine the magnitude and the phase of the
signal being measured. As seen in Fig. 5, a DFT can no longer
be used for the magnitude and phase extraction because the
amplitude of the fundamental will always be limited by the
range of the ADC, which distorts the result under saturation.
A custom signal processing method in the form of saturated
curve extraction is proposed. Fig. 6 shows the curve that can
be extracted from a saturated signal.
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Fig. 5. Time and frequency domain representation of typical DFT
feature extraction. The time domain plot shows the saturated signal as
seen by the ADC along with the DFT component at the fundamental
frequency. The frequency domain plot shows the original input signal,
the DFT fundamental and the frequency spectrum of the signal seen by
the ADC.

A Python script was developed to accurately determine the
magnitude and phase of these truncated sinusoids. At the core
of the script is a least-squares curve fitting algorithm that is
used in a modified manner to fit sinusoids accurately despite
the saturation. The complete algorithm has three distinct
phases, namely: data preparation, value estimation, and least-
squares regression.
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Fig. 6. Time and frequency domain representation of saturated curve
extraction. The time domain plot shows the saturated signal as seen
by the ADC along with the sinusoid that is extracted with the saturated
curve extraction algorithm. The frequency domain plot shows the origi-
nal input signal, the extracted signal and the frequency spectrum of the
signal seen by the ADC.

Before the first step of the saturated curve extraction pro-
cess, the Python script receives two sets of 2048 data points
from the low-cost impedance device. These two sets represent
the synchronous voltage and current data across the electrodes.
As the frequency of the waves are known, the script can check
the number of wave periods in the set to confirm that no data
was lost during transmission. Thereafter, the waves are low-
pass filtered to eliminate some noise, and truncated to contain
an integer number of periods in the set. The truncation ensures
the mean of the sinusoidal component of the data set is zero
over the set, which improves the ability of the least-squares
algorithm to correctly determining the offset.

After the data preparation step, the maximum derivative of
the saturated wave is calculated to determine an estimate of the
peak amplitude of the wave. This estimate is used as an initial
value for the least-squares regression algorithm. In addition to
this estimate, the offset and phase of the wave is estimated
based on the point where the maximum derivative occurred
because it should represent the vertical centre of the sinusoid.

With the amplitude, phase and offset estimated, a least-
squares regression algorithm is used to hone in on the exact
values of the three parameters simultaneously. The algorithm
cannot, however, simply fit a sinusoid because of the satura-
tion. Instead, a custom sinusoid function is used that exhibits
the same saturation limits as the measured data. This is
important as the least-squares algorithm needs to ensure that
both the measured and derived signals saturate in a similar
manner to arrive at an accurate estimation of the real values.
The results of the least-squares algorithm is then used to
determine impedance.

The process demands significantly more processing power
than can be achieved with a low-cost microcontroller, but
the processing power of a basic laptop or desktop computer
is adequate for the application. The process can, however,
be optimised for microcontroller implementations if remote
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impedance analysers is the design goal.

IV. RESULTS

A 10-bit ADC can measure values between 0 and 1023,
meaning it can theoretically achieve a maximum dynamic
range of 1:1000 with the smallest resolvable signal having
a amplitude of 1

2LSB. This range is not practically feasible
because a signal of that amplitude cannot be measured with
accuracy. To achieve an accuracy of 1% for a noiseless signal,
the peak-to-peak signal amplitude would need to be 100 LSBs.
With the saturation method, the theoretical maximum signal
amplitude would be a signal where the difference between two
consecutive samples exceeds the full scale ADC range. This
amplitude limit is not a constant value because the rate of
change in the non-saturated portion of the signal is dependent
on frequency. For example, a noiseless low frequency signal
could have an arbitrarily large amplitude due the low non-
saturated signal slope. Practically, the amplitude of saturated
signals is limited by the required accuracy: the noise on any
sample used for the saturated curve extraction is multiplied
by the ratio between the full ADC range and the amplitude of
the saturated signal. Therefore, the dynamic range gain from
using the saturated curve extraction is dependent on the noise
present in the signal.

Fig. 7 shows the impedance error distribution for measure-
ments using different portions of the ADC full scale range.
The graph shows results from 1

32 to 128 times ADC full-scale
range. The simulation model includes noise on both the voltage
and current channels. Based on empirical data, the voltage
channel has −40 dB of noise while the current channel has
−20 dB of noise. Since the noise on the current channel is
significantly higher, it is the primary cause of measurement
error.
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Fig. 7. Measurement accuracy for saturated and non-saturated mea-
surements. The graph shows the average, extremes and standard
deviation when measuring above and below the full ADC range with
constant noise.

The standard deviation shown in Fig. 7 gives an indication
of the level of accuracy achieved when averaging multiple
repeated measurements, which is the procedure implemented
on the physical device. By comparing the standard deviations
of different points on the graph, one can compare the expected
system accuracy at these points. For example, the point at 2−4

has approximately the same standard deviation as the point at
26, thus similar measurement accuracy can be achieved at 1

16
of full scale and at 64 times full scale. Therefore, at these noise
levels and this level of accuracy, the technique improved the
dynamic range from 1:16 to 1:1024.

On the physical low-cost impedance analyser it was found
experimentally that the system could reliably measure signals
that were 50 times full scale in amplitude, this would suggest
that the noise level in the system is slightly lower than
the values used in the simulation model. This increases the
dynamic range from 1:10 to 1:500, while maintaining an
accuracy of 1%.

As there are no examples of saturated curve extraction for
impedance spectroscopy to compare against, the performance
of the algorithm is compared against a similar process used
in the field of magnetic coupling. Hu et al. [23] achieved
measurements up to 10 times full scale, while maintaining
an accuracy of 0.6% with a similar noise level (-20 dB) as
in this paper. Above this level, however, the results degrade
significantly and the error increases to 3.5%. Thus, the algo-
rithm presented here yields 0.4% worse performance up to
their 10 times full scale mark. However, this current work is
significantly better than the prior work in terms of the dynamic
range improvement, because an accuracy of 1% is maintained
beyond the 10 times full scale mark - up to 50 times full scale.
Despite the reduced accuracy, the work presented here yields
significantly improved results in terms of the primary design
goal, namely dynamic range improvement.

Impedance measurement that spans a wide bandwidth and
large dynamic range was experimentally investigated using
the low-cost board for both the proposed saturated curve
extraction approach and a typical DFT approach. The load
being measured is shown in Fig. 8 and features three resistors
and two capacitors, designed such that the impedance varies
between three distinct levels as the frequency changes.

Fig. 9 presents the comparative impedance measurement
results, relative to the expected impedance obtained by simula-
tion. The key benefit of the newly proposed approach is evident
in the increased dynamic range for frequencies larger than
1 kHz. Accurate measurement of the impedance is validated
for the curve extraction approach up to frequencies when the
on-board amplifier limits become significant, as seen beyond
approximately 600 kHz in the figure. The board features low-
cost amplifiers that exhibit slew rate limitations when the
product of the frequency and the current is high.

Fig. 8. Resistive and capacitive load for impedance measurement.

V. CONCLUSION

In this paper it was shown that certain techniques can be
incorporated into low-cost impedance analysers in order to
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Fig. 9. Impedance measurement comparison between a typical DFT
approach and the proposed saturated curve extraction approach.

improve their performance without increasing the production
cost of the device.

By making use of undersampling, the bandwidth of the
impedance analyser can be extended significantly: with the
presented implementation, at least a 200-fold increase in the
typical bandwidth of the ADC is achieved. Additionally, by
precisely controlling the sampling frequency, more precise
measurements at extremely low frequencies are possible,
which also improves the bandwidth at the low end.

The paper also showed that by deliberately saturating sig-
nals, the full ADC range can be used to measure signals up
to 50 times larger than the full scale of the ADC. It was also
shown that the presence of noise will limit this improvement
factor, nevertheless, a significant increase in the dynamic range
of a typical ADC is still attainable.

There are a few limitations to this method:
• One of the most important limitations for a low-cost

system is the processing required for the saturated curve
extraction. Therefore, an embedded solution would be
more expensive than a simple impedance analyser that
only makes use of a DFT.

• The second limitation is the fact that the equivalent signal
amplitudes are larger than the supply voltage - even
though the signals cannot surpass the rails, the ”large”
signals have an equivalently large derivative that may
cause slew rate problems with the amplifiers in the analog
front-end. It was found experimentally that the maximum
saturated signal amplitude is inversely proportional to the
frequency of the waveform. This directly correlates to
the slew rate of the amplifier because it can only handle
smaller signals at higher frequencies. The slewing of the
amplifier also results in a phase delay that is apparent in
measurements. The slew rate issues, however, does show
that the maximum amplitude of the signal is not typically
limited by the ADC, but rather the other hardware in the
system.

• Finally, it is important to note that nowhere on the PCB
does a real signal actually exist that is 50 times the ADC
range. This is due to the fact that the rails of the analog
front-end are approximately equal to the range of the
ADC. Thus the front-end amplifier is also saturated.

Future work will include further development of the un-
dersampling technique in order to select better undersampling
ratios without having to make adjustments to the measurement
frequency. Furthermore, the impact of saturated amplifiers on
the analog front-end needs a more in depth investigation to
determine whether or not it has a significant impact on the
impedance being measured.
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