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1. INTRODUCTION 

In 1967, T. Yamamoto [16], stated and proved an asymptotic relation be­
tween the singular values and eigenvalues of a matrix. As mentioned in [12], 
it was C.R. Loesner who rediscovered this result in 1976. The formulation of 
this result involving approximation numbers of matrices, see Definition 5.1, sug­
gested an extention of this result to B(X), where X is a Banach space. Nylen 
and Rodman [12] proved this relation for Banach algebras satisfying the spec­
tral radius property, see Definition 6.4. They also showed that C* -algebras and 
finite dimensional algebras do have the spectral radius property and stated that 
B(X), where X is a Banach space, also has the property. In Theorem 6.10 of 
this paper we give a complete proof of this property for B(X). 

In [12] Nylen and Rodman conjectured that every Banach algebra with a 
unit element has the spectral radius property. We prove their conjecture in the 
affirmative in Theorem 6.12. 

Other interesting results proved are found in Sections 5 and 6 as Lemma 5.2 
and Theorem 6.1, both results on some properties of approximation numbers. 

Let us state Yamamoto's Theorem for the algebra of matrices over the 
complex field <C. Let Mk(<C) denote the set of all k by k matrices over <C. Given 
a matrix A E Mk( <C), we denote the eigenvalues of A by 

with the convention that multiple eigenvalues are repeated according to their 
multiplicities and indexed so that 

The singular values of A are denoted by 

0-1 (A), ... , O"k(A), 

where o-i(A) is the non-negative square root of o:i(A* A), A* being the adjoint 
of A. 

Proposition 1.1 ([16], Theorem 1). Let A E Mk(<C). For each i, 

(1.1) 

It is worth noting that o-1(A) = IIAII, with 11-11 being the underlying algebra 
norm. So (a-1(An))¼ = IIAnll¼ and lo:1(A)I = r(A), the spectral radius of A. 
For i = 1, equation (1.1) is just the spectral radius formula, that is Beurling's 
formula. 

Hence, for Proposition 1.1 to make sense in B(X), where X is a Banach 
space, the generalization of singular values, namely the notion of approximation 
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numbers, had to be introduced. This notion has been widely explored in the 
literature, see for instance monographs [6], [9], and [13]. 

With the notion of approximation numbers, D. E. Edmunds and W. D. 
Evans [6] extended Proposition 1.1 to elements of B(X), where X is a Banach 
space. 

To get a meaningful extension of Proposition 1.1 to the elements of a general 
Banach algebra A, we need the notion of rank of elements of A, so as to define 
approximation numbers for elements of A. 

In Section 2 we introduce the notion of rank in a general Banach algebra 
and it turns out that this notion corresponds to the classical notion of rank for 
the Banach algebra B(X). This correspondence is shown in Theorem 2.6. We 
provide some properties of the rank function which will be needed in the sequel. 
In Section 3 we compare the notion of rank defined in this paper, see Definition 
2.1, with those appearing in the literature. In Section 4 we introduce the notion 
of spectral multiplicity of an isolated spectral point. We prove the main result 
of this paper in Sections 5 and 6. At the end of Section 6 we give a proof of the 
conjecture of Nylen and Rodman mentioned earlier. 

Throughout this paper we assume that the reader is familiar with definitions 
and standard results on Banach algebras and C*-algebras. Functionals and 
operators are assumed linear and bounded unless otherwise stated. 
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2. RANKS OF ELEMENTS IN A BANACH ALGEBRA 

Throughout this section, a Banach algebra A is assumed to be over the 
complex field <C and is also assumed to contain a unit element 1 unless otherwise 
stated. We will often write A in place of Al, A E <C. 

Definition 2.1. An element a E A is said to be of rank one if a =/=- 0 and 
for every b E A, there is a scalar A E <C such that aba = A a. An element x E 
A is said to be of rank n if x can be expressed as a sum of n elements of rank 
one but cannot be expressed as a sum of less than n elements of rank one. 

We say x E A is of finite rank if rank{x) = k, for some non-negative integer 
k and then write rank{x) < oo. 

An element a of A is of infinite rank if it is not of finite rank and we write 
rank( a) = oo. 

Proposition 2.2 ([12], Proposition 2.2). Let a,b E A. The rank function 
has the following properties: 

( a) rank( a+b) ::; rank{ a) + rank(b ), 

(b) if rank{ a) = 1, then for every b E A either ab = 0 or rank{ ab) = 1. 

Moreover rank(ba) = 1 unless ba = 0, 

{c) rank(ab)::; min{rank(a), rank(b)}, 

{d) the set FA defined by FA == {a EA: rank(a) < oo} is a two-sided ideal 
in A, and 

( e) the subalgebra A( a1, ... , as) of A, generated by 1 and a finite number of 
finite rank elements a1, ... , as of A, is finite dimensional, as a vector space 

over <C. 

Proof. ( a) For the case where at least one of a and bis of infinite rank the 
result follows trivially. Hence, suppose both rank( a) and rank( b) are finite, that 
is rank( a) = n1 and rank(b) = n2. So, a = a1 + ... + an 1 , where rank( ai) = 1, 
(i = 1, ... , n1). Also b = b1 + ... + bn 2 , where rank(bj) = 1, (j = 1, ... , n2). 
Then a + b = a1 + ... + an 1 + b1 + ... + bn 2 , from which we deduce that 
rank(a + b) ::; n1 + n2 = rank(a) + rank(b). 

(b) Since rank( a) = 1, for every c E A there is a A E <C such that aca = 

Aa. Arbitrarily choose d E A and assume ab =/=- 0. Then abdab = ( Ao )ab, for 
some Ao E <C. That is ( ab )d( ab) = Ao( ab) which shows that rank( ab) = 1. By a 
similar argument, it can be shown that rank(ba) = 1 unless ba = 0. 

( c) If both rank( a) and rank( b) are infinite we then have nothing to prove. 
Suppose rank(a) = n ::; rank(b). So, ab = (a1 + ... + an)b with rank(ai) = 
1, (i = 1, ... , n). That is, ab = a1 b + ... + anb. Thus, from (a) rank(ab) 
::; rank(a1b) + ... + rank(anb). By (b) rank(ab) ::; n = min{rank(a),rank(b)}. 
The analogous argument works for the case where rank( b) = n ::; rank( a). 

3 
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( d) Let a, b E FA and d E A. We apply (a) and ( c) to get the following: 
rank(aa +fib)::; rank(aa) + rank(fib)::; rank(a) + rank(b), (a, fi E <C). That is, 
rank(aa +fib)< oo. Hence, FA is a subspace of A. 

Also from part (b), rank(db) ::; min{rank(d),rank(b)} ::; rank(b) < oo. 
Thus, db E FA and by a similar argument, bd E FA, Whence, FA is a two-sided 
ideal in A. 

( e) Since any finite rank element of A is a sum of a finite number of rank 
one elements of A, we assume that rank(ai) = 1, (i = 1, ... , s). 

The algebra A( a1, a2, ... , as) consists of all polynomials in 1, a1, a2, ... , as. 
Let ao = l. For all 1 ::; i ::; s and O ::; k ::; s it follows that aiakai = Aikai, 

Thus all powers of finite products of elements of A( a1, a2, ... , as) will reduce 
to scalar multiples of products of distinct elements from { ao, a1, ... , as}. 

Hence A( a1, a2, ... , as) will be spanned by all possible finite products of 
distinct elements from { ao, a1, a2, ... , as} which can only be finite in number. 

Therefore dim( A( a1, a2, ... , as)) < oo and the theorem is established. 

• 
Corollary 2.3 ([12], Corollary 2.3). Every x E A with rank(x) < oo is 

algebraic. That is, there is a non-zero polynomial P(t) such that P(x) = 0. In 
particular, the spectrum a A ( x) is a finite set. 

Proof. The subalgebra A( x ), generated by the identity 1 and x is finite 
dimensional, which follows from Proposition 2.2 (e). Since xn E A(x), (n = 
1, 2, ... ), the xn's cannot all be linearly independent over <C. This says that 
scalars )..1, ... , Ak exist, not all zero, such that 

Whence, 
P(t) = Aktnk +,,, + A1in 1 

is the required polynomial for which P( x) = 0. 

Lastly, by the Spectral Mapping Theorem, it follows that 

a(P(x)) = P(a(x)). 

But, 
a(P(x)) = a(O) 

= {O}. 

So, P(a(x)) = {O}. Since P(t) has a finite number of zeros, it follows that a(x) 
is a finite set and we are done. 

• 

We next show that if A = B(X), then the rank notion coincides with the 
classical notion of finite dimensional range. We will need the following lemma 
to prove that. 

4 
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Lemma 2.4. Let T E B(X), with X a Banach space and dim(T(X)) 
n < oo. Then) T has a representation of the form 

Tx = fi(x)y1 + ... + fn(x)yn, 

where {Y1, ... , Yn} and {Ji, ... , f n} are sets in X and X' respectively. 

Proof. There is an independent set {Y1, ... , Yn} in Y, such that 

span{y1, ... , Yn} = T(X). 

Then for each x E X, 

(2.1) 

Since this representation is unique the coefficients Ji( x) are clearly seen to define 
linear functionals on X. 

Since T(X) has a finite dimension, all norms on T(X) are equivalent, hence 
there exists a constant I< > 0 such that 

n n 

L lfi(x)I :S KIi Lfi(x)Yill for any x EX. 
i=l i=l 

Hence 
n 

L lfi(x )I :S J<IITxll, 
i=l 

:S KIITllllxll-
This shows that all the Ji' s are bounded. 

• 
The Yi, ... , Yn in representation (2.1) are chosen to be linearly independent. 

We could arrange it so that f1, ... , f n are also linearly independent but we will 
not need this fact for our purpose. 

Remark 2.5. We will use the following notation. If y EX and f EX', X 
a Banach space, we define 

T = f ®yon X 

as 
Tx := f(x)y. 

Then it is clear from Lemma 2.4 that if TE B(X) then dim(T(X)) = 1 if and 
only if there exists y E X and f E X' such that 

T = f ®y. 

5 
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For the case where Xis a Hilbert space, it follows from the Riesz represen­
tation theorem on bounded linear functionals that there exists a unique vector 
z EX such that f =< , z >where<.,. > denotes the inner product on X. In 
this case we will write T = z © y meaning 

(z © y)(x) =< x,z > y. 

Note that if T is of rank one, we can always arrange either y or z to be 
a unit vector. Then clearly T is a rank one projection on H if and only if 
T = z © z for some unit vector z E H. This follows by using the following 
standard properties:-

(z © z')(w © w') =< w',z > w © z', 

(z © y)* = y © z, where* denotes the adjoint of an operator, 

llz © YII = llzll llYII-
• 

We next prove a theorem that confirms that if A = B(X), where X is a 
Banach space, the rank notion applied to an elment x of A boils down to the 
rank of x as an operator, that is, the dimension of the range of x. 

Theorem 2.6 ([12], Theorem 2.4). Let A == B{X}, where X is a Banach 
space. Let TE A. Then, rank(T) = n if and only if dim(T(X)) = n. 

Proof. By the representation in Lemma 2.4 it is clear that any operator 
T E B(X) with dim(T(X)) = n can be written as a sum of n operators each 
with one-dimensional range. 

Hence it suffices to prove the theorem for n = 1. 
Now suppose rank(T) = 1. Since T 2 = >-..T for some scalar>-.., we can assume, 

if).. =/ 0, by rescaling, that T 2 = T. The rescaling can be done by considering 
To = t, if).. =I 0. So that, T5 = r: = ~I = t =To.Hence either T 2 =Tor 
T 2 = 0. 

Case 1: Suppose T 2 = T. That is, T is a projection. Thus, X is a direct 
sum of T-invariant subspaces X 0 and X 1 such that Ta= a, for all a E X1 and 
Tb = 0, for all b E X o-

We now assume dim(X1) > 1. So, there are a1, a2 E X1, which are linearly 
independent. Let X 2 be a direct complement of span{at} in X1. Clearly a2 E 
X2. Define SE A by 

Sb = 0, b E Xo EB X2 

and 

6 
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So, 

Also, 

TSTa1 = TSa1 

= Ta 1 

TSTa2 = TSa2 

= TO 

= 0. 

So, there is no ,\ E <C such that T ST = -\T, which contradicts the assumption 
that rank(T) = 1. So, we must have 

dim(T(X)) = dim(X1) 

=1 

= rank(T). 

Case 2: Suppose T 2 = 0. We also carry out the argument by contradiction. 
We suppose that dim(T(X)) > 1. Let a1 = Tei and a2 = Tc2 be linearly 
independent for some c1 and c2 E X. It then follows from the linearity of T that 
c1 and c2 are also linearly independent. Since T 2 = 0, it follows that 

is linearly independent, because 

implies that 

which implies that 

Hence 

So, 

That is, 

which means that 

,\3 = ,\4 = 0, because a1 and a2 are linearly independent. 

7 
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Since 

it follows that 

Therefore, 

A1 = A2 = 0, because a1 and a2 are linearly independent. 

We then have 

We now let 
M = span{ a1, a2, c1, c2}. 

Clearly, M is T-invariant. Restricting T to the subspace M, we can represent 
T by the following matrix: 

Consider 

(

0 0 0 1) 0 0 0 0 
S= 0 0 0 0 . 

0 0 0 0 

Clearly 

T ST = ( ~ ~ ~ ~) . 
0 0 0 0 

Thus, there is no scalar A E ~ such that 

TST = AT. 

This contradicts the assumption that rank(T) = l. We therefore have 

dim(T(X)) = 1 = rank(T). 

For the converse, assume that dim(T(X)) = l. So, by using Lemma 2.4 it 
follows that 

Ta = 'l/J( a )b, ( a E X), b a fixed vector and 'l/J fixed in X'. (2.2) 

8 
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Note that from (2.2) we have 

Ta 
b= 'lj;(a)' (a=/=O). 

So, for any S E B(X), we get 

TSb = 'lj;(Sb)b. 

Therefore, 

~~~a = ,P(Sb)b. 

That is, 
TSTa = 'lj;(Sb)'lj;(a)b. 

That is, 
Ta 

TSTa == 'lj;(a) 'lj;(a)'lj;(Sb) 

== 'lj;(Sb)Ta. 

Therefore, 
TSTa = 'lj;(Sb)Ta, for all a EX. 

So, 
TST = >..T for all SE B(X), where)..= 'lj;(Sb). 

Whence, rank( T) == 1. 

• 

Remark 2.7. Let A= Mn(<C), the algebra of all n by n matrices over <C. 
The space A, with the usual matrix multiplication, can be viewed as the algebra 
B(<Cn) with multiplication being the composition of operators and the classical 
matrix rank of an n by n matrix Tis exactly the dimension of T(<Cn) which by 
Theorem 2.6 equals rank(T). 

• 

We now illustrate by an example that if we define another product on the 
vector space A= Mn(<C), the matrix rank differs from our notion of rank. 

Example 2.8. Let A = Mn(<C) with Hadamard multiplication. Then, in 
general 

rank(x) =/= rankM(x), 

where x E A and rankM denotes the matrix rank. Recall that Hadamard multi­
plication of matrices is carried out entrywise. 

9 
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Let us consider the case where n = 3. Let 

(1 1 1) 
x= 0 0 0 , 

0 0 0 

and 

Note that rankM(x) = 1. But 

xyx = G ~ O · 
Clearly, there is no scalar ,\ E <C such that 

xyx = AX. 

This implies that 
rank( x) -=/= rank M ( x). 

• 

Example 2.9. Let A= l(X), the algebra of all bounded sequences of complex 
numbers. Multiplication is pointwise. Then x E l(X) is of rank one if and only if 
x has only one non-zero entry. The ideal FA consists of all sequences with only 
a finite number of non-zero entries. 

• 

We now give a natural example of an algebra A -=/= <C which illustrates that 
if an element is of finite rank, then it must be of rank one. Hence, FA consists 
only of rank one elements and FA is not equal to all of A. 

Definition 2.10. An element x E A such that xk = 0 but xk-l -=/= 0 for 
some k 2: 2 is said to be a nilpotent element of order k. 

Example 2.11. Let A be the algebra generated by the identity matrix I and 
the powers of an n by n nilpotent matrix M of order k. Let x E A. So, 

(2.3) 

where s 2: 0 and Zs -=/= 0. 

10 
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We observe that any non-zero element of A is of the form (2.3). Suppose 
rank( x) = 1. Then, for any y E A there is a scalar A such that 

xyx = Ax. 

Let y be the identity I. So, x2 = AX. for some A E ~-
Clearly, since x is nilpotent, A must be zero. Note that multiplying x by 

itself, the smallest exponent is 2s and for the product x2 to be zero, the smallest 
exponent, 2s, must be at least k. That is, 

2s ~ k, 

which implies that s ~ f ½ 1. Of course, if s ~ f ½ l we have, for any y E A that 

xyx = 0. 

So, rank( x) = 1. 

Whence, rank( X) = 1 if and only if s ~ r ½ 1. Almost the same argument 
shows that the finite rank elements of A are exactly the rank one elements. 

a 

For the rest of this section we concentrate on specific finite dimensional 
algebras and show that in this case the notion of rank is determined by the 
classical matrix rank. We will consider finite dimensional C* -algebras. 

Lemma 2.12. Let A be a finite dimensional C*-algebra. Then A is the 
linear span of its projections. 

Proof. Since any element in A is a linear combination of self-adjoint 
elements and a self-adjoint element generates a commutative C* -algebra, we 
may assume, without loss of generality, that A is commutative. Hence, by the 
Gelfand-Naimark Theorem, A~ C(J(), for some compact Hausdorff space I<. 

Since A is finite dimensional, ]( must be a finite set. This follows from the 
following considerations:-

For k E J(, let Tk E C(J() be defined by 

Tk(j) = f( k ), (f E C(J()). 

Then the set { Tk : k E J(} is linearly independent, for suppose A1 Tk 1 + 
... + AnTkn = 0. By Urysohn's Lemma, if we fix i, there is an f E C(J() 
such that f( ki) = 1 and /( kj) = 0 for j # i. This implies that Ai = 0. Say 
I< = { k1, ... , kn}. The lemma follows by letting Pi = X { ki}, where X denotes 
the characteristic function. 

a 

Definition 2.13. Let A be a C*-algebra. An irreducible representation of 
A on a Hilbert space H is a *-homomorphism 1r of A into B(H) such that the 

11 
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only subspaces invariant under 1r(T), for all T E A, are the trivial subspaces {O} 
and H. 

It is clear from the Gelfand-Naimark-Segal construction pertaining to rep­
resentations of C*-algebras ([15], Theorems 9.18 and 9.22) that irreducible rep­
resentations of C* -algebras always exist. 

Definition 2.14. For a Hilbert space H let K(H) denote the compact oper­
ators on H. A C* -algebra is said to be liminal if for every non-zero irreducible 
representation (H, ¢) of A we have 

</>(A) = K(H). 

We prove that every finite dimensional C*-algebra is liminal. As an overture 
to that, we prove the following theorem. 

Theorem 2.15 ([11], Theorem 2.4.9). Let A be a C*-algebra acting irre­
ducibly on a Hilbert space Hand having non-zero intersection with K(H). Then, 
K(H) c A. 

Proof. Since An K(H) is not {0} and the adjoint of any element in 
An K(H) is again in An K(H), it follows that An K(H) contains a non­
zero self-adjoint element a. It follows from the Beurling formula for the spectral 
radius ([11], Theorem 1.2.7) that r(a) = llall > 0. So, a(a) has a non-zero ele­
ment. Let O =/- ,\ E a( a). So, a( a) consists only of isolated eigenvalues, because 
a E K(H). Let 

{ 
1 if z = ,\· 

f ( z) = 0: if z E a (a)\ { ,\}. 

Then f E C(a(a)). The Gelfand Naimark theorem implies that the commutative 
C*-algebra generated by 1 and a, which we denote by A(l, a), is isomorphic to 
C(a(a)). Hence, this isomorphism gives a projection J(a) E A(l, a) CA and we 
denote it by P>..• Let g(z) = z, (z E a(a)). So, 

(g(z) - ,\)f(z) = g(z)f(z) - ,\f(z) 

= 0. 

Therefore, 
(g(a) - ,\)f(a) = 0. 

That is, 
(a - ,\)p>.. = 0. 

Therefore, P>..(H) ~ ker( a - ,\). Since a E J<(H), the restriction of a to the sub­
space ker( a-,\) is also compact. But since this restriction is just ,\ times the iden­
tity element of B(ker( a - ,\) ), the identity element of B(ker( a - ,\)) is compact, 
implying that ker(a - ,\) is finite dimensional. We thus have dim(p>..(H)) < oo. 
Hence we may choose a non-zero projection pin A of minimal finite dimensional 

12 
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range. Then pAp is finite dimensional and, by Lemma 2.12, pAp is spanned by 
its projections. Since pis of minimal finite dimensional range, the only projec­
tions in pAp are O and p. Hence, pAp = QJp. Let O =/= x E p( H) be a unit vector. 
Let M = { a( x) : a E A}. Then, M is a closed vector subspace of H invariant for 
A and M =/= { 0}, because x = p( x) E M. Since A is irreducible, M = H. So, if 
y is an arbitrary element of p(H), then y = limn-+oo an(x), with {an}~=l CA. 
So, y = limn-+oo panp( x ), because y = p(y) and x = p( x ). Since panp = AnP 
for some An E aJ, it follows that y E aJx. So, p(H) = aJx. Therefore, from 
Remark 2.5 and the fact that p is a projection, we have that p = x ® x. We 
now suppose y is an arbitrary unit vector of H. So, there is an an E A such 
that Y = limn-+oo an(x). Since IIY © Y - an(x) © an(x)II ~ IIY - an(x)IIIIYII + 
llan(x)IIIIY - an(x)II and {an(x)} is bounded, we get 

y ® y = lim an(x) ® an(x). 
n-+oo 

That is, 
y © y = lim an(x © x)a: 

n-+oo 

= lim anpa: E A. 
n-+oo 

That is, all rank one projections are in A, which, by ([11], Theorem 2.4.6), 
implies that F(H) ~ A. So, K(H) ~ A. 

• 

Lemma 2.16 ([11], Example 5.62). Let A be a finite dimen.sional C* -
algebra. Then A i.s liminal. 

Proof. Let (H, 1r) be a non-zero irreducible representation of A. For some 
non-zero vector x E H, 1r(A)x is dense in H. But, 1r(A)x is finite dimensional. 
So, H = 1r(A)x is also finite dimensional. We thus have 1r(A) ~ K(H). But 
from Theorem 2.15, we have K(H) ~ 1r(A). Therefore, 1r(A) = K(H). So, A is 
liminal. 

• 

Definition 2.17 We call a C*-algebra A .simple if {O} and A are the only 
clo.sed ideal.s in A. 

Theorem 2.18 ([11], Remark 6.2.1). If A i.s a finite dimen.sional, .simple 
C* -algebra, then 

for 80me po8itive integer n. 

Proof. Let (H, 1r) be as in the proof of Lemma 2.16. Since A is simple and 
ker( 1r) is a closed ideal in A, we have ker( 7r) = { 0}. It follows that 7r is faithful. 
This says that 

* 
A'"" 1r(A) = K(H). 

13 
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* The last equality follows from Lemma 2.16. So, we have A rv B( H), because 
* dim(H) < oo. If dim(H) = n, then A~ Mn(<C), as wanted. 

We now prove the structure theorem for finite dimensional C* -algebras. 

Proposition 2.19. Let A be a finite dimensional ~-algebra. Then, 

* A rv Mn1 ( <C) EB • " EB Mnm ( <C), 

for some integers n1, ... , nm. 

C 

Proof. If A is simple, the result follows from Theorem 2,18. We prove the 
general result by induction on the dimension n of A. The case n = 1 is obvious. 
Suppose the result holds for all dimensions less than n. We may suppose that 
A is not simple, and so contains a non-zero proper closed ideal I, and we may 
take I to be of minimum dimension. In this case I has no non-trivial ideals, so 
I is *-isomorphic to Mn1 (<C) for some integer n1. Hence, I has a unit element 
and we denote it by p. So I= Ap and pis in the centre of A. To see this, note 
that for any x E A, we have xp E I. Hence, pxp = xp. Similarly, for x* one 
has px*p = x*p. This implies that px = px*p* = pxp = xp. Also, A(l - p) is a 
C*-subalgebra of A and the map 

A~ ApEB A(l - p),a 1---+ (ap,a(l - p)), 

is a *-isomorphism. Since the algebra A(l - p) has dimension less than n, it is, 
by the inductive hypothesis, *-isomorphic to Mn 2 (<C) EB ... EB Mnm(<C) for some 
integers n2, ... ,nm, Thus, A is *-isomorphic to Mn1 (<C) EB ... EB Mnm(<C). 

C 

Remark 2.20. The structure theorem for finite dimensional C*-algebras 
now enables one to view the rank notion for elements of C* -algebras in terms of 
the matrix rank. The structure theorem for Banach algebras is in the appendix 
as Proposition A.19. If 

for some integers n1, ... , nm, then a E A implies that 

a = a< 1> EB ... EB a< 1> EB ... EB a(P) EB ... EB a(P), 

where a(k) is a dk by dk matrix repeated rk times in the direct sum. Hence, 

C 

14 
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3. COMPARISON OF RANK CONCEPTS 

Throughout this section we bear in mind the notion of rank introduced in 
Definition 2.1 and compare it with others appearing in the literature. 

In the appendix we prove some standard results on semi-simple and semi­
prime Banach algebras which will be needed in this section. 

Puhl [14] introduced a notion of rank for semi-prime algebras, see Definition 
A. 7 in the appendix for the definition of semi-prime algebra. According to Puhl, 
an element x of a semi-prime algebra A is of rank one if there is a bounded 
linear functional tp E A', such that xyx = t/J(y )x, for all y E A, that is, the 
wedge operator Tx : A i--+ A defined by Tx (y) = xyx has one dimensional range. 
Clearly, our notion of rank one implies the notion used by Puhl. Since a detailed 
study of the comparison of the rank concept in semi-prime algebras appears in 
an MSc thesis of Essman [8], we will not continue any further discussion on it. 

Ylinen [17] defined an element x of an algebra A to be of finite rank if the 
wedge operator Tx : A -+ A defined by Tx (y) = xyx has a finite dimensional 
range. It turns out that an element of a semi-simple Banach algebra, see Def­
inition A.l in the appendix, is of finite rank in the sense of Ylinen's definition 
if and only if it is of finite rank in the sense of Definition 2.1. By Proposition 
A.13 any semi-simple algebra is semi-prime and again the comparison can be 
found in an MSc thesis of Essmann [8]. In Theorem 3.3 we obtain a stronger 
comparison by giving exact estimates. 

Definition 3.1. We call an element q of an algebra A quasi-nilpotent if the 
3pectral radius of q i3 zero and we denote the !Jet of all qua/Ji-nilpotent element!J 
of A by Q{A). 

Lemma 3.2. Let A be a Banach algebra and Rad( A} the radical of A. If 
Aq c Q(A), then q E Rad(A). Similarly, if qA C Q(A), then q E Rad(A). 

Proof. Suppose q ft_ Rad(A). Then there is a continuous irreducible rep­
resentation 1r : A -+ B(X) of A on a linear space X, such that 1r(q) # 0. 
So, there is an x E X such that 1r(q)x # 0. Since, by hypothesis, q E Q(A), 
it follows that 1r(q)x and x are linearly independent. By the Jacobson Den­
sity Theorem, Theorem A.1 7, there is an a E A such that 1r( a )x = 0 and 
1r(a)1r(q)x = x. That is 1r(aq)x = x. Hence, u(1r(aq)) # {0} and by using 
Remark A.5, u(1r(aq)) C u(aq). We thus have r(aq) # 0. That is aq ft. Q(A). 
Since u(aq)\{0} = u(qa)\{0}, the second statement will follow from the first. 

• 

Theorem 3.3 ([12], Proposition 7.1). Let A be a 3emi-simple Banach 
algebra and let x E A with rank{x) ~ k < oo. Then dim(xAx} ~ k2 • 

Proof. We first observe, by Definition 2.1, that xAx is a sum of k2 terms 
of the form nAm, where n, m E A and rank( n) = rank( m) = 1. Hence, if we 
choose elements a, b E A such that rank(a) = rank(b) = 1, it will be sufficient 

15 
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to show that dim( aAb) ~ 1. Assume aAb =/=- { 0}. So, there is a c E A such that 
acb =/=- 0. Since Rad(A) = {0}, we have acb ~ Rad(A). So, by Lemma 3.2, there 
is a d E A such that r( acbd) =/=- 0. Therefore, by the spectral mapping theorem, 
we have r((acbd) 2

) =/=- 0. Whence, (acbd) 2 
=/=- 0. Suppose acbda = 0, then (acbd)2 

= 0, which yields a contradiction. Therefore, d satisfies acbda =/=- 0. 

We next let f EA and consider functionals Aa and Ab on A given by 

aza = Aa(z)a 

and 
bzb = Ab(z)b. 

We then have 
acbdaf b = Aa ( cbd)af b, 

and 
acbdaf b = Ab( daf)acb. 

Since acbda =/=- 0, it follows that Aa ( cbd) =/=- 0. Thus 

So, dim( aAb) ~ 1, as wanted. 

af b = acbdaf b 
Aa( cbd) 

Ab( daf)acb 
Aa(cbd). 

• 

Remark 3.4 Suppose A is the semi-simple Banach algebra consisting of all 
2 by 2 matrices and let 

Then rank( x) 
dim(xAx). 

X = (~ n. 
2 and clearly dim(xAx) = dim(A) = 4. Hence, rank(x) < 

• 

Remark 3.5. If an algebra is not semi-simple, Theorem 3.3 need not hold. 
To see this, consider the algebra A of 3 by 3 upper triangular matrices with 
entries from l00 (N). The algebra operations of addition and multiplication are 
the usual matrix operations and operations within the entries are exactly the 
algebra operations of l00 (N). Let 

x= 0 ~ D · 
16 
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According to Definition 2.1, rank(x) = 2. But 

Since l00 (N) is infinite dimensional, it follows that dim(xAx) = oo. So, Theorem 
3.3 does not hold in this algebra. 

• 
Definition 3.6. An element y E A) A any algebra) is said to be single if 

xyz = 0 for some x and z E A implies that xy = 0 or yz = 0. 

Definition 3. 7. An element x E A) A any algebra, is said to be compactly 
acting if and only if the wedge operator 

defined by 

Tx(Y) = xyx 

is compact. 

We next introduce another notion of rank, the primitive-rank, and compare 
it with that of Definition 2.1. Prior to introducing this notion, we establish 
some facts pertaining to primitive Banach algebras as the primitive-rank notion 
makes sense only in primitive Banach algebras. 

Lemma 3.8 ([3], page 29). Let A be a primitive Banach algebra. Let x, y E 
A with 

xAy = {O}. 

Then) either x = 0 or y = 0. 

Proof. Suppose x =/=- 0 and y =/=- 0 and let 'tjJ be a faithful irreducible 
representation of A on a linear space X. Then there are a, b E X such that 

'tjJ( x )a =/=- 0 and 'tjJ(y )b =/=- 0. 

'lj)( Ay )a is a subspace of X which is invariant under each element of 'ljJ( A). Hence, 

'lj)(Ay)a = X. 

Therefore there is a sequence Zn in A such that 

lim 'lj)(zny)a = b. 
n--+oo 

17 
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We thus have 
lim 'lj;(xzny)a = 'lj;(x)a 

n---+oo 

Whence, there exists a Zn such that XZnY =/= 0. 

• 

Lemma 3.9 ([7], Lemma 1). Let a be any element of a Banach algebra A. 

(i) Ifs is a single element of A, so are as and sa. 

(ii) Ifs acts compactly on A, so do as and sa. 

Proof. (i) If s is single and x( as )y = 0 for some x, y E A, then either 
xas = 0 or sy = 0. So, either xas = 0 or asy = 0. Thus, as is single. By a 
similar argument, sa can be shown to be single and (i) is established. 

(ii) Since the map 

x ~ asxas 

is a composition of the maps 

x ~ xa ~ sxas ~ asxas, 

ifs acts compactly then so does as. Similarly sa acts compactly and this com­
pletes the proof. 

• 

Theorem 3.10 ([7], Theorem 4). Let s be a non-zero compactly acting 
single element of a semi-simple Banach algebra A. Then, there is an e E Min(A) 
such that s = se. 

Proof. Since A is assumed semi-simple, using Lemma 3.2, the left ideal 
As contains an element b = xs which is not quasi-nilpotent and is of unit norm. 
From Lemma 3.9, b is single and acts compactly on A. Let T be the compact 
operator on A defined by 

Ta= bab. 

Since Tn b = b2 n+ 1 , we have the following: 

and this shows that T is not quasi-nilpotent as b is not quasi-nilpotent. Since T 
is compact, it follows that T has a non-zero eigenvalue A and a corresponding 
finite dimensional eigenspace S)+.. Let 0 =/= l E S)+.. For any positive integer n, 
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So, we have lbn E S>,.. Since dim(S>,.) < oo, the set {lbn : n = l, 2, ... } is 
linearly dependent and hence, there is a polynomial P(.) of minimal degree such 
that lbP(b) = 0. Since bis single, either lb = 0 or bP(b) = 0. Let us suppose 
P can be factored as a product of non-constant polynomials P = P1 P2. Then, 
P1(b)bP2(b) = bP(b) = 0 and since bis single, either bP1(b) = 0 or bP2(b) = 
0 contradicting the minimality of P. Therefore, P is of degree one and hence, 
b(b - a) = 0, for some scalar a. Then, e = ! is an idempotent element of A. 
From Lemma 3.9, e is single and acts compactly on A. Since the map a........+ eae is 
an identity on eAe, it follows that dim( eAe) < oo. Also, if eaeebe = eaebe = 0, 
then since e is single, either eae = 0 or ebe = 0, showing that eAe is an integral 
domain. But eAe being an integral domain and finite dimensional implies that 
eAe is a division algebra. So, e is a minimal idempotent, see Definition A.9 in 
the appendix. We now let a E A and recall that b = xs. Then, 

xs(a - ea)= ae(a - ea) 

=0. 

Since s is single with xs == ae -::/=- 0, we have 

(s - se)a == 0. 

Since A is semi-simple and a is arbitrarily chosen from A, we have s == se as 
wanted. 

• 
We next prove a theorem that relates compactly acting single elements to 

rank one elements of a primitive Banach algebra. 

Theorem 3.11 ([12], page 747). Let A be a primitive Banach algebra. An 
element O -::/=- x E A is single and compactly acting if and only if rank( x) = 1. 

Proof. (::::;,,) Suppose 0-::/=- x is single and acts compactly. So, by Theorem 
3.10, there is an e E Min(A) such that 

x = xe. 

Therefore, since a minimal idempotent (see Definition A.9), is clearly of rank 
one and x -::/=- 0, it follows from Proposition 2.2 (b) that 

rank( x) = 1, because x -::/=- 0. 

( ~) Suppose rank( x) = 1. So, x is compactly acting. Thus, we should only 
show that x is single. Suppose are a, b E A such that ax -::/=- 0 and xb -::/=- 0. We 
show that axb -::/=- 0. By the contraposition of Lemma 3.8, 

axyxb -::/=- 0 for some y E A . (3.1) 
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We have axyxb = aAxb, for some A E <C, because rank( x) = 1. Of course A =J. 0, 
otherwise we would have 

axyxb = aAxb 

= 0, 

which would then contradict (3.1). So, we have 

axb = axyxb 
A 

=/:- 0. 

Thus, x is single as wanted. 

• 
We will need the following facts to introduce the notion of primitive-rank 

for elements of a primitive Banach algebra A. We assume that A contains single 
compactly acting elements. Hence, from Theorem 3.10, A possesses minimal 
idempotents. 

Lemma 3.12 ([3], Lemma F.2.1). Let A be a primitive algebra and let e, f 
E Min(A) and R be a right ideal of A. Then, 

(i) there exist u, v E A such that f = uev; 

(ii) dim(eAf) = 1; 

(iii) dim(Re) = dim(Rf). 

Proof. (i) From Lemma 3.8 we have eAf =J. {O}. Let v be a non-zero 
element of eAJ. Since Af is a minimal left ideal, we have Af = Av, and so 
f = uv for some u EA. Also, v = ev, hence f = uev. 

(ii) From (i), since Risa right ideal, we have eAf = eAuev C eAev = <Cev. 
Whence, (ii) follows. 

(iii) From (i) we have Rf = Ruev C Rev. So if dim(Re) < oo, so is 
dim(Rev) and dim(Rf) :S dim(Rev) :S dim(Re). Similarly, if dim(Rf) < oo, 
then dim( Re) ~ dim( Rf). Also, if Rf is infinite dimensional so is Rev and 
therefore, so is Re and the analogous argument gives the converse. 

• 
Theorem 3.13. Let A be a primitive Banach algebra. If e E Min(A), 

then, 
1r: A--+ B(Ae) 

a r-+ 1r( a) 

defined by 
1r(a)x = ax, (x E Ae) 
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i3 a continuou3, faithful, irreducible repre3entation of A on Ae. 

Proof. Since 1r(a) is in B(Ae), we have 

ll1r(a)II = sup l11r(a)(xe)ll 
llxell=l 

= sup llaxell 
llxell=l 

~ llall-

So, 7r is norm reducing and so it is continuous. 

Since, from Lemma 3.8, xAe = {O} implies that x = 0, 1r is :faithful. Lastly, 
if B is a subspace of Ae which is invariant under 1r( x ), for each x E A, it follows 
that B is a left ideal of A. It follows from Lemma A.11 that either B = {O} or 
B = Ae, because Ae is a minimal ideal. So, 7r is irreducible. 

• 
Remark 3.14. With 7r as in Theorem 3.13 above, we observe that 1r(x) = 

xAe. It follows from Lemma 3.12 (iii) that the rank of the operator 1r( x) E B( Ae) 
is independent of the particular choice of e E Min(A). Thus, the rank notion 
we introduce in the next definition is well defined. 

• 
Definition 3.15. Let A be a primitive Banach algebra 3uch that Min{ A} i3 

non-empty. Let x E A, e E Min(A). Let 1r : A-+ Ae be a continuous, faithful, 
irreducible representation of A on Ae. We define the primitive-rank(x) to be the 
rank of 1r(x ). We denote it by 

primitive - rank(x). 

Proposition 3.16. Let A be a primitive Banach algebra. Let x E A. Then 
x has a rank one image under 3ome continuou3 faithful repre3entation if and 
only if x i3 single and compactly acting. 

Proof. ( {=) Let s be any non-zero compactly acting single element of A. 
From Theorem 3.10, there exists e0 E Min(A) such thats= se0 • Lets be any 
non-zero compactly acting single element of A. Then from Theorem 3.13, the 
representation 7r of A on Aeo is faithful, continuous, and irreducible. 

So, 

We should show that rank(1r(s)) = 1. But, 

1r(s)(Ae) = sAe. 

rank( 1r( s)) = dim( sAe). 
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Since 
sAeo ~ eoAeo, 

and from the proof of Theorem 3.10, e0 Ae0 has been shown to be a division 
algebra, by the Gelfand-Mazur Theorem, 

dim(eoAeo) = 1. 

But, 
sAeo ~ eoAeo. 

Therefore, 
dim( sAeo) ~ dim( eo Aeo) = 1. 

That is, 
rank( 1r( s)) = dim( sAe) ~ 1. 

But, 1r( s) =/ 0. Therefore, rank( 1r( s)) = 1. Recall from Theorem 2.6 that in 
B( Ae) the rank notion coincides with the dimension of the range. 

( {=) For the converse, suppose rank( 1r( s)) = 1, for some s E A. So, 

{ 1r( s )1r( a )1r( s) : a E A} = { 1r( sas) : a E A} 

has dimension at most one. So, dim( sAs) ~ 1, by faithfulness of 1r. So, s acts 
compactly. Also, an operator of rank one is single, for if T E B(X) is of rank 
one, from Lemma 2.4, T = (f ® y), for some y E X and some f E X'. So 
RTSx = 0 for all x EX will imply that((! o S) ® Ry)x = 0 for all x EX where 
f o S denotes the composition off with S. This will imply that either f o S = 0 
or Ry = 0. Which will mean that either f ® Ry = 0 or f o S ® y = 0. But 
RT= f ® Ry and TS= f o S ® y. So we will have either RT= 0 or TS= 0 
which will mean that Tis single as claimed. Now if asb = 0, for some elements 
a, b EA, then 

1r(a)1r(s)1r(b) = 1r(asb) = 0. 

So, either 1r( as) = 0 or 1r( sb) = 0, which implies that as = 0 or sb = 0, because 
1r is faithful. Whence, s is single. 

• 
We are now ready to state and prove the fact that primitive-rank as in Defi­

nition 3.15 coincides exactly with the rank concept introduced in Definition 2.1. 

Theorem 3.17. Let A be a primitive Banach algebra and x E A. If 
rank( x) < oo or primitive - rank( x) < oo, then 

rank(x) = primitive - rank(x). 
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Proof. Suppose rank(x) = 1. By Theorem 3.11, the single compactly 
acting elements of A are exactly the rank one elements of A. So by Proposition 
3.16, x has a rank one image in B(Ae), (e E Min(A)). Thus, 

rank(x) = primitive - rank(x). 

Conversely, suppose primitive - rank( x) = 1. Again, by Proposition 3.16, x is 
single and compactly acting. By Theorem 3.11, rank(x) = 1. Therefore, 

primitive - rank( x) = rank( x ). 

Suppose rank(x) = k. That is, 

x = x 1 + ... + x k, with rank( xi) = 1, ( i = 1, ... , k). 

This implies that 
1r(x) = 1r(x1) + ... + 1r(xk), 

where 7r : A --+ B( Ae) is defined as before by 1r( x )be = xbe. Therefore, 

rank(1r(x)) ~ rank(1r(x1)) + ... + rank(1r(xk)) 

~ k, because rank( 1r( xi)) = 1 by the first part of the proof. 

Therefore, primitive - rank( x) ~ k = rank( x ). 
Suppose now that primitive - rank(x) = k. Let a1e, ... , ake be the basis 

elements of range of 1r( x ). By the Jacobson density theorem, Theorem A.9, 
there are b1, ... , bk E A such that 

and 
bia;e = 0, otherwise. 

So, 

1r(x) = 1r(b1)1r(x) + ... + 1r(bk)1r(x), with primitive - rank(bix) = 1. 

By the faithfulness of the representation of A on Ae, x = b1 x + ... +bkx. There­
fore rank( x) ~ k = primitive - rank( x ). Whence, rank( x) = primitive - rank( x ). 

• 
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4. FUNCTIONAL CALCULUS AND MULTIPLICITIES OF 
SPECTRAL POINTS 

Throughout this section, a Banach algebra A is assumed to have a unit 
element 1 unless otherwise stated. We use the notion of rank as in Definition 
2.1 to introduce the concept of spectral points with finite multiplicity. Since 
the notion of multiplicity we introduce relies heavily on the analytic functional 
calculus, we include it in this section. In fact the functional calculus we establish 
can be found in [10]. 

To establish the functional calculus we will make use of the following two 
formulas. 

Let a EA and u(a) denote the spectrum of a. For,\ E p(a) := <C\u(a) with 
IAI > r(x) we have 

(10]. 

oo n 

r>. := (,\ - a)-1 = L ,\:+1. 
n=O 

(4.1) 
For ,\, µ E p( a) it follows that 

r>. - rµ = (µ - ,\)r>.rµ 

(4.2) 
The above equations are well-known in spectral theory and can be found in 

Proposition 4.1. Let I:~=O an,\n be a power 3erie3 with the radiu3 of 
convergence r. Let A be a Banach algebra and let x E A with the spectral radiu3 
r(x). Then the 3erie3 I:~=O G'.nXn converge3 if r(x) < r and diverges if r(x) > r. 

Proof. Suppose r(x) < r. The case where r(x) > r will follow exactly the 
same. In fact we show that I:~=O G'.nXn is absolutely convergent by using the 
root test and the spectral radius formula. 

1 1 1 

limsup llanxnll"n ~ limsup Ian In limsup llxlln 
n-oo n-oo n-+oo 

1 = -r(x) 
r 

< 1. 

a 

Let A be a Banach algebra and let f be a complex valued function which is 
analytic for IAI < r. That is, for IAI < r we have/(,\)= I:~=O anAn. If x EA 
with r( x) < r then we define 

00 

f(x) := L G'.nXn. 

n=O 
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If r is an oriented, closed, rectifiable curve in <C then r is said to be an 
integration path. If 

f :I'-+X 

where X denotes a Banach space, we define a path integral to be 

£ f(A)dA 

as the limit of the Riemann sums ( taken in the usual sense) 

The existence of this integral is verified as in the complex function theory. 
For instance, if f is continuous on r, then Ir f ( A )dA exists. From the above 
definition the following properties follow: 

(a) Ir af(A)dA = a Ir f(A)dA.; 

(b) Ir(f(A) + g(A))dA = Ir f(A)dA + Ir g(A)dA; 

(c) II Ir f(A)dAII ~ max-\er llf(A)ll(length of r); 
( cl) x'(Ir f(A)dA) = Ir x'(f(A))dA for every x' EX'; and 

(e) T Ir f(A)dA = Ir Tf(A)dA for every TE B(X). 

Definition 4.2. Let ~ ~ <C be any region, that is, a connected set in a 
complex plane. We say a function 

is differentiable at a point Ao E ~ if there is f' (Ao) E A such that 

II f (A) - f (Ao) - f' (Ao) II -+ 0 
A-Ao 

as A -+ Ao and we call f' (Ao) the derivative off at Ao. We say f is differentiable 
in n ~ ~ if f is differentiable at every A E n. 

Proposition 4.3 (Cauchy's Integral Theorem.) Let X be a Banach space, 
and let ~ be a non-empty open subset of <C. If f : ~ -+ A is differentiable in 
the region ~ and if r 1 , r 2 are two integration paths each with the same initial 
and final points which can be deformed into each other continuously in ~, then 

In particular, £ f(A)dA = 0, 
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if r is a closed curve whose interior contains only points on Ll. 

Proof. Let x' E X'. Then 

x'( f f(,\)d,\) = f x'(l(,\))d,\ lr1 lr1 
= f x' (f( ,\) )d,\, by Cauchy's Integral Theorem for 

lr2 
complex valued analytic functions, 

= x'( f f(,\)d,\). lr2 
The result follows as x' was arbitrarily chosen from X'. 

• 
Proposition 4.4. Let A be a Banach algebra. If the complex valued func­

tion f is analytic for 1,\1 < r and if x EA with r(x) < r, then the equation 

is valid, where r is a positively oriented circle whose radius lies strictly between 
r(x) and rand r,x = (,\ - x)-1 is the resolvent of x. Of course the integral on 
the right makes sense as r,x is continuous on r. 

Proof. Since f is analytic for 1,\1 < r, we can write 

00 

/(,\) = L O'.nAn. 
n=O 

So, 

00 1 Ir = L O'.n-. Anr,xd,\, 
21ri r 

n=O 

Interchanging the sum and the integral is justified by the fact that the radius of 
r is less than r, that is the sum ~:=o anAn. converges uniformly on r. From 
equation ( 4.1) we have that 

oo k 

r,\ = L ,\;+1 
k=O 

for ,\ E r. Since the series in ( 4.1) converges uniformly on r, using the integral 
formula below 

f ]:_ = { 21ri, 
lr ,\k 0, 
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and integrating termwise, it follows that. 

Thus, 

00 

- ~ n 
- ~anX 

n=O 

= f(x). 

• 

For x E A, let H ( x) = {f : 6-(f) --+ <C such that u( x) ~ 6-(f), and 6-(f) is 
an open set on which f is analytic.} 

Definition 4.5. A region B ~ <C is said to be admissible with respect to 
XE A if 

(a) u(x) ~ B; 

(b) B is open and bounded; 

(c) the boundary, 8B, of B consists of finitely many closed rectifiable Jordan 
curves, C1, ... , Cn, which are all pairwise disjoint; 

( d) the orientation of 8B is given by the orientation of each Ci where the 
orientation of each Ci is described as in the complex function theory. 

If f E H(x), then there is an admissible region B with 

u(x) ~ B ~ B ~ 6-(f). 

If B' is another admissible region then, since A --+ r~ is by standard spectral 
theory holomorphic on p( x ), by Cauchy's Integral Theorem, Proposition 4.3, we 
have 

f f(.X)r~d.X = f f(.X)r~d.X. 
lan lan1 

We now define f(x), for all f E H(x). Let B be an admissible region with 
u(x) ~ B ~ B ~ ~(!). Then 

f(x) := -
2

1
. f f(.X)r~d.X. 

7rt j 8B 
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We define the following operations on H(x): 

( o:f)(A) := o:f(A) for all A E 6.(f); 

(f + g)(A) := f(A) + g(A); and 

(fg)(A) := f(A)g(A) for all A E 6.(f)n6.(g). 

These operations are well-defined and make H(x) into an algebra. The 
following theorem serves as the foundation for an analytic functional calculus: 

Theorem 4.6. The mapping </> : H( x) -+ A defined by </> : f 1--+ f ( x) has 
the following properties: 

(a) (o:f)(x) = o:f(x); 

(b) (f + g)(x) = f(x) + g(x); 

(c) (fg)(x) = f(x)g(x), hence f(x) commutes with g(x). In particular, 
f(x) commutes with x; 

{d} for f(A) = An, we have f(x) = xn, (n = 0, 1,2, ... ); 

{e} if f(A)-/- 0 for all A E u(x), then f(x) has an inverse f(x)- 1 = (j)(x). 

Proof. Clearly, ( a) and (b) follow from the properties of the integral. From 
the proof of Proposition 4.4 we have 

Hence ( d) follows. 

For the proof of ( c ), let Bf and B 9 be admissible regions off and g respec­
tively with 

So, 

f(x)g(x) = (-
2

1 
.)2 { f(A)(A - x)-1dA { g(µ)(µ - x)-1dµ 

~i lan, lan9 

= (-
2

1 
.)2 { { f(A)g(µ)(A - x)-1(µ - x)-1 dµdA 

n lan, lan9 

= ( ~)2 f f f(A)g(µ)(µ - A)-1 ((A - x)-1 
- (µ - x)-1 )dµdA, 

2n Jan, lan
9 

which follows from equation ( 4.2). 
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Therefore, 

f(x)g(x) = (-
2

1 
.)2 

[ [ f(>..)g(µ)(>..- x)-1 (µ->..)- 1 dµd>.. 
m laB1 laB9 

-(-21_)2 [ [ f(>..)g(µ)(µ-x)-1(µ->..)-ldµd>.. 
1rz laB1 laB

9 

= ( ~ )2 [ f(>..)(>.. - x)-1( [ g(µ) dµ)d>.. 
2m laB, laB

0 
(µ - >..) 

1 2 l -1 1 f(>..) 
- ( -2 . ) g(µ )(µ - x) ( ( >..) dµ )d>.. 

7rZ 8B9 8B1 µ -

= (-
2

1
. )2 

[ f(>..)(µ - x)-1(27ri)g(>..)d>.. + 0, 
m laB1 

which follows from Cauchy's Integral Theorem, Proposition 4.3. Thus, 

f(x)g(x) = -
2

1
. [ f(>..)g(>..)d>..(>.. - x)-1 = (fg)(x). 

1rz laB1 

Part ( e) follows from ( c) , ( d) and the equation 

1 
(ff)(>..) = 1 for >.. E ~(f). 

• 

We next proof the Spectral Mapping Theorem which will be needed often 
in this thesis. 

Theorem 4.7 ([10], Proposition 47.1.) Let A be a Banach algebra with a 
unit element 1 and let x E A. For every f E H(x ), we have u(f(x )) = f( u(x )). 

Proof. Let µ E u(f(x)). Supposeµ (/. f(u(x)), that is µ - f(>..) for all 
>.. E u(x). Then µ - f(x) is, by Theorem 4.6(e), invertible. We thus have a 
contradiction as µ is assumed to be in the spectrum of f ( x ). So, u(f ( x)) ~ 
f(u(x)). 

For the converse, we suppose that µ E f ( u( x) ). That is µ = f ( w) for some 
w E u( x ). We define a function g on ~(f) by 

f(>..) - f(w) 
g(>..) := ----, for>..-:/= w, g(w) := f'(w). 

>..-w 

Clearly, g lies in H( x ). Since 

g(>..)(w - >..) = f(w)- f(>..), 
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it follows, with the aid of Theorem 4.6( c), that 

g(x)(w - x) = f(w) - f(x) = µ - f(x). 

Supposeµ E p(f(x)), then 

((µ - f(x))- 1g(x))(w - x) = (w - x)((µ - f(x))- 1g(x)) = 1. 

It follows from the above equation that w - x is invertible which cannot be 
the case because w lies in u( x ). So, µ ~ p(f ( x)) as supposed. We thus have 
f(u(x)) ~ u(f(x)). Therefore 

u(f(x)) = f(u(x)). 

• 
We will need to establish some background material in order to define spec­

tral projections in a Banach algebra A. 

Definition 4.8. Let A be a Banach algebra and let x E A. A .mbset u of 
u(x) is called a 3pectral 3et ofx ifu and u(x)\l1 are clo3ed. We call l1(x)\l1 the 
3pectral 3et complementary to O". 

If 0"1 and 0"2 are complementary spectral sets of x, and if ~1 and ~2 are 
open disjoint sets that cover u1 and 0"2 respectively, then we define on ~ := 
~1 LJ ~2 the functions ft and h by 

/i(A) = { 1, o, 

h(A) = { l, 
0, 

Clearly ft, h E H ( x). Define 

if A E ~1 

if A E ~2 

if A E ~2 

if A E ~1-

Pt := fi(x) and P2 := h(x). 

We have p~ = f1(x)fi(x) = ft(x) = Pt and, analogously, we have p~ = P2• 
Since fih = 0, it follows from Theorem 4.6 (c) that P1P2 = 0. This establishes 
the following proposition: 

Proposition 4.9. Let A be a Banach algebra, and let 0"1 and 0"2 be com­
plementary 3pectral set3 of x E A. If r 1 , r 2 are simple, closed integration paths 
oriented counter-clockwise which lie in p(x) and contain 0"1 and 0"2 in their inte­
rior respectively but no other parts of the spectrum, l1( x ), of x, then the elements 

Pi:=-
2

1
. f (A-x)-1dA, (i=l,2) 

n}ri 
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lie in A, p~ = Pi and P1P2 = 0. It i3 permitted that one of the 3pectral 3et3 be 
empty. 

a 

Definition 4.10. Let A be a Banach algebra with a unit. Let x E A. A 
point ,\ E a A ( x) will be called a 3pectral point with finite multiplicity if,\ i3 an 
i.solated point in a A ( x) and the 3pectral projection 

i3 of finite rank, where r C p( x) i3 a clo3ed 3imple contour, with ,\ being the 
only 3pectral point of x in r. The rank of e will be called the multiplicity of.\. 

Proposition 4.11 ([12], Proposition 3.2). Let A be a Banach algebra with 
a unit element 1 and let a E A. Suppo3e that a1, ... , O"k are di3joint, clo3ed and 
non-empty 3Ub3et3 of a(a) 3uch that a(a)\ai i3 al3o clo3ed, (i = 1, ... , k). Let ri 
be a .simple rectifiable curve enclo3ing a i but not a;, ( i =/:- j) and r i n a( a) = 0. 
Define ei by 

Then, 
( a) ei i.s independent of the choice of r i, provided r i 3ati3fie3 the 3tated 
criteria, ( i = 1, ... , k ), 

{b) ei i3 an idempotent and eie; = 0, (i =/:- j), 
( c) the .sum e1 + ... + ek i.s an idempotent, 

(d) the 3pectrum aA(aei) = O"i U {O} and the 3pectrum O"eiAei(aei) = O"i, 
(i=l, ... ,k), 

(e) if, in addition, O'A(a) = a1 U ... U O"k, then 

Proof. (a) Follows directly from Proposition 4.3. 

(b) Follows from Proposition 4.9. 

( c) From part (a) and part(b ), 

(e1 + ... + ek)2 = e~ + ... + ei + L eie; 
i#j 

= e1 + ... + ek + 0. 

Therefore, e1 + ... + ek is an idempotent. 

( d) Let 
f(z) = z, (z E a(a)) 
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and let 

By functional calculus, 

Consider 

( ) { 
1, if z E a i; 

Yi z = 0, otherwise. 

a=f(a), 

ei = Yi(a). 

h(z) = J(z)gi(z) = { ~: z E ai; 

otherwise. 

So, 
aei = h(a) 

= f(a)yi(a). 

Whence, a A ( aei) = a i U { 0}, by the Spectral Mapping Theorem. 

We show that aeiAe/aei) = ai. Suppose A f/:. ai. Let 

f ( ) { 1, if z E a i; 
i z = 0 otherwise 

' ' 

gi(z) = (>.-z), 1 z E ~i; 
{ 

/i(z) "f 

0, otherwise. 

Then Yi E H( a) and from the functional calculus, 

(A - a)yi(a) = ei, 

and 
eiy(a) = y(a)ei = y(a). 

Thus 
(Aei - aei)y(a)ei = ei 

from which it follows that A ft. PeiAei ( aei ). Hence 

Now the following argument will finish the proof. 

Suppose A E n:=iPeiAei(aei), then by an easy compution we have 

Hence 

That is, 
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Since Ui are mutually disjoint, it follows that 

Whence, 

But, 

(e) Let r be a closed contour arround u(a). So, 

1=2
1

. r(z-a)- 1dz. 
1ri lr 

2
1

. f (z - a)-1dz = 2
1

. f (z - a)-1dz + ... + 21
. f (z - a)-1dz. Thus 

1ri lr 1ri lr1 1ri lr1c 
1 = e1 + ... + ek, 

a 

We are now going to look into the algebra pAp, where p is a non-trivial 
idempotent. We think of pAp not as a subalgebra of A, but as an algebra 
equipped with p as its unit element and II, lip, to be defined below, as its, norm 
equivalent to 11-11, The formula for the alleged norm is as follows: 

llpapjjp = sup{ll(pap)(pxp)II : x EA, llpxpll = 1}. 

Theorem 4.12 ([12], page 734). Let A be a Banach algebra with a unit 
element 1. Then, 

( a) 11-IIP i3 a norm on pAp, 

(b) llpapll-llPll-1 ~ llpapllP ~ llpapll, 

(c) IIPIIP = 1, 

(d} ll(pap)(pbp)IIP ~ llpapllpllpbpllp, 
(e) pAp i3 a norm-cloJed 3Ub3et of A. 

Proof. (a) Suppose pap = 0. Then, llpapllP is clearly 0. For the converse 
of this, if pap-:/- 0, let x = fil· Then llpxpll = 1 and since 11-11 is a norm on A, 
we have 

ll(pap)(pxp)II -:/- 0. 

So llpapllp -:/- 0. 

That llpapjjp ~ 0, follows from the fact that 

ll(pap)(pxp)II ~ 0 (x EA). 

In what follows we will often use the fact that 11-11 is an algebra norm on A. 
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Let c E <C. So, 

llc(pap)jjp = sup{llc(pap)(pxp)II : x EA, llpxpll = 1} 

= lcl sup{ll(pap)(pxp)II : x EA, llpxpll = 1} 

= icl llpapllp• 

For the triangle inequality, we note the following: 

llpap + pbpljp = sup{ II (pap+ pbp )(pxp) II : x E A, llpxpll = l} 

= sup{ II (pap )(pxp) + (pbp )(pxp) II : x E A, llpxpll = 1} 
~ sup{ II (pap )(pxp) II : x E A, llpxpll = l} 

+ sup{ II (pbp )(pxp) II : x E A, llpxpll = 1} 

= llpapllP + llpbpllp• 

Whence, 11-IIP is a norm of pAp and part (a) is established. 

(b) From the definition of 11-IIP, we have 

That is, 

llpapllP = sup{ II (pap )(pxp) II : x E A, llpxpll = l} 
~ sup{ llpapll llPxPII : x E A, llpxpll = 1} 
= llpapll-

We only need to show that 

Since 

we have 

That is, 

Hence we have 

p 
llpapllp ~ ll(pap)( M )II 

_ IIPaPII 
- IIPII . 
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( c) From the definition of 11-IIP, we have 

IIPIIP = sup{Jl(ppp)(pxp)II : x E A, llpxpJI = 1} 

= sup{ jjpxpjj : x E A, llpxpll = 1} 

= 1. 

( d) Consider 

defined by 

Note that 

But, 

Therefore, 

Lpap E B(pAp ), 

Lpap(pbp) = (pap)(pbp), (b EA). 

IILpapll = sup IILpap(pxp)II 
llpxpll=l 

= sup{ll(pap)(pxp)11 : x EA, llpxpll = 1} 

= llpapllp• 

ll(pap)(pbp)IIP ~ llpapllPIIPbPllp• 

( e) Remember that pAp = { a E A : pap = a}. Now, observe that 

PXnP-+ x implies that p2 xnp2 -+ pxp. 

This follows from the fact that 

So, 
PXnP-+ pxp. 

Therefore, 
pxp = x. 

Whence, 
XE pAp. 

Therefore, pAp is indeed a norm closed subset of A. 
• 

Proposition 4.13 ([12], Proposition 3.3). Let A be a Banach algebra. Let 
a E A be an idempotent of rank n. Then, there are elements a1, ... , an E A such 
that 

a= a1 + ... +an, (4.3) 

35 



Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2021

where rank(ai) == 1, i == 1, ... , n and ai, ... , an are mutually orthogonal idem­
potents. Conversely, if ( 4.3) holds for mutually orthogonal rank one idempotents 
ai, ... , an, then a is a rank n idempotent. 

Proof. Let a E A be an idempotent with rank( a) = n. So, 

a= X1 + ... + Xn, 

where Xi EA and rank(xi) = 1, (i = 1, ... ,n). Let 

bi = axia, (i = 1, ... , n). 

Then, 
bi+ ... + bn = a(xi + ... + Xn)a. 

That is, 
bi + ... + bn = a, because a is an idempotent. 

Also, 
rank( bi) = rank( ax i a), ( i = 1, ... , n), 

~ rank(xi), (i = 1, ... , n), 

= 1. 

Also, rank(bi) =/=- 0, for, rank(bi) = 0 for some i will contradict rank(a) = n. 
Therefore, rank(bi) = 1, (i = 1, ... , n). We next consider B, the algebra gener­
ated by {bi, ... , bn}- Note that 

and 

It follows that a is the identity for the algebra B. Suppose ( a - bi) is invertible 
in B. Then, there is an x E B such that 

= a. 

Clearly, x E A as well. So, 

n = rank(a) 

= rank((a - bi)x) 

~ rank(a - bi) 

~ rank(bi) + ... + rank(bi-i) + rank(bi+i) + ... + rank(bn) 

= n - 1, which yields a contradiction. 
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Thus, a - bi is not invertible in B. That is, 1 E un(bi)­

Since rank(bi) = 1, (i = 1, ... , n), it follows that 

Note that this formula holds in B as well. Now consider the polynomial 

We thus have 

So, 
{O} = u(P(bi)) = P(u(bi)), 

that is, 
P(u(bi)) = {O}. 

Since 1 E un(bi), it follows that P(l) = 0. But, 

P(l) = (1 - .X). 

Therefore, 1 - A = 0 which implies that A = 1. So, we have b; = bi and bi is an 
idempotent, ( i = 1, ... , n ). We complete the proof by induction. The statement 
for n = 2, 3, ... to be proven is P n as follows: Suppose a E A is of rank n and 
a2 = a. If there exists bi, ... , bn such that b; = bi, rank(bi) = 1, abi = bia = bi 
for all i = 1, ... , n and a = bi + ... + bn, then there exists ai, ... , an enjoying 
all of the above properties listed for bi, ... , bn and the additional property that 
aiaj = 0 when i -:/= j. 

For P2. Given a= bi+ b2 with the hypothesis of P2, we have 

Therefore, 

bi= bi 
= bi(a - b2) 

= bia - bib2. 

bib2 = bi - bia 

= 0, because bi a = bi. 

Now suppose Pn is true for n < k. Suppose now that rank(a) = k and bi, ... , bk 
satisfy the hypotheses of Pk. Now let 

Therefore, 
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Note that 

a'= a - b1. 

(a')2 = (a - b1 )
2 

= a - ab1 - b1 a + b~ 

= a - b1 - b1 + b1 

= a'. 

(4.4) 

So, a' is an idempotent. Define b: = a'bia' for i = 2, ... , k and let x E A. We 
then have, 

b~xb~ = (a'bia')x(a'bia'), following from the definition of b~, 

= a'(bi(a'xa')bi)a'. 

Therefore, 

Therefore, 

Also, 

with 

b~xb~ = a' Abia', because rank(bi) = 1, ( i = 2, 3, ... , k ), 

= Aa'bia' 

= Ab~, following from the definition of b~. 

rank(bD = 1, (i = 2, 3, ... , k). 

'b' I 'b I a i = a a ia 

= a'bia' 

= a'bia' a' 

= b~a' = b~, 

a' = b; + ... + b~. 

By the induction hypothesis, there are rank one elements a2 , ••• , ak such that 

2 ai = ai, 

We define 

So that, 

I I 
lli a = a lli = lli' 

a'= a2 + ... + ak, and 

llillj = 0, ( i -/= j). 
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a'= a - a1. (4.5) 

So, 
a= a'+ a1 

= ( a2 + ... + ak) + a1. 

Thus, we only need to show that a1ai = aia1 = 0, (i =/:- 1). Since aia' = a'ai = ai, 
by the inductive hypothesis, we have 

I a1 ai = a1 a ai 

= a1(a - a1)ai, which follows from equation (4.4), 

= (a1a - aDai 

= ( a1 - a1 )ai, by hypothesis, 

=0. 

Similarly, aia1 = 0. 

Conversely, Suppose a1, ... , an are mutually orthogonal rank one idempo­
tents, with 

a = a1 + ... + an. 

We want to show that rank(a) = n and that a is an idempotent. That a is an 
idempotent, is easy to see, for, 

a2 = ( a1 + ... + an )
2 

= a~ + ... + a! + I: aia; 
i~j 

= a1 + ... +an+ 0, 0 emanating from mutual orthogonality of the a/ s, 

=a. 

For the rest of this proof we establish that rank( a) = n. Clearly, 

rank( a) ~ rank( a1 ) + ... + rank( an) 

=n. 

Suppose rank( a) < n. It will then follow that 

a = b1 + ... + bk, k < n, with rank( bi) = 1, ( i = 1, ... , k). 

Let S be a finite dimensional Banach algebra generated by 

{1, a1, ... , an, b1, ... , bk.} 
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From Remark A.20 we see that Sis a direct sum of its radical, Rad(S) and a 
semi-simple Banach algebra As. That is, 

S = Rad(S) EB As, 

We thus have 

ai = airEBais, (air E Rad(S) ,ais E As), (i = l, ... ,n). 

and 
bi = bir EB bis, (bir E Rad(S) , bis E As), ( i = 1, ... , n ). 

We claim that 
a1s, •••,ans 

are mutually orthogonal idempotents, for, a; = ai implies, by using the fact 
that Rad( S) is an ideal and the uniqueness of the direct sum decomposition, 
that ars = ais. So, a1s, ... , ans are idempotents. 

For mutual orthogonality we use exactly the same argument. So, aisajs = 
0. Note that ais -/:- 0, otherwise ai = air and that will mean, by Remark A.4, 
that r( air) = 0, because air E Rad(S). Since air is an idempotent, this will 
mean that air= 0. 

That rank(ais) = 1, is just a routine check. 

Let bis, ... , bqs, (q ~ k) be non-zero elements among the bis, ... , bks• Sim­
ilarly, rank(b;s) = 1, (j = 1, ... , q) as elements of As, 

Lastly, we also have 

as = a1s + , , , + ans 

=bis+,••+ bqs• 

This is motivated by the fact that 

a= b1 + ... + bq = (b1r + .. , + bqr) EB (bis+ .. ,+ bqs), 

and 
a= (air+ ... + anr) EB (a1s + ... +ans), 

Since As is a finite dimensional semi-simple algebra, 

(1) (1) (p) (p) 
a;s = ajs EB ••. EB ajs EB ..• EB ajs EB ••. EB ajs , 

(4.6) 

where a}!) is a dk by dk matrix repeated rk times in the direct sum. Hence, 
Remark 2.20 gives 

rank(a;s) = r1rank(a}~)) + ... + rprank(a}~)). 

40 



Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2021

Since ajs 's are rank one mutually orthogonal matrices, it follows that 

n 

rank(as) = L rank(ajs) = n. 
i=l 

Thus, we have contradicted the assumption that q ~ k < n and equation ( 4.6). 
Therefore, rank( a) = n as required and this completes the proof of the theorem. 

• 

Corollary 4.14. Let a 1 , ... , ar be mutually orthogonal idempotents in A 
of finite ranks. Then, 

rank( a1 + ... + ar) = rank( a1) + ... +rank( ar ). 

Proof. Using Proposition 4.13, we can write each ai as a sum of rank one 
mutually orthogonal idempotents ai/s. Equation ( 4.5) of Proposition 4.13 tells 
us that rank( a1 + ... + ar) = rank( a1) + ... + rank( ar ). 

• 
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5. THE SPECTRAL POINT SEQUENCE, APPROXIMATION 
NUMBERS AND THEIR PROPERTIES 

Throughout this section A denotes a Banach algebra endowed with a unit 
element 1 unless otherwise stated. 

To generalise Yamamoto's Theorem to a general Banach algebra setting, 
we need to make an extensive study of the properties that the spectrum of an 
element in a Banach algebra possesses regarding the finite multiplicity property 
points. We now introduce the notion of a spectral point sequence. 

Let x E A. Let r( x) be the spectral radius of x. Consider the following set: 

S1 = {z: lzl = r(x)} n o-(x). (5.1) 

If the set S1 is comprised of only finite multiplicity spectral points of x, we then 
set 

µi(x)=r(x), (i=l, ... ,n), 

where n is the sum of the multiplicities of the finite multiplicity spectral points 
of x in S1. If S1 has some spectral points of x with infinite multiplicities, we set 

µi(x) = r(x), (i = 1, 2, ... ). 

In the former case we continue by considering x1 = (1- e)x(l- e) as an element 
of the algebra (1 - e )A(l - e ), where e is the sum of the Riesz idempotents 
corresponding to the points in S1 . It is worth noting that r( xi) < r( x ), because 

0-(x)\S1 = o-((1 - e)x(l - e)), 

because O' eAe ( exe) = S1, by part ( d) of Proposition 4.11. We consider the set 

If S2 consists only of finite multiplicity spectral points of x1, we set 

µn+i(x) = r(xi), (i = 1, ... , n1), 

where n1 is the sum of the multiplicities of the points of S2. Otherwise, we set 

µn+i(x)=r(x1), (i=l,2, ... ). 

Continuing like this, we obtain the sequence 

(5.2) 
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of non-negative numbers called the spectral point sequence of x. 

The sequence (5.2) can either be infinite or finite. It can be finite if er( x) 
is comprised of only a finite number of points of finite multiplicity and this is 
the case when the Banach algebra A is finite dimensional and semi-simple, see 
Proposition A .19. 

We use n(x) to denote the length of the sequence (5.2). 

Definition 5.1. Let x E A. The j1h approximation number of x is given 
by 

a;(x) = inf{llx - YII: y E A,rank(y) < j}. 

Properties of approximation numbers for elements of B(X), where X is a 
Banach space have been thoroughly investigated in the literature, see for instance 
monographs [6] and [13]. 

In the next lemma we state and prove some properties of approximation 
numbers for elements of A, necessary for the proofs of the main result in this 
thesis. 

Lemma 5.2. Let x, y E A. 
(a) If m ~ n then am(x) ~ an(x), and a1(x) = llxll; 

(b) am+n-1(xy) ~ am(x)an(Y); 
(c} am+n-1(x + y) ~ am(x) + an(Y); 
(d) am(xy) ~ am{x)IIYII and an(xy) ~ an{Y)llxll; 
( e} if x is an idempotent of rank at least m then am ( x) ~ 1. 

Proof. {a) Follows trivially from Definition 5.1. 

(b) Let€> 0 and x, y EA be given such that rank(x) < m and rank(y) < n 
with llx - xii < am(x) +€and IIY - fJII < an(Y) + €. Using Proposition 2.2 it 
follows that 

We thus have, 

rank{x(x - fj) + xfj) ~ rank(x(y - fj)) + rank(xfj) 

~ rank{ x) + rank(y) 

<m+n-1. 

am+n-1(xy) = inf{llxy - zll : z EA, rank{z) < m + n - 1} 

~ llxy - (x(y - fJ) + xfi)II 

= llxy - xy + xii - xfill 
= llx(y - ii) - x(y - ii)II 

= ll(x - x)(y - ii)II 

~ llx - xll-llY - fJII 
< (am(x) + €)(an(Y) + €). 
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Therefore, since € > 0 was chosen arbitrarily, 

am+n-1(xy) ~ am(x)an(y). 

( c) Let € > 0 and let x, y E A be such that rank(x) < m and rank(y) < n 

and llx - xii< am(x) +½and IIY - yll < an(Y) + f. 
Since rank(x + y) < m + n - l, it follows that 

Hence, 

am+n-1(x + y) ~ llx + y - (x + 11)11 
= llx + Y - x - YII 
= ll(x - x) + (y - g)II 

~ llx - xii+ IIY - YII 

< am(x) + an(Y) + €. 

am+n-1(x + y) ~ am(x) + an(y). 

( d) From (b) with n = l and using ( a), we get 

am(xy) ~ am(x)a1(Y) 

= am(x )IIYII-

Similarly, with m = 1, we get, 

an(xy) ~ an(Y)llxll• 

( e) We prove this by contradiction. Suppose x is an idempotent of rank at 
least m and am ( x) < 1. Then, there is a y E A with rank(y) < m such that 
llx - YII < l. It then follows that 1 - x + y is invertible. So, 

m ~ rank(x) 

= rank(x(l - x + y)(l - x + y)-1
) 

~ rank(x(l - x + y)) 
= rank(xy) 

~ rank(y) 

<m, 

which yields a contradiction. 

Lemma 5.3. Let x E A and define the number 

ek(x) = sup{IIYll-1 
: k ~ rank(xy) ~ oo, (yx)2 = yx, x EA}, (k ~ 1). 
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If the set of all y E A such that k ~ rank( xy) ~ oo and (yx )2 = yx is empty, we 
leave ek undefined. Note that this happens when rank(x) < k. If ek(x) exists, 
then ek(x) ~ ak(x). 

Proof. Note that 
llyxll = ll(yx )(yx )II 

~ IIYxllllYxll-

Therefore, llyxll 2::: 1. Thus, IIYII 2::: llxll-1
• So, if the set of such y' sis non-empty, 

ek(x) ~ llxll < oo. Let€> 0 be given and let y satisfy 

ek(x) - € ~ IIYll- 1
, rank(yx) 2::: k and (yx)2 = yx. 

Then, by Lemma 5.2, 
1 ~ ak(xy) 

~ ak(x)IIYII• 

So, 
ek(x) - € ~ IIYll-1 

~ak(x). 

Therefore, ek(x) ~ ak(x). 
a 

The following sequence of lemmas paves a way for the proofs of the main 
result, Theorem 5.9, to be stated later in the section. 

Lemma 5.4 ([12], Lemma 4.5). Let x E A and let {µn(x)}~=l be the 
8pectral point sequence of x where n( x) ~ oo. Let n be a positive integer not 
greater than n( x). Then, 

1 

limsupm--+oo(an(xm))m ~ µn(x). 

Proof. Let e be the sum of the Riesz idempotents corresponding to the 
spectral points of x with absolute value strictly greater than µn( x ). Since each 
such a spectral point is of finite multiplicity, rank( e )< oo. Let k = rank( e ). By 
definition of µn( x) and part ( a) of Lemma 5.2, k < n. So, for any non-negative 
integer m, 

an(xm) ~ ak+i(xm), because k ~ k - 1 implies k + 1 ~ n 

~ llxm - exmll, because rank(exm) ~ k < k + 1 

= 11(1 - e)xmll• 

By the spectral radius formula and properties of the Riesz idempotents, we have 

lim 11(1 - e)xmll~ = lim 11(1 - e)x(l - e)mll ! 
m--+oo m--+oo 

= µn(x). 
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Therefore, 
lim (an(xm)p~ ~ lim 11(1 - e)xm II! 

m---+ ex, m---+ ex, 

= µn(x). 

Theorem 5.5 ([2], page 46). Let x E A. Suppo.se a ft_ o-(x). Then, 

dist(a,o-(x)) = r{(o_:z)-i)• 

• 

Proof. Let f! be an open set containing o-(x), but not a. Then /(A)= 
0

:_~ 

is holomorphic on f!. So, o-((a - x)-1
) = { 

0
.:_~ : A E o-(x)}. In particular, 

r((a - x)-
1

) = sup{ la~ Al : A E u(x)} 

1 
---------

inf{la - Al: A E o-(x)} 
1 

- dist(a,o-(x))" 

Corollary 5.6. If O i.s not in o-(x) and µo = min{IAI: A E 80-(x)}, then 

-1 1 r(x ) = -. 
µo 

Proof. In Theorem 5.5, let a= 0. Thus, 

1 
r(x-l) = dist(O, 

1 

Lemma 5.7. Let y E A. Let (3 E lR+. Then, 

lim IIYm 11 ! = ~ implies that 
m---+ ex, fJ 

Proof. We have 

- 1 
limm---+cx, IIYm II m 

= (3. 
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• 

Lemma 5.8 ([12], Lemma 4.6). Let a E A, {µn(a)}~=l be the spectral point 
sequence of a and n(x) ~ oo. Let n ~ n(a) be given and suppo3e µn(a) > 0. Let 
k denote the sum of the multiplicitie3 of the spectral points of a with absolute 
value at least µn (a). Then, 

Proof. Let e be the sum of the Riesz idempotents corresponding to the 
spectral points of a with absolute value greater than or equal to µn(a). By 
Corollary 4.14, rank(e) = k. By Theorem 4.12, eAe is a Banach algebra with 
norm II-lie, equivalent to 11-11 on A. Moreover, O'eAe(eae) consists of all A E a(a) 
such that I A I 2:'.: µ k (a), the inequality following from the nature of the sequence 
(5.2). So, 0 ~ O'eAe(eae). This says that eae is invertible in eAe, that is, there 
is a b E A such that 

(eae)(ebe) = (ebe)(eae) = e. 

By part (c) of Theorem 4.6, 
eae = ea. 

Thus, 
( ebe )( eae) = ( ebe )(ea) 

= (ebe)a. 

Therefore, for every m E z+, (ebe)mam = e. To see that ek(am) is defined, let 
y = (ebe)m then 

In this case rank(am(y)) = rank(e) = k, so ek(am) is well defined. In fact, 

Since 
ebe = ( eae )-1 in eAe, 

it follows that 

Thus, 

So, 

1 
r(ebe) = -(-), by Corollary 5.6. 

µk a 

lim ll(ebe)mllfa = _]:_( ) , which is Beurling's formula. 
m-oo µk a 

lim ll(ebe)mlP~ = _]:_( ) , because II-lie is equivalent to 11-11-
m-oo µk a 
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Therefore, 

So, 
1 1 

liminf(ll(ebe)mll-l)"m ~ liminf(ek(am))m, because ll(ebe)mll-1 ~ ek(am), 
m--+oo m--+oo 

that is, 

Thus, 
1 

µ k (a) ~ lim inf ( e k (am)) m. 
m--+oo 

• 
We are now in a position to state the main result of this paper and prove a 

special case thereof. A proof for the general case is relegated to the next section. 

Theorem 5.9 ([12], Theorem 4.2). Let a E A, and let {µn( a )}~1 be the 
.spectral point .sequence of a, where n(a) ~ oo. Define µ(a) = lim;--+oo µ;(a) if 
n(a) = oo, otherwi.se, µ(a)= µn(a)(a). 

(a) Assume n(a) = oo. Then, for every n such that µn(a) > µ(a), we have 

and if µn(a) = µ(a) then, 

(b) Assume n(a) < oo. Then, equation (5.3) holds for every n ~ n(a). 

Proof. (a) Let n E z+ be given. 
1 

lim (an(am))m ~ µn(a), by Lemma 5.4. 
m--+oo 

(5.3) 

(5.4) 

So, the inquality (5.4) always hold. If µn(a) > µ(a), then let k be the sum of 
the multiplicities of the spectral points with absolute value at least µn( a). We 
observe that µk(a) = µn(a) and k ~ n. So, 

1 

µn(a) ~ liminf (ek(am))m, just by Lemma 5.8, 
m--+oo 

1 

~ liminf (an(am))m, from Lemma 5.3, 
m--+oo 

m--+oo 

~ µn( a), by Lemma 5.4. 
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That is, 

So, 

and so, part (a) is proved. 
(b) If µn(a) > 0, then the above argument applies just fine. If µn(a) = 0, 

Lemma 5.4 says that 

1 

lim sup (an(am)) m ::; µn(a) = 0. 
ffi---+CX) 

Therefore, 

ffi---+CX) 

Whence, 

• 

To explore the inequality (5.4) further, some work will need to be done and 
in the next section we look into that. 
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6. THE SPECTRAL RADIUS PROPERTY FOR BANACH 
ALGEBRAS 

1 

So far we have explored the limiting behaviour of ( an (am)) m , for a fixed 
n as m increases, for the case n( a) < oo and for the case n( a) = oo with 
µn(a) > µ(a). For the case µn(a) = µ(a), with n(a) = oo, we do the work in 
this section. As mentioned in the introduction, Nylen and Rodman conjectured 
that in this case we have equality with limsup replaced by limit. We prove the 
truth of their conjecture in this section. 

To formulate the general result, we first investigate PJ 11 , the norm closure of 
finite rank elements of a Banach algebra A. We will consider the factor algebra 
A/ F J 11 • We will use a K (a) to denote the spectrum of a + F J II and r K (a) to 

denote its spectral radius, where a+ PJ 11 is an element of A/ PJ11 • Also let llall K 

denote the norm of a+ PJ11 • 

Theorem 6.1. Let a E A and let a 00 ( a) = limk-oo ak( a). Then, 

(a) aoo(a) = inf{lla - YII: y E FA}, the diJtance from a to FA, 

{b} Let KA= {a EA: a00 (a) = 0}. Then, 

KA is a norm closed two - sided ideal in A and 

F-11.11 _K 
A - A· 

Proof. (a) Obviously 

inf {Ila - YII : rank(y) < oo} ~ ak( a) for each k. 

Hence 
inf{lla - YII: rank(y) < oo} ~ inf ak(a) 

= aoo(a). 

For the opposite inequality, let y E A be such that rank(y) < oo. Suppose 
rank(y) < k. Then 

Hence 
inf{lla - YII : rank(y) < oo} ~ aoo( a). 

Whence 
dist(a, FA)= a00 (a). 

(b) We first show that KA is norm closed. 
Let {xn}~=t be a convergent sequence with Xn E KA, for all n. Say Xn-+ x. 

So, given € > 0, there is an N > 0 such that llxn - xii < € whenever n ~ N. 
But, 

a2k-1(x - Xn + Xn) ~ ak(x - Xn) + ak(xn), by Lemma 5.2(c). 
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That is, 

So, 

That is, 

a2 k- 1 ( X) ~ a k ( X - X n) + a k ( X n) 

~ a1(x - Xn) + ak(xn), by Lemma 5.2(a), 

= llx - Xnll + ak(xn), by Lemma 5.2(a). 

aoo(x) ~ llx - Xn II+ aoo(xn) 

= llx - Xn II because Xn E KA implies that a00 (xn) = 0. 

So, 
lim aoo( x) ~ lim !Ix - Xn II n--+oo n--+oo 

=0. 

Therefore, a00 (x) ~ 0, which implies that a00 (x) = 0. Hence, x E KA. Whence, 
KA is norm closed. 

We next show that KA is a two-sided ideal in A. Let x, y E KA. So, 

Therefore, 

That is, 

So, 

lim a2n-1(x - y) ~ lim an(x) + lim an(y). n--+oo n--+oo n--+oo 

aoo(x - y) ~ aoo(x) + aoo(Y), 

=0. 

x-y E KA. 

Let z E KA and x EA. So, an(xz) ~ an(z)llxll, by Lemma 5.2(d). Therefore, 

aoo(xz) ~ aoo(z)llxll 
= 0. 

Therefore, 

Similarly, 
zx E KA. 

Therefore, KA is a two-sided ideal of A. 
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If x E FA, say rank(x) < k. Then ak(x) = 0. Hence a00 (x) = inh ak(x) = 0. 
Thus FA~ KA, Let x E P} 11

• Since KA is closed, it follows that P} 11 ~ KA, 
For the reverse inclusion, let x E KA. So, a00 ( x) = 0. It then follows from 

(a) that 

Whence, 

inf{llx - YII: y E FA}= 0. 

K _ F-11.11 
A- A· 

• 

Remark 6. 2. In the proof of Theorem 6 .1 (a), it is also clear that a00 (a) = 
inf {Ila - YII : y E KA}, which is the norm of the Banach algebra A/ KA, Also, if 
A = B(X), with X a Banach space having the approximation property, that is 

F(X) 11 ·11 = K(X), then KA will be the ideal of the compact operators on X. 

• 

In the following theorem we will provide conditions on a Banach algebra 
such that the inequality (5.4) becomes equality, with limsup replaced by limit. 

Theorem 6.3 ([12], Theorem 5.1). Let a E A be such that the .spectral 
point sequence {µn(a)}~=l of a has an infinite length, with limit µ(a) and that 
for some integer n, 

µn(a) =µ(a)= sup{IAI: A E O"A(a) and A is not an f.m. spectral point.}(6.1) 
{Herein, f. m . .stands for finite multiplicity.) 
A.s.sume that 

rK(a) = µ(a). (6.1) 

Then, 

Proof. For any n E z+, 
1 1 

liminf(an(am))m = liminf (inf{llam - xii: rank(x) < n})m 
m---+oo m---+oo 

~ liminf(inf{llam - xii! : rank(x) < oo}) 
m---+oo 

1 = liminf (an(am))ni 
m---+oo 

~ liminf(inf{llam - xii! : x E KA}) 
m---+oo 

= liminf 11am + KAIi ! 
m---+oo 
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But, 
1 

limsup(an(am))m ~ µn(a). 
m--+oo 

So, 

Whence, 

• 
Note that from the above proof of Theorem 6.3, and Lemma 5.4, we have 

So, the following inequality always hold: 

rK(a) ~ µ(a), (6.2) 

where µ(a) is as in Theorem 6.2. 

Definition 6.4. A Banach algebra A i3 Mid to have the 3pectral radiu3 
property if 

rK(a) = µ(a), 

for every a E A for which {µn( a)} ~=l i3 an infinite length 3pectral point 3equence 
with limit µ(a) attained by µk(a), for 3ome integer k. 

We will need the following lemma to prove that finite dimensional algebras 
have the spectral radius property. 

Lemma 6.5 ([12], Lemma 5.5). Suppo3e for a E A there i3 an element b E 
A 3uch that ab i3 an idempotent of infinite rank. Then, 

Proof. We show that if e is an idempotent of infinite rank, then llellK ~ 1. 
Suppose llellK < 1. There is a finite rank element x such that lie - xii < l. So, 
1 - e + x is invertible. As such, 

e = e(l - e + x )(1 - e + x )-1 

= ex(l - e + x)-1
• 
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Therefore, 
rank( e) ~ rank( x) 

< 00. 

Thus, we have a contradiction, because, by assumption, rank( e) = oo. Since ab 
is an idempotent of infinite rank, it follows that 

So, 
1 ~ llabllK 
~ llallKllbllK 
~ llallKllbll-

Therefore, 

• 
Theorem 6.6 ([12], Theorem 5.4). Suppose the spectral point sequence of 

a E A is infinite, and for some n, µn(a) = µ(a). Suppose further that there 
is an isolated point A E u( a) such that IAI = µ(a) and the corresponding Riesz 
idempotent e is of infinite rank, then 

rK(a) = µ(a). 

Proof. Suppose µ(a)== 0. Obviously, since rK(a) ~ µ(a), no work needs 
to be done in this case. 

We now Suppose µ(a) > 0. Since O ft. O"eAe(aea), it follows that eae is 
invertible in eAe. Let ede be the inverse of eae in eAe. 

By Corollary 5.6, since a eAe ( aea) = {A}, we have 

(6.3) 

Recall that e commutes with a. So e = aede = am(ede)m, which is an 
idempotent for any m E z+. By Lemma 6.5, with am playing the role of a and 
( ede) m playing the role of b, we get 

(6.4) 
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Using equality (6.3) and inequality (6.4) and Beurling's formula we have, 

1 

rK(a) = lim llanllk 
n-oo 

1 

~ lim ( 11 ( ede r 11-1
) n 

n-oo 

= lim ll(eder11-¼ 
n-oo 

1 = lim 1 

n-oo II( ede r II n 

= IAI. 

That is, 
rK(a) ~ IAI 

= µ(a). 

So, we have 
rK(a) = µ(a), 

because, from inequality (6.2), we always have rK(a) ~ µ(a). 
a 

Corollary 6. 7. Let A be a finite dimensional Banach algebra. Then, A 
has the spectral radius property. 

Proof. We first claim that if A is finite dimensional, then x E A implies 
that x is algebraic. 

Let a E A be such that {µn(a)}~=l is an infinite length spectral point 
sequence with limit µ(a) attained by µk( a), for some integer k. Consider B = 
{ an : n = 1, 2, ... }. Note that an EA, (n = 1, 2, ... ). Since dim(A) < oo, only 
a finite number of elements of Bare linearly independent over <C. So, there is a 
polynomial P(z) such that P(a) = 0. Therefore, a is algebraic and the claim is 
established. By Corollary 2.3, a( a) is a finite set. Whence, applying Theorem 
6.6, the result follows. 

a 

In the rest of this section we will use our own techniques to show that 
B(X) has the spectral radius property and exploit the same idea to show that 
any Banach algebra with a unit element also has the spectral radius property. 

To accomplish this we will make use of the standard results on Riesz theory 
and Fredholm theory for Banach algebras. Since this theory is involved and 
well established in the literature, see [3] and [5], we will use the results without 
proofs. 

We call an element x E A inessential if its spectrum O"A(x) is at most 
countable with zero being the only possible accumulation point. An ideal con­
sisting only of inessential elements is called an inessential ideal. It follows from 
Corollary 2.3 that FA is an inessential ideal. Clearly the norm closure of any 
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inessential ideal will also be inessential. As such, KA is an inessential norm 
closed ideal of A. 

From [3], Section R, we see that Fredholm theory and Riesz theory in A 
is carried out relative any inessential two-sided ideal of A. For our purpose 
we consider Fredholm theory and Riesz theory relative to KA. We call x E A 
Fredholm relative to KA if x + KA is invertible in A/ KA. We will denote the 
class of Fredholm elements of A by cl>(A). We call x EA Rie3z if rK(x) = 0 and 
denote the class of Riesz elements of A by R(A). 

It is a direct consequence of the above definitions that x E R(A) if and only 
if ox(x) = {O} if and only if A - x E cl>(A) for all A-:/: 0. 

Remark 6.8. If A = B(X), then it is clear from [3], Theorem 0.2.2 that 
invertibility modulo FA = F(X) is equivalent to invertibility modulo K(X). 
Since F(X) ~ KA ~ K(X), in general, it will follow that the Riesz and Fredholm 
elements relative KA as we defined them, coincide with the classical Riesz and 
Fredholm operators. In fact r K( x) and ox( x) are exactly the essential spectral 
radius and the essential spectrum respectively. 

We call A E <Ca Fredholm point of x EA if A- x E cl>(A) and we call,\ E <C 
a Rien point if either A rl, u( x) or if A is an isolated Fredholm point of u( x ), see 
[3] Section R. 

We will need the following theorem to prove that B(X), where X is a 
Banach space, has the spectral radius property. 

Theorem 6.9 ([3], Theorem R.2.4). Let x EA. Then, every Fredholm point 
of x lying in 8u( x) i.'J i.'Jolated. 

• 

Theorem 6.10. Let A = B(X), where X i.'J a Banach 3pace. Then A ha3 
the 8pectral radiu8 property. 

Proof. Let T E B(X), with the spectral point sequence {µ;(T)}.i= 1 of 
infinite length, satisfying µm(T) = limn-+oo µn(T), for some integer m. The 
essential spectral radius of T has the following property: 

rK(T) ~ µm(T), which is just inequality (6.2). 

So, we only need to show that µm(T) ~ rK(T). 

Recall that the essential spectrum of T is given by 

Consider the set 

uK(T) = u(T + K(X)) 
= u(T)\{,X E u(T): A - TE cl>(A)}. 

S = {A E u(T): IAI > rK(T)}. 
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Suppose S = 0. In this case we have 

I..\I ~ rK(T), for all ,\ E a(T). 

Therefore, µm(T) ~ rK(T). We thus have µm(T) = rK(T). 
Now we suppose S =I 0. We show that all elements of S are contained in 

8as(x)(T). Suppose not. Then there exists a point ,\ E S\8as(x)(T). Hence 
we can find a neighbourhood U C O"B(X)(T) which contains ..\. (We can even 
assume that U (/:. aK(T)). Now we let 

to = sup{tl(l + €)..\ E a(T) for all f ~ t}. 

Then (1 + t 0 )..\ E O'(T) because a(T) is closed. Moreover (1 + t 0 )..\ E 8a(T) n S. 
Hence (1 + to)..\ is isolated by Theorem 6.9 which gives a contradiction by the 
definition of to. It follows from Theorem 6.9 that S consists only of isolated 
points. Let Ao E Sand consider p(..\o, T), the spectral projection corresponding 
to ..\0 • Let r be a rectifiable curve enclosing no other point of O'(T) other than 
Ao. We thus have 

p(..\o, T) + K(X) = p(..\o, T + K(X)) 

= ~ I(..\ -T + K(X))- 1d..\ 
2n Jr 

= 0, by the Cauchy's Integral Theorem, as Ao ff_ aK(x ). 

So, p(..\0 , T) E K(X), which means that p(..\o, T) E F(X), since any compact 
projection is of finite rank. Whence, ..\0 is a finite multiplicity point. Therefore, 
,\ E S implies that ,\ is a finite multiplicity point. So, µm(T) = µ(T) ~ rK(T) 
and the theorem is established. 

• 
The idea of the proof of Theorem 6.10 will be used to show that any Banach 

algebra with a unit element has the spectral radius property. 

Lemma 6.11. Let I be a two-Jided ideal of A and let x E A. Suppo8e 
µ # 0 i8 iJolated in a A( x ). If the RieJz idempotent eµ corresponding to µ i8 in 
/11-11, then eµ E /. 

Proof. The subalgebra eµlll-11 eµ of A is closed. So, it is a Banach algebra 
with identity eµ- Also, eµI eµ is a dense two-sided ideal in eµfll-11 eµ- Clearly, 

eµfll•lleµ = eµIeµ, 

for if not then we can find a proper maximal ideal J containing eµI eµ- Since 
J is closed and dense in eµlll-lleµ, it has to be all of eµlll•lleµ, which yields a 
contradiction. So, 

That is, eµ E J as wanted. 

e E e /II-lie µ µ µ 

= eµIeµ 

cl. 
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Theorem 6.12. Let A be a Banach algebra with a unit element 1. Then, 
A ha3 the 3pectral radiu3 property. 

Proof. Let a E A, with the spectral point sequence given by {µn(a)}~=l 
with n(a) = oo, and µm(a) = limn-CX) µn(a), for some integer m. From inequal­
ity (6.2), we always have 

(6.5) 

So, we only need to show that µm(a) ~ rk(a). Remember that 

ox(a) = uA(a)\{A E uA(a): (A - a) E cp(A)}. 

Consider the set 

S = {A E uA(a): IAI > rk(a)}. 

If S = 0, then IAI ~ rk(a) for all A E uA(a). Therefore, µm(a) ~ rk(a). 
Now we suppose S =J 0. We show that all elements of Sare contained in 

au A (a). Suppose not. Then there exists a point A E S\ au A (a). Hence we can 
find a neighbourhood U C u A (a) which contains A. (We can even assume that 
U ¢:. uK(a)). Now we let 

to= sup{t I (1 + E)A E u(a) for all f ~ t}. 

Then ( 1 + t0 )A E u( a) because u( a) is closed. Moreover ( 1 + to )A E 8u( a) n S. 
Hence (1 + t0 )A is isolated by Theorem 6.9 which gives a contradiction by the 
definition of t0 • It follows from Theorem 6.9 that S consists only of isolated 
points. Let Ao E S and consider p(Ao, a), the spectral idempotent in A corre­
sponding to Ao. Let r be a simple rectifiable curve enclosing no other point of 
u A (a) other than Ao. Thus, 

p(Ao, a)+ KA= p(Ao, a+ KA) 

Therefore, 

= ~ { (A - a+ KA)-1dA 
2n Jr 

= 0, by the Cauchy's Integral Theorem, as Ao ft. uK(a). 

p(Ao, a) E KA = PJ11 • 

So, by Lemma 6.11, p(Ao, a) E FA. Therefore, Ao is a finite multiplicity point. 
We thus have A E S implies that A is a finite multiplicity point of u A( a). There­
fore, 
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{6.6) 

Inequalities {6.5) and {6.6) yield, 

rK(a) = µ(a). 

Whence, A has the spectral radius property. 
C 

We have shown that any Banach algebra with unit has the spectral radius 
property. Hence, C*-algebras do have the property. Nylen and Rodman in [2] 
proved that any C*-algebra with unit has the spectral radius property. Their 
proof makes use of the reduced atomic representation of C* -algebras. To con­
clude this thesis we would like to mention that the representation used in [3], 
Theorem C* .4.3, gives a much more elegant proof that a C* -algebra with a unit 
element has the spectral radius property. We state Theorem C* .4.3 without 
proof. It was shown in [14], that FA= Soc(A), where Soc(A) = {O} if A has no 
minimal left or right ideals. Otherwise if A has minimal ideals and the smallest 
left ideal containing all minimal left ideals coincides with the smallest right ideal 
containing all minimal right ideals and we call this two-sided ideal the socle of 
A, denoted by Soc(A). 

Theorem 6.13 {[3], Theorem C* .4.3). Let A be a ~ -algebra. there is a 
faithful *-( and therefore isometric) representation {cp, H) of A on a Hilbert space 
H with the following properties: 

( a) cp(Soc(A)) = F(H) n cp(A), 

(b) cp(Soc(A)) = K(H) n cp(A), 

(c) cp(R(A)) = R(H) n cp{A), 

(d} cp(cI>(A)) = cI>(H)n cp(A) if A is unital. 

C 

Theorem 6.14. Let A be a ~-algebra with a unit element. Then, A has 
the spectral radius property. 

Proof. We may assume that A is a C*-subalgebra of B( H) and that 

KA= K(H)nA. 

The map 
1P: A/KA-. B(H)/K(H) 

defined by 
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is a *-isomorphism. Hence 1/J(A/ KA) is a C*-subalgebra of B(H)/ K(H). That 

follows from a well-known fact in C*-algebra theory, namely that the spectrum 
of an element in a C*-algebra is the same as the spectrum with respect to any 
C*-subalgebra containing that element. 

From Theorem 6.9, B(H) has the spectral radius property. It follows from 
Theorem 6.13(a) and the fact that uA(a) == O'B(H)(c,o(a)) that A has the spec­
tral radius property as well: Suppose Ao is an isolated point of u A with finite 
multiplicity. Then, since cp is a C*-algebra isomorphism, 

cp(p(Ao,a)) == p(Ao,cp(a)), 

where in each case p( Ao,.) is the spectral projection corresponding to Ao. From 
Theorem 6.13( a) p( Ao, a) is finite rank if and only if p( Ao, c,o( a)) is finite rank. 

• 
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APPENDIX 

The following standard facts and definitions have been relegated to this 
section, the appendix, merely to facilitate the flow of the presentation of the 
main results. 

Definition A.1. Let A be a unital Banach algebra over <C. Let X be a 
Banach 3pace over <C. 

(i) We define a non-zero irreducible repre3entation of A on X namely 1r to 
be a homomorphi3m from A into B(X} 3uch that {O} and X are the only 
invariant 3Ub3pace3 under 1r( a) for all a E A. We MY 1r i3 continuou3 
if there i3 a con3tant C 3uch that ll1r(a)II ~ Cllall-
(ii) We define a primitive ideal to be a kernel of 3ome continuou3 irreducible 
repre3entation of A and we denote the 3et of 3uch ideal3 by ITA. 

(iii) An algebra A i3 primitive if {O} i3 a primitive ideal of A. 

(iv) The radical of an algebra A, denoted by Rad( A}, i3 defined to be the 
inter3ection of the kernel3 of all continuou3 irreducible repre3entation3 
of A. If there are no primitive ideal3 we define Rad( A) == A. 

(v) An algebra A i3 3emi-3imple if Rad{A} == {O}. 

Theorem A.2. Let A be an algebra with unit 1. Then the following are 
identical: 

( a) the inter3ection of all maximal left ideal3 of A, 

{b} the inter3ection of all maximal right ideal3 of A, 

{c} the 3et of x 3uch that 1 - zx i3 invertible in A, for all z E A, 

( d} the 3et of x 3Uch that 1 - xz i3 invertible in A, for all z E A. 

Proof. The equivalence of (c) and (d) follows from the fact that O'A(zx) U 
{O} = O'A(xz) U {O}. We only show the equivalence of (a) and (c) as that of (b) 
and ( d) is shown analogously. 

Let x be in the intersection of all maximal left ideals of A. If 1 - zx is not 
invertible then A(l - zx) is a left ideal of A, so it is contained in some maximal 
left ideal Io. Then zx E Io and 1 - zx E Io. So 1 E Io. That is Io = A, which 
yields a contradiction. 

For the converse, suppose that 1 - zx is invertible for all z E A. If x is not 
in the intersection of all maximal left ideals, it means that there is a maximal 
left ideal J0 such that x ~ Jo. Then Io + Ax = A and as a result 1 - zx E Jo, 
which yields a contradiction because it will imply that 1 E J0 • 

Let I be a maximal left ideal of A. It is closed , so 

X =A/I 
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is a Banach space for the norm defined by 

lllalll = inf Ila+ ull, 
uEI 

where a = a + I is an element of A/ I. There is a natural representation 1r of A 
on X defined by 

1r(x )a = xa. 

This continuous representation is called the left regular repretrnntation associated 
to I. It is irreducible because I is a maximal left ideal. The kernel of the 
representation is 

ker(1r) =(I: A)= {x: x E A,xA CI}. 

The following theorem provides the characterization of the radical in terms 
of irreducible representations for Banach algebras. 

Theorem A.3. Let A be a Banach algebra with unit 1. Then, 

( a) for every irreducible repre8entation 1r of A there i8 a maximal left ideal 
I 8uch that ker(1r) =(I: A), a8 a re8ult, ker(1r) i8 a clo8ed two-8ided 
ideal of A, 

(b} the radical of A, Rad( A}, equal8 any of the 8et8 de8cribed in 
Theorem A.2 

Proof. ( a) Let 1r be an irreducible representation of A on a complex vector 
space X and let a =f. 0 be in X. Then 

F = { 1r( x )a : x E A} 

contains a and it is invariant under 1r, so F = X. Let 

I = { x : x E A, 1r( x )a = 0}. 

Because F = X, we have I =f. A, so I is a left ideal of A. Let J be a proper left 
ideal of A containing I. Then either J = I or {1r(x)a: x E J} is different from 
{O} and is invariant under 1r. So {1r(x)a: x E J} = X. As a result, there is an 
e E J such that 1r(e)a = a, so xe - x EI for all x EA. Then for any x EA we 
have 

x = (x - xe) + xe EI+ JC J, 

so that A = J and that yields a contradiction. As a result I is a maximal 
left ideal. Clearly ker(1r) C (I : A). If x E (I : A), then xA C I and thus 
1r(x)1r(y)a = 0 for every y E A. As a result we have 1r(x)X = {O}, whence 
1r(x) = 0. That is x E ker(1r). 

(b) If x E Rad(A) then xA c Rad(A) CI for all maximal left ideals I. As a 
result thereof, x E ( I : A) for all maximal left ideals I. It follows from (a) that x 
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is in the intersection of the kernels of all continuous irreducible representations 
of A. 

For the converse, if x is in the intersection of the kernels of all continuous 
irreducible representations of A then x E (I : A) for all maximal left ideals I. 
Whence, x = xl EI for all such I, and thus x E Rad(A). 

C 

Remark A.4. Let A be an algebra with a unit 1. Parts (c) and (d) 
of Theorem 2 yields that the radical, Rad(A), of A is contained in the set of 
quasi-nilpotent elements of A. 

C 

Remark A.5. We note that if 1r : A --+ B(X) is a continuous irreducible 
representation of A, then 1r(l) is the identity operator I in B( X) for if this is not 
true, we will have 1r(l )X to be a closed subspace of X which is invariant under 
1r( a) for every a E A. To see closedness, suppose 1r(l )xn --+ y. So 1r(l )xn 
1r(l )1r(l )xn --+ 1r(l )y. So y E 1r(l )X. This contradicts the irreducibility of 1r. 

C 

Remark A.6. It is worth noting that if an algebra A is primitive then 
it is semi-simple. This follows from the fact that {O} E IIA which implies that 
Rad(A) = nPEIIA P = {O}. Whence, by Definition A.1 (v), A is semi-simple. 

C 

Definition A. 7 We call an algebra A semi-prime if uxu == 0 for all x E A 
implies that u == 0. 

Remark A.8. Let A be a semi-prime algebra. Let J be a left ideal or 
right ideal of A. Then J2 = { 0} implies that J = { 0}. To see this let y E J. 
So yxy E J 2 for all x E A. That is yxy = 0 for all x E A. From Definition A. 7 
y = 0. Since y was arbitrarily chosen from J, we conclude that J = {O}. 

C 

Definition A.9. Let A be any algebra. 

(i) An idempotent in A is an element p such that p2 = p. 

(ii) A minimal idempotent in A is a non-zero idempotent p such that 
pAp is a division algebra and we denote the set of all such idempotents by 
Min(A) 

Definition A.10. A right ideal R of an algebra A is minimal if R f:. {O} 
and if for any right ideal R1 C R, either R1 = {O} or R1 = R. Analogously, a 
left ideal L of A is minimal if L f:. {O} and if for any left ideal L1 C L, either 
L1 = {O} or L1 = L. 

Lemma A.11 ([4], Lemma 6). Let A be a semi-prime algebra. 

(i) If e E Min(A) then Ae is a minimal left ideal of A. 

(ii) If e E Min(A) then eA is a minimal rigth ideal of A. 
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Proof. (i) Suppose that e E Min(A). Let J be a non-zero left ideal of A 
with J C Ae. By the contraposition of Remark A.8, J 2 -=I= {0}. So there are 
elements ae and be of J such that aebe -=I= 0. It follows that ebe -=I= 0. Since 
eAe is a division algebra, there exists a c E eAe such that cebe = e. Then 
Ae = Ace be C Abe C J, and so Ae is a minimal left ideal. 

(ii) This part of the lemma follows by an analogous argument as in (i). 

Lemma A.12 ([3], Theorem BA.3.5). Let A be a 3emi-3imple algebra. 

If e E Min(A), then there i3 a unique Pe E TIA 3uch that e <:/. Pe, 

Proof. Let e E Min(A). So, 

Pe= {x EA xA C A(l - e)} 

is a primitive ideal because, 

1r: A-+ B(Ae) 

defined by 
1r(a)be = abe 

• 

is an irreducible representation of A on Ae with kernel Pe. The irreducibility 
follows since e is minimal. Thus, e t/. Pe, because e E Pe implies that 

1r(e)Ae = eAe = {O}, 

which will yield a contradiction. 
If P E TIA and e (/. P, then P n Ae = {0}, because by Lemma A.11 Ae is 

a minimal left ideal. Hence, Pe= {0}, because Pe ~ P n Ae = {0}. If x E P, 
then, obviously, xA C P. So, xAe = {0}. It then follows that x E Pe and thus 
PC Pe. But PeAe = {0} C P. So, either Ae C P or Pe C P, again this follows 
from the fact that both Pe and Ae are left ideals, see for instance Lemma A.11. 
But P n Ae = { 0}. Therefore, Pe c P which yields that Pe = P. 

• 
Proposition A.13 Let A be a 3emi-simple algebra with a unit element 1. 

Then A i3 3emi-prime. 

Proof. Let x E A. Suppose xyx = 0 for all y E A. So yxyx = 0. That is 
r((yx) 2

) = 0. This implies that (r(yx))2 = 0. So we have r(yx) = 0. That is 
yx E Q(A) for all y E A. By Lemma 3.1 we have x E Rad(A) = {0}. That is 
x = 0. Thus A is semi-prime. 

• 
Lemma A.14 ([2], Lemma 4.2.2). Let A be a Banach algebra and 1r be 

a continuou3 irreducible repre3entation of A on a Banach 3pace X. Then, C = 
{T : TE B(X), T1r(x) = 1r(x)T, for all x EA} i3 iMmorphic to~-
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Proof. Obviously C is a closed subalgebra of B(X) containing the identity. 
Let T =/= 0 be in C. Then, 

T1r(x)(X) = 1r(x)T(X) C T(X), for every x EA. 

This says T(X) is invariant under 1r. Thus, T(X) = X. Also, ker(T) is invariant 
under 1r, but ker(T) = X is not possible. So, Tis an invertible linear operator. 
By the Open Mapping Theorem, Tis invertible in B(X) and its inverse satisfies 

So, T-1 E C. Therefore, C is a division algebra and the result follows from the 
Gelfand-Mazur Theorem. 

a 

Lemma A.15 ([2], Lemma 4.2.3). Let 1r be a continuous irreducible repre­
sentation of A on a Banach space X. If x1 and x2 are linearly independent in 
X, then there is an element a E A such that 1r(a)x1 = 0 and 1r(a)x2 =/= 0. 

Proof. Suppose that 1r( x )x1 = 0 implies that 1r( a )x2 = 0. Let 

Li={x: xEA,1r(x)xi=0}, (i=l,2). 

Clearly, L1 and L2 are both maximal left ideals and L1 C L2. So, L1 = L2 = L. 
The linear mappings 

Ti: A/L ~ X, 

defined by 

T(a) = 1r(a)xi, (i = 1, 2), 

are bounded and bijective. Let D = T2T1-
1

, which is a bounded linear operator 
on X. Let y E X and suppose that y = 1r( b )x1. Then, we have 

and 

1r(a)Dy = 1r(a)T2T1-
1(y) 

= 1r( a )T2 (b) 
= 1r(a)1r(b)x2 

= 1r(ab)x2, 

D1r(a)y = T2T1-
11r(ab)x1 

= T2(ab) 

= 1r(ab)x2, 
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So, 

D1r(a)y = 1r(a)Dy, (a EA). 

By Lemma A.14, there is a scalar ,\ =J. 0 such that D = >..I. Then, T2 = ..\T1 • So, 
taking a= 1, we get x2 = ..\x1, contradicting the independence of x1 and x2. 

• 
Lemma A.16 ([2], Lemma 4.2.4). Let A be a Banach algebra. Let 1r be a 

continuous irreducible representation of A on a Banach space X. If x1 , .•. , Xn 
are linearly independent in X then there is an element a E A such that 

1r(a)xi = 0, (i = 1, ... , n - 1), and 1r(a)xn =J. 0. 

Proof. Lemma A.15 tells us that this Lemma holds true for n = 2. We 
thus carry out the proof by induction. Suppose n > 2 and the result holds for 
n - 1. So, there is an a1 E A such that 1r(a1)Xi = 0, (i = 1, ... , n - 2), and 
1r( a1 )xn =J. 0. 

If 1r( a1 )xn-1 = 0, then we are done. 

If 1r(a1 )xn-1 and 1r(a1)xn are linearly independent. Then, by Lemma 3.17, 
there is an a2 E A such that 

and 

So, 

We now suppose that ..\1r(a1)Xn-1 = 1r(ai)xn, for some 0 =J. ..\ E <C. The 
vectors x1, ... , Xn-1, AXn-1 - Xn are linearly independent. So, there is an a3 E 
A such that 1r(a3)Xi = 0, (i = 1, ... , n - 2), and 1r(a3)(..Xxn-1 - Xn) =J. 0. If 
1r(a3)Xn-1 = 0 we are done, we thus suppose it is not. If 1r(a3)Xn-1 and 1r(a3)Xn 
are linearly independent, there is an a4 E A such that 1r( a4)1r( a3 )xn-1 = 0 and 
1r( a4)1r( a3 )xn =J. 0. Then, a = a4a3 does it. So, suppose to the contrary that 
a1r(a3)Xn-1 = 1r(a3)Xn. By assumption, ..\1r(a3)Xn-1 =J. 1r(a3)Xn. So, ..\ =J. a. 
Since 1r( a3 )xn-1 =J. 0, there is an as E A such that 1r( as )1r( a3 )xn-1 = 1r( a1 )xn-1 • 

By taking a= a1 - a5a3, we get 1r(a)xi = 0, (i = 1, ... , n - 1), and 

1r(a)xn = 1r(a1)xn -1r(as)1r(a3)Xn 

= ..\1r(a1)Xn-l - a1r(a5a3)Xn-l 

= (..\ - a)1r(at)xn-1 

=J. 0, as ,\ - a =J. 0 and 1r( a1 )xn-1 =J. 0. 
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• 

We next use the sequence of Lemmas we have just established, to prove the 
Jacobson Density Theorem. 

Theorem A.17 ([2], Theorem 4.2.5). Let A be a Banach algebra. Let 1r be 
a continuou3 irreducible repre3entation of A on a Banach 3pace X. If x1, ... , Xn 

are linearly independent in X and if y1 , ... , Yn are in X, then there i3 a E A 
3uch that 

1r(a)xi = Yi, (i = 1, ... , n). 

Proof. By Lemma A.16, there is a bk E A such that 1r(bk)Xi = 0 if i =/:- k 
and 1r(bk)Xk =/:- 0. So there is a Ck EA such that 1r(ck)1r(bk)Xk =/:- Yk· We then 
take 

and the theorem follows. 
• 

Corollary A.18. Let A be a finite dimen3ional Banach algebra. Let 1r be 
a continuou3 irreducible repre3entation of A on a Banach 3pace X. Then 1r i3 
onto. 

Proof. Let T E B(X). Let {x1, ... , Xn} be a basis for X. By Theorem 
A.17, there exists an a E A such that 1r(a)xi = Txi for i = 1, ... , n. Whence 
1r(a) = T. 

• 
Proposition A.19. Let A be a finite dimen3ional 3emi-3imple Banach 

algebra over Q:;. Then 

for 3ome integer3 n1, ... , nm. 

Proof. We recall that II denotes the set of all primitive ideals of A. Let 
P E TIA. The algebra A/ P has a faithful continuous irreducible representation 
on a Banach space X over Q:;, Clearly the dimension of Xis finite. By Corollary 
A.18, A/Pis isomorphic to B(X). But B(X) rv Mn1c(Q:;) as the dimension of X 
is finite. Particularly, A/ P has a unit element and has no bi-ideals other than 
{ 0} and A/ P. Thus P is maximal. 

Since A is finite dimensional and A is semi-simple, there is a finite subset 
{ P1' ... ' pm} of TIA with n~l Pi = { 0} and we suppose that this set is chosen 
so that m is as small as possible. 

Let Ji = nk¢ipk· Then Ji is a non-zero bi-ideal and Pin Ji = {0}. Since 
Pi is maximal, we have 
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This implies that Ji is isomorphic to A/ Pi. Therefore Ji is a minimal bi­
ideal of A and has a unit element ei. We prove that 

Let a E A. There exist ii E J1 and Pl E P1 such that a = ii + p1. Then there 
exist h E h and P2 E P2 such that P1 = h + P2- Since J2 C P1, we have 
P2 = Pl - h E P1, P2 E P1 nP2. We next have P2 = h + p3 with j3 E J3 and 
p3 E P1 n P2 n P3. Continuing this process, we arrive at Pm-1 = im + Pm with 
im E Jm and Pm E P1 n ... nPm = {O}. That is a= i1 + .. -im- That this sum 
is direct follows from the equation A = Ji EB Pi. Since a was arbitrarily chosen 
from A, we have 

Since each Ji is isomorphic to A/ Pi ~ Mni ( QJ), we conclude that 

• 

Remark A.20. If the Banach algebra in Proposition A.19 is finite dimensi­
nal but not necessarily semi-simple but with a non-empty set of primitive ideals, 
we have 

A= J1 EB ... EB Jm EB Rad(A). 

But As = J1 EB ... EB Jm, is semi-simple. So 

A= As EB Rad(A), 

where As is a semi-simple algebra. If the set of primitive ideals is empty we 
have Rad(A) = A, hence we still have the decomposition of A into a direct sum 
of a semi-simple algebra and its radical, where the semi-simple algebra in this 
case is just As = {O}. 

• 
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NOTATIONS 

Let X, Y be Banach spaces. Let A be a Banach algebra with B C A. Let 
Z be a subset of a vector space V. 

rank(x) 
primitive-rank( x) 
dim(X) 

The rank of x E A 
The primitive-rank of x EA 

The dimension of X 
The dual space of X 

Linear operators on X into Y 
Linear operators on X into X 

Bounded operators on X into Y 

X' 
L(X,Y) 
L(X) 
B(X,Y) 
B(X) 
T(X) 
F(X) 
K(X) 
<Jl(X) 
R(X) 
<Jl(A) 
R(A) 
Soc(A) 
r(a) 
D"A(a) 
p(a) 
Min(A) 
ITA 
.BIi-ii 
* 

EB 
ker( 1/;) 
Mn(<C) 
loo(X) 
az 
dist(x, Z) 
Inv(A) 
FA 
KA 
(C 

1R 
z+ 
]N 

Rad(A) 

Bounded operators on X into X 
The range of TE B(X, Y) 

Finite rank operators in B(X) 
Compact operators in B(X) 
Fredholm operators in B(X) 

Riesz operators in B( X) 
Fredholm elements of A relative to the closure of the ideal I in A 

Riesz elements of A relative to the closure of the ideal I of A 
The socle of A 

The spectral radius of a E A 
The spectrum of a E A 
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SUMMARY 

The aim of this thesis is to study the asymptotic relation between the 
approximation numbers and isolated spectral points with finite multiplicity in a 
general Banach algebra setting. 

In 1967 T. Yamamoto was the first to show that such asymptotic results hold 
for the algebra of n by n matrices with entries in the complex field. About twenty 
years later Edmunds and Evans found a meaningful extension of Yamamoto' s 
Theorem for bounded operators on a Banach space. 

After an extensive study of the notion of finite rank elements, we extend 
Yamamoto's Theorem to a general Banach algebra setting. Recently, Nylen and 
Rodman proved a special case of the result by showing that Yamamoto's Theo­
rem holds for Banach algebras with the spectral radius property and conjectured 
that any Banach algebra possesses this property. In this thesis we prove their 
conjecture in the affirmative. 

72 



Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2021

Yamamoto type theorems in Banach algebras 

deur 

Manas Majakwane Bapela 

Leier: Prof A. Stroh 

Medeleier: Prof J. Swart 

Departement: Wiskunde en Toegepaste Wiskunde 

Graad: MSc 

OPSOMMING 

Die doel van hierdie verhandeling is om in 'n Banach-algebra die asimp­
totiese verbande tussen die approksimasiegetalle en die geisoleerde eiewaardes 
met eindige multiplisiteit te bestudeer. 

Hierdie verbande vir die algebra van n by n-matrikse is in 1967 deur T. 
Yamamoto bewys en is twintig jaar later deur Edmunds en Evans veralgemeen 
na operatore op 'n Banach-ruimte. 

N adat 'n volledige studie van elemente met eindige rang in 'n Banach­
algebra gemaak word, bewys ons dat Yamamoto se stelling veralgemeen kan 
word na enige Banach-algebra. Hierdie studie los onder andere 'n oop probleem 
van Nylen en Rodman, op naamlik dat elke Banach-algebra die spektraal-radius 
eienskap het. 
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