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Abstract

Models of flotation found in literature are generally complex and reliant on manual surveys and laboratory
data. Furthermore, these models do not usually indicate the causal relationships from true process indepen-
dent variables to process outputs such as individual cell recovery and metal grade. These models are often
found to be suitable for design but less applicable to the simulation of an industrial plant to perform offline
control and optimization studies. This study explains these relationships from the individual cell inputs,
level and air valves, to cell hydrodynamics and ultimately mass produced, recovery and grade. A technique
is proposed to derive individual cell froth recovery by adjusting one froth stability parameter across the
entire bank. The model is trained on an industrial platinum concentrator using predominantly online plant
data and the model predictions are compared to real plant data over a period of a month.
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1. Introduction

The capital required to improve profit and drive large scale improvements is often lacking in a cyclical
business like mining. One mechanism to continuously propel profit without such expense is to improve
efficiency of the existing equipment. Mogalakwena North Concentrator (MNC) is the largest single stream
Platinum Group Metals (PGM) Concentrator in the world. At such a scale, any efficiency improvements
can therefore easily translate into large financial gain.

R.P. King [19] explains the benefits of a flotation process model when used to optimise performance.
Several other researchers have confirmed such improvements through flotation optimisation and control
studies using various derived models [1], [5], [22]. These models require extensive plant sampling and
laboratory derived information which are not suitable for continuous online industrial scale optimization.
Furthermore, many of these models require knowledge of the established process and does not explain the
causal flow of information. The objective of this research project is to construct a model of the MNC primary
flotation circuit to use in an offline simulation to perform circuit-wide control design and optimization. It
was therefore necessary to correctly interpret the causal flow of information in the flotation model [1] from
the true independent inputs of the circuit to the individual cell recovery and grade. To enable the use of the
model in real time, the aim was to derive the model with minimal use of manual sampling and laboratory
data. To test robustness, the model is trained and validated against real industrial data.

Froth recovery is required by the flotation model (6) and the subject of several studies cited in this
literature review. Froth recovery is often characterized as complex, mostly due to the difficulty of measuring
this parameter [30]. This study proposes a unique approach to train froth recovery, using the more elementary
description by Dobby and Finch [9] and the dynamic froth stability defined by Bikerman [7]. The method
requires the fitting of one parameter for the entire bank, the froth stability calibration parameter (c), that
manipulates the grade profile down the bank according to measured froth stability characteristics.
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Figure 1: Simplified process flow diagram of the MNC wet circuit.

Section 2 provides a summary of the MNC circuit process flow. A literature survey into the kinetics of
flotation and the flotation model, together with peripheral studies, is discussed in Section 3. An explanation
of the flotation model’s causal flow of data and the proposed training of froth recovery, follows in Section
4. The results of the model which is trained on real MNC data over a period of a month and tested over 7
days is shown and discussed in Section 5.

2. Process Description

MNC’s primary mill is fed crushed ore at a top size of 8 mm from a dry crushing plant. The crushing
circuit consists of a truck fed gyratory primary crusher, three 650 kW cone crushers and a single high
pressure grinding rig (HPGR). MNC employs a typical mill-float-mill-float (MF2) configuration with two
26 ft ball mills, one for primary duty and the other, together with 5 IsaMillsTM, making up the secondary
duty (Fig. 1). The primary comminution circuit feeds two parallel primary rougher flotation banks, each
containing seven 100 m3 tank cells. The cells on the first bank are named FT1 to FT07 while the cells on
the second parallel bank are named FT08 to FT14. Cells FT01 and FT02 are forced air Dorr-Oliver cells
with FT03 to FT07 being naturally aspirated Wemco Cells. Primary rougher cells FT08 to FT14 are all
forced air Dorr-Oliver cells and the subject of the modelling discussed in this paper. The scavengers are also
built in parallel banks of 2 × 8 cells with, FT15 to FT22 on the one side and FT23 to FT30 on the other.
All the scavengers are forced Dorr-Oliver cells apart from FT17 to FT23, which are 5 naturally aspirated
Wemco cells.

Modelling is focused on the second rougher bank that only contains forced air Dorr-Oliver cells (FT08
to FT14), illustrated by the dashed border in Fig. 2. The concentrate of the first two cells report to the
final concentrate while the next 5 cells are sent to the cleaner sections. Volume flow rate, density and mass
flow rate are measured on the feed (qF , ρF , ṁF ) and tailings streams (qT , ρT , ṁT ) of each bank. Volume
flow rate, density and mass flow rate are also measured on the two product concentrate streams of each
bank (qCk, ρCk, ṁCk, k ∈ 1, 2). Composite samples over an 8 hour shift are taken at the combined feed
to the banks and individual bank tail streams. These are analysed for particle size and various mineral
concentrations. For the purpose of this study the platinum (Pt) and palladium (Pd) concentrations in the
assay samples will be considered for the component balance (gPt,k and gPd,k where k denotes the particular
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Figure 2: Mass balance boundary around the second primary rougher bank. Nine species are considered during the modelling,
namely, platinum (Pt), palladium (Pd) and gangue (Ga), each divided into three floatable ranges: fast (f), slow (s) and
non-floating (n).

stream). The rest of the mineral species in the pulp is considered gangue (gga,k). The air flow rate (qair,n)
and froth depth (hn) on each cell are measured and controlled where n denotes the particular cell (Fig.
3). Various froth parameters are also measured by Stone Three Froth Cameras (S3FC) and the associated
variables of importance for this study are the froth height above the free surface (Zn) and the froth velocity
at the free surface (un).

3. Literature Review

3.1. Flotation Kinetics

Arbiter and Harris [2] used a first order chemical reaction in a continuous stirred tank reactor (CSTR)
where a change in concentration over time is used as a model for flotation. Recovery for the continuous
flotation cell is given by,

R =
kτ

1 + kτ
(1)

where residence time τ is given by,

τ =
Vp
qp

(2)

The cell volume and flow rate entering the pulp zone are represented by Vp and qp respectively.
For the continuous process, Dobby and Finch [9] established an overall recovery for the continuous column

cell. Their approach divided the flotation process into two zones, 1) the collection or pulp zone and 2) the
cleaning or froth zone (Fig. 4) with each zone yielding a recovery: the recovery of the pulp zone Rc and the
froth zone Rf . The recovery in the collection zone can be modelled by a first order rate process with kc as
the rate constant,

R =
kcτcRf

1 + kcτcRf
(3)

Gorain et al. [11] defined the overall rate constant in (1) as,

k = pSbRf (4)
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where p is the floatability of the ore and Sb the bubble surface area flux. The latter was defined by Gorain
et al. [13] as,

Sb =
6Jg
d32

(5)

with Jg defined as the superficial gas velocity [12] and d32 the Sauter mean bubble size in the pulp phase
[13]. Both of these parameters were measured with the University of Cape Town (UCT) bubble sizer.
Substituting equation (4) into (1) produces the recovery for true flotation,

R =
pSbRfτc

1 + pSbRfτc
(6)

Rf is defined as the ratio of particles reporting to the concentrate via true flotation to the particles at the
pulp-froth interface. Finch and Dobby [9] defined froth recovery as the ratio,

Rf =
k

kc
(7)

Gorain et al. [14] studied the effect of froth residence time on flotation kinetics to improve the under-
standing of froth recovery. Froth residence time (FRT ) as a function of froth volume (Vf ), slurry flow rate
in the froth (qf ) and the gas hold-up in the froth phase εf was defined as,

FRT =
(1− εf )Vf

qf
(8)

Mathe et al. [20] used (8) in a review of non-steady state froth phases and derived flotation rate k in terms
of the froth residence time [20],

k = kce
−βFRT (9)

Mathe et al. [20] showed that the exponential factor, β, is dependent on chemical and physical properties
of the froth. Substituting (9) into (7) produced the following derivation of froth recovery,

Rf = e−βFRT (10)

In a summary review of the model Vera et al. [30] describes β as “related to the rate at which bubbles
are coalescing and breaking-up”, in other words a froth stability parameter. Several other researchers have
proposed a derivation of froth recovery and its associated parameters [20], [21], [25], [29] - [33]. All of these,
however, require either extensive laboratory work or are empirically derived. None provide a mechanistic
model or rely on easily obtainable measurements in order to determine Rf . Alves et al. [1], found that (10)
fit their overall recovery test work well.

3.2. Air Recovery

Ventura-Medina and Cilliers [28] defined the fraction of air recovered to concentrate (α) as,

α =
εfufZw

qp
(11)

where uf is the froth velocity at the free surface, Z the froth height above the cell lip and w the lip length.
Barbain et al. [4] proposed a dynamic froth stability (Σ), originally defined by Bikerman [7], as a function
of froth recovered to concentrate versus the air flowrate into the cell,

Σ =
Vf
qp

=
ZA

qp
(12)

where A represents the cell area.
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Figure 5: The response surface of a) 4-element(4E) PGM grade and b) mineral recovery to air addition (m/s) and cell level
(%) on primary rougher cell FT10 (Venkatesan et al. [26]). The arrows indicate increasing grade and recovery, respectively.

Hadler and Cilliers [16] explored the significance of an inconsistency between the findings of Barbian et
al. [3] and Ventura-Medina and Cilliers [28] on the effect of air recovery on flotation performance on four
industrial flotation cells. Experiments confirmed an air recovery optimum to the amount of air induced into
the cell, named, the Peak-Air-Recovery (PAR). However, not all the cells conformed to this observation,
especially cells further down the bank. It was hypothesized that the stabilizing hydrophobic particles are
mostly removed by the first three cells and so froth stability is reduced.

Hadler et al. [16] [17] expanded on the concept of PAR by also considering the flotation cell level
or froth depth on an industrial scale. The results indicated a more complex three-dimensional relationship
between air addition and froth depth to air recovery. This interactive relationship was further investigated by
Venkatesan et al. [26] at MNC who were able to show the 3-dimensional mineral recovery and concentration
planes of, amongst others, flotation cells FT10 and FT13 (Fig. 5).

3.3. Robust Statistics

It is commonly acknowledged that higher frequency on-line mineral processing data is contaminated with
outliers due to the number of unmeasured parameters in the ore and measurement noise. The coefficient
of determination (R2) provides insight into the suitability of a particular model and can be misleading in
the presence of outliers [24]. Robust regression is a set of techniques often utilized to provide more resilient
results in the presence of outliers and does not make any assumption on the distribution of the prediction
[8]. Robust statistics provide a goodness-of-fit measure upon the assumption that the model is merely
an approximation of the process. The simplest approach is a method that only targets outliers in the y-
direction or response direction (dependents). In its elementary form, samples where the predictions result in
the highest residuals (ri) are removed from the quality-of-fit calculation. Hydrodynamics results (Jg,n and
d32,n) presented in this paper are low frequency experimentally sampled data and so the classic coefficient
of determination can be used to determine model accuracy. Subsequent froth characteristic models, such as
recovery and grade, rely on regression with on-line plant data (≈1 /h) and therefore more resilient statistics
to indicate model quality. The model statistics used in this paper are the more resilient statistics whereby
10 % of the samples with the highest residual values are removed and subsequently the relative root-mean-
square-error (relative to the median of the parameter) and coefficient of correlation RRMSE90 and R2

90 are
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determined respectively. The RRMSE90 for parameter P is given,

RRMSE90 =
RMSE90,P

median(P )
(13)

4. A Causal Model of Flotation

4.1. Causality

An outcome of this study is to use the model for predictive control and optimization. The causal flow
of information within flotation literature, from the system independents, some of which can be utilized in
control, to product recovery and grade had to be determined. Galles and Pearl [10] defines causal models
used in engineering as, “a mathematical object that provides an interpretation of every causal query about
the domain”, with,

M = 〈U, V, F 〉 (14)

where V = {V1, ..., Vm} are endogenous variables determined by the system (dependents), U = {U1, ..., Um}
are exogenous variables and F non-trivial functions {f1..., fn}. Yang et al. [32] differentiate between
causality and connectivity in the context of process topology where the latter “relates to material and
information flow connections between or within process units or sensors or actuators or controllers”. The
importance of process topology is emphasized as it determines the natural structure of distributed plant-
wide control. Pearl [23] suggests that the investigator creates a causal diagram of the process topology to
improve the understanding of the causal influences among variables. Fig. 6 illustrates such a causal flow
for the flotation kinetic model reviewed in the literature study and discussed in subsequent sections. A
nomenclature table with all the variables shown in Fig. 6 is provided in the Appendix. Note that the entire
causal model of the one rougher flotation bank was built in Matlab® Simulink. All empirical parameters
are derived iteratively using a minimization function (fmincon).

4.2. Exogenous Variables

The exogenous variables classified as disturbances in the system are primarily ore properties which
include, but are not limited to, the mineral grades (gi,F ) and floatability of the mineral species (pi) used in
(6), particle size or grind, ore hardness as well as several others. The asterisk in the chart indicates that
these ore properties affect most of the endogenous variables, the effect of which is not always known. Ore
properties can to an extent be manipulated upstream in the milling circuit (grind and hence floatability)
and mining operations (grade and mineralogy). For this study however, these variables remain disturbances.
Reagent addition is also considered a disturbance exogenous variable which impacts most of the variables
in the model. This study does however, not consider the effect of reagents changes.

Exogenous variables directly manipulated in the system are the individual flotation cell level and air
valves (Lvn, Avn) as well as the solids feed and water flow rates (ṁs,F , qw,n). The former are controlled by
Proportional Integral Derivative (PID) controllers,

Ln = fPID,L(Lvn), qair,n = fPID,qair(Avn) (15)

Note that the dynamic response time between the air and level valves and their respective measurements
are between 30 sec and 2 min. Such a frequency is insignificant relative to the hourly execution rate of the
model and are therefore not considered. The assumption is made that sufficient pseudo-steady-state periods
exists within the process to characterize a steady-state model for higher level optimization. The model can
therefore not be used for lower level control design. The solids and water feed flow rates condition the total
volumetric flow (qF ) and density (ρF ) to the flotation section. Total flow rate to the flotation section is then
given by,

qF =
ṁs,F

ρs,F
+ qw,F (16)
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The bulk density, ρs,F of the MNC ore is given as 3.2 t/m3 and the total feed density given by,

ρF =
ṁF

qF
(17)

and ṁF = ṁs,F + qw,F .

4.3. Cell Hydrodynamics and Froth Characteristics

4.3.1. Froth Depth

The froth level to froth depth relationship (hn) is found to be linear according to a calibration performed
by site. This is given, relative to the level sensor reading, as 0 % = 600 mm, 100 % = 0 mm.

4.3.2. Pulp Residence Time (τn)

The residence time in the collection zone, as defined in (2), is calculated using the pulp volume and the
volumetric flow through the cell. Note that the internal design factors of the flotation cell, for example, the
shape of the cell, froth crowders, impeller volume etc., were considered during the construction of the causal
model. However, to simplify the explanation, a cylindrical cell is used in (2),

τn =
Vp,n
qF,n

=
π
4 d

2
n(hmax − hn)

qF,n
(18)

with dn the internal cell diameter and hmax the total height of the cell.

4.3.3. Superficial Gas Velocity (Jg,n), Bubble Size (d32,n) and Surface Flux (Sb,n)

The Anglo Platinum Bubble Sizer (APBS), was used to determine the relationship between the individual
cell hydrodynamics (Jg,n, d32,n, Sb,n) and the respective cell air on the seven cells in question, namely, FT08
to FT14. Venkatesan et al. [26], established linear models for Jg,n and d32,n to air flow rate at MNC. Since
cells FT08 and FT09 were sampled at more than one operating point during the time permitted, it was
possible to determine more accurate models than those of FT10 to FT14, which were only sampled once.
Fig. 7a shows the linear relationship of Jg,FT08 and Jg,FT09 to air flow, with R2 values at 0.96 and 0.81
respectively, for sampling conducted during June 2019. Cells FT10 to FT14 were assumed to pass through
point (0,0) in order to derive a linear model. Therefore,

Jg,n = mJg,nqair,n + cJg,n (19)

with mJg,n the Jg slope parameter and cJg,n the intercept of the Jg model. cJg,n = 0 for n = FT10 to
FT14.

Bubble size in the pulp zone was also measured by the APBS and presented as the Sauter mean bubble
size diameter. Regression with y-intercept at zero and only air produced acceptable models for d32 with
R2 = 0.85 for both FT08 and FT09. The d32,n models for cells FT10 to FT14 were also assumed to pass
through the point (0,0),

d32,n = md32,nqair,n (20)

for cells FT08 to FT14 with md32,n the d32 slope parameter . The parameters mJg,n, cJg,n and md32,n for
cells FT08 to FT14 are given in Table 1.

Table 1: Model parameters mJg,n for Jg,n = mJg,nqair,n and md32,n for d32,n = md32,nqair,n.

(1× 10−3) FT08 FT09 FT10 FT11 FT12 FT13 FT14
Jg mJg,n 1.10 0.51 0.40 0.13 0.36 0.14 0.56

cd32,n -0.018 0.004 0.00 0.00 0.00 0.00 0.00
d32 md32,n 0.98 1.20 0.86 1.81 1.20 1.43 0.78

Bubble surface area flux (Sb,n) is calculated using (5) and the derived Jg,n and d32,n.
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Figure 7: Exponential and linear model of air flow to a) Jg and b) d32, respectively.

4.3.4. Froth Height (Zn) and Froth Velocity (un)

MNC employs Stone Three Froth Cameras on all the mainstream flotation cells. The cameras are
positioned close to the lip of each cell and provide a single point view of the froth velocity (un) and the
height above the free surface (Zn). Establishing predictions for these parameters using a mechanistic model
was found to be complex and requires laboratory data not appropriate for the purpose of establishing a
simplistic online model. Consequently, both the height above the lip, Zn and the froth velocity at the free
surface, un are measured and modelled by a base polynomial of the form,

Response = c0 + c1P1 + c2P2 + c3P
2
1 + c4P

2
2 + c5P1P2 (21)

with parameters P1 → Jg and P2 → h. However, to avoid a purely data-driven arbitrary model the forms
of the froth characteristic models un = f1,n(Jgn , hn) and Zn = f2,n(Jg,n, hn) were constrained as follows
— note that the frequency of data sampling is 1/h, which is significantly more than the process dynamics,
which is therefore not considered,

1. Top of Froth Velocity. Movement of froth will come to a complete standstill when air to the cell
is stopped. Froth velocity therefore tends towards zero as Jg tends towards zero, at any h > 0. The
model therefore passes through the zero point f1,n(0, 0) = 0. Also, as u remains zero ∀h with no air
present, any linear relationship of h to u will also be nullified. Since u is affected by the froth depth,
an interaction term with Jg is expected. Froth velocity, or froth mobility, increases as Jg increases
[16], ∂u

∂Jg
> 0 ∀ 0 ≤ Jg ≤ ∞. It is expected that this relationship cannot remain linear and should

eventually flatten and possibly reduce at higher air addition. Consequently, linear and second-order
terms for Jg are expected in the model,

ûn = a1,nJg,n + a3,nJ
2
g,n + a5,nJg,nhn (22)

with a2,n < 0 as the parabola opens downward and a1,n > 0 to ensure that the vertex is positive. un
decreases as froth depth increases, ∂û

∂h < 0 ∀ 0 ≤ h ≤ ∞. a5,n is therefore expected to be negative

as ∂û
∂h = a5,nJg,n < 0. An illustration of the model form is shown in Fig. 8. û is trained by minimizing

an objective function (Ju) through iteratively changing coefficients an,

Ju =
∑

(un − ûn)2 (23)

2. Height above the lip. The deduction of the Ẑ model form follows a similar argument as that of the
PAR formulation [16]. As with û the formation of froth will stop completely if air flow is stopped. The
height of the froth above the lip in the absence of air is therefore zero regardless of froth depth (other
h terms cannot be reduced to zero as a higher order model is expected). Froth will start forming and
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continue to rise above the lip as air is introduced to the cell. Hadler and Cilliers [16] explains that Sb
increases to promote froth formation but that the stability of the froth will ultimately deteriorate to a
point where Z is again zero at higher air flow. A parabola-like shape was again observed by Hadler et
al. [17] with regards to the effect of froth depth on air recovery. As air recovery is dependent on the
froth height it is postulated that the effect of froth depth on Z will also be parabolic. Therefore, like
the PAR, the height above the lip forms a parabola with a positive intercept (both Jg and h), opening
downward. An interaction term is also expected,

Ẑn = b1,nhn + b2,nJg,n + b3,nh
2
n + b4,nJ

2
g,n + b5,nJg,nhn (24)

with, b3,n < 0, b4,n < 0, b1,n > 0 and b2,n > 0. Ẑ is trained by minimizing the objective function (JZ)
by iteratively changing the bn coefficients,

JZ =
∑

(Zn − Ẑn)2 (25)

4.4. Concentrate Mass Flow (ṁn)

The amount of froth mass flow generated by a flotation cell n is given as,

ṁC,n = ρf,n (1− εf,n)Znunwn (26)

Neither the individual cell concentrate mass flow (ṁC,n), pulp density in the froth of the individual cell
(ρf,n) nor the air fraction in the froth (εf,n) are measured online at MNC. The individual cell mass flow

is therefore derived empirically using the response polynomial in (21) with P1 → Ẑn and P2 → ûn, where
the ˆ represents the modelled value. Constraints for the polynomial form of the concentrate flow model,
ṁn,= f3,n(Ẑn, ûn), follows. The flow of concentrate will stop when either Z or u are zero and accordingly,
the model passes through the zero point. (26) also suggests that both Z and u have a positive, linear
relationship with ṁC,n as well as an interaction term, resulting in the following polynomial,

ṁC,n = d1,nẐn + d2,nûn + d5,nẐn.ûn (27)

with
∂ ˆ̇mC,n

∂Ẑn
> 0 ∀ Ẑn > 0 and

∂ ˆ̇mC,n

∂ûn
> 0 ∀ ûn > 0.

The only measured mass flows on the concentrates are the combined mass flow of FT08 and FT09,
ṁC1, and the combined concentrate of cells FT10 to FT14, ṁC2. Individual cell mass flow are therefore
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determined using the respective combined mass flows,

ṁC1 =

FT09∑
FT08

ṁC,n, ṁC2 =

FT14∑
FT10

ṁC,n (28)

The objective of the training algorithm to derive ṁC,n, was to minimize the error between the sum of the

modelled ˆ̇mC,n and measured ṁC1 and ṁC2 by changing parameters d1−5,n in (27). The fact that two cells
contribute to the first concentrate and five cells to the second concentrate, each concentrate flow model
using three parameters, d1, d2 and d5, presents an over-specified solution. Since several local minimums can
exists, it is possible to conclude that the majority of the mass flow is made up by just one cell. In reality,
operators ensure that cells generally contribute equally down the bank. Therefore, to ensure that all the
cells contribute to the combined mass flow, the training parameters of the cells that combine were kept the
same. The first concentrate is calculated using only parameters d1C1, d2,C1 and d5,C1, in the combined first
concentrate mass flow equation,

ˆ̇mC1 = d1,C1(Ẑ8 + Ẑ9) + d2,C1(û8 + û9) + d5,C1(Ẑ8û8 + Ẑ9û9) (29)

which is obtained via iteration by minimizing objective function,

Jm1 = (ṁC1 − ˆ̇mC1)2 (30)

Similarly, the second rougher concentrate is derived by matching all the relative individual cell mass flow
parameters,

ˆ̇mC2 = d1,C2

FT14∑
n=FT10

Ẑn + d2,C2

FT14∑
n=FT10

ûn + d5,C2

FT14∑
n=FT10

Ẑnûn (31)

and minimizing the objective function,

Jm2 = (ṁC2 − ˆ̇mC2)2 (32)

4.5. Recovery and Grade

4.5.1. Cell Recovery (Rn) and Grade (gn)

All forms of recovery, namely, through true flotation (Rtf ), entrainment (Re) and total recovery (R), as
well as the species’ grades are determined as follows:

1. Total cell recovery for metal species (Ri,n) is calculated by the sum of recovery by true flotation
and entrainment,

Ri,n = Ri,e,n +Ri,tf,n (33)

2. Recovery through true flotation (Ri,tf,n) is determined using (6), per species,

Ri,tf,n =
piSb,nRf,nτc,n

1 + piSb,nRf,nτc,n
(34)

The total mass produced from true flotation is,

ṁC,tf,n =
∑

ṁi,C,tf,n (35)

The mass contributed to the concentrate from true flotation for a species i is,

ṁi,C,tf,n = Ri,tf,n.ṁi,F,n (36)

with,
ṁi,F,n = gi,F,nṁF,n (37)
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3. Recovery through entrainment (Ri,e,n) is calculated as the ratio of mass flow due to entrainment
to the total amount of mass that entered the cell,

Ri,e,n =
ṁi,C,e,n

ṁi,F,n
(38)

ṁi,F,n is given in (37) while the mass recovered via entrainment is calculated by a mass balance, first
calculating the total mass produced to concentrate by entrainment,

ṁC,e,n = ṁC,n − ṁC,tf,n (39)

The derivation of ṁC,n is explained in Section 4.4 and ṁC,tf,n in (35). The mass flow of the mineral
species reporting to the concentrate via entrainment is then calculated by,

ṁi,C,e,n = g∗i,T,n.ṁC,e,n (40)

where g∗i,T,n is the grade of the mineral in the pulp after true recovery,

g∗i,T,n =
ṁi,F,n − ṁi,C,tf,n

ṁF,n − ṁC,tf,n
(41)

4. Concentrate grade of every component for the individual cell (gi,C,n) is determined using the total
concentrate produced per cell (ṁC,n) and the mass recovered by both entrainment and true recovery
i,

gi,C,n =
ṁi,C,tf,n + ṁi,C,e,n

ṁC,n
(42)

Note that total flow of the first cell, ṁF,FT08 and, all the various components are given. The mass flows of
the subsequent cells are therefore also determined through mass balance and the method described above,

ṁi,F,n+1 = ṁi,F,n − ṁi,C,n (43)

4.5.2. Froth Recovery (Rf )

The literature mentions several, often complex and laboratory intensive, models for froth recovery. Alves
et al. [1] suggested the more simplistic derivation of Rf , (10), and showed relatively good correlation to
plant data. The causal model, therefore also uses this form with only β, a froth stability parameter, as
unknown. Barbian et al. [3], also used a stability parameter, β, to show that the air recovery, α, decreases
linearly as froth stability decreases when air flow in increased. Hadler and Cilliers [16] showed that this
linearity is not preserved at lower air flows as α starts to decrease due to a decrease in froth mobility. It
stands to reason, however, that the dynamic froth stability, described by Bikerman [7], will continue to
increase and remain linear with respect to β in the range of operation. The causal model therefore uses the
dynamic froth stability modified to include Jg instead of air flow rate by substituting qp ≈ Jg.A into (12),

Σn ≈
Zn
Jg,n

(44)

with,
βn = cΣn (45)

where c becomes a linear calibration parameter, named the froth stability calibration parameter, that scales
Σ to β. Only one value for c is defined for an entire bank and is the only parameter that needs to be
empirically fitted in determining Rf,n. The fitting of c is discussed in Section 4.5.4. The parameters used
to determine the froth recovery, upstream in the causal diagram, are:

1. Froth residence time (FRTn) is determined by (8) using an assumed gas holdup (ε). Ventura-
Medina et al. [27] mentioned that a copper ore solids bubble loading at froth depths and air rate
similar to the MNC operation (approximately 0.1 m and 0.012 m/s, respectively) is between 95 % and
98 %. For this work however, εf is approximated for the MNC ore at 97 %.
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2. Froth Volume (Vfroth,n) per cell is calculated using the froth depth and the cell specifications for a
cylindrical cell without froth crowders,

Vfroth =
π

4
d2nhn (46)

3. Volumetric froth flow rate (qC,n) is calculated using the modelled mass flow and density of con-
centrate,

qC,n =
ˆ̇mC,n

ρ̂C,n
(47)

4. Concentrate density (ρC,n) are empirically derived by fitting the combined concentrates density
(ρC1 and ρC2), which is measured, and assuming the individual cell densities are equal,

ρC1 = ρC,FT8 = ρC,FT9 , ρC2 = ρC,FT10 = ... = ρC,FT14 (48)

The PAR observations by Hadler et al. [15], [17], [18] that describes the trade-off between froth
stability and froth mobility is again used to explain the expected model for concentrate density. As
air increases, solids on the bubble will increase but mobility will decrease. Higher air would increase
mobility but reduce stability leading to increased solids loss and a peak in density is therefore expected.
A linear empirical form of the density model is used to reduce complexity. The coefficients associated
with Jg,n are therefore expected to be either positive or negative depending on the operating region of
the air flow. Similar density behaviour is expected with froth depth. Furthermore, Yianatos et al. [33]
indicates that bubble loading increases with an increase in feed density signalling a positive coefficient,

ρ̂C1 = q0ρF + q1Jg,FT08 + q2Jg,FT09 + q3hFT08 + q4hFT09 (49)

where 0 < q0. The equation for the second concentrate is identical save for eleven coefficients, namely,
the inputs ρF,10, Jg,FT10−FT14 and hFT10−14. The objective function that is minimized by coefficients
qn is then,

JρC1
=

∑
(ρC1 − ρ̂C1)2 (50)

and,

JρC2
=

∑
(ρC2 − ρ̂C2)2 (51)

4.5.3. Floatability (pi) and Mass Fraction (xi)

1. Floatability. Welsby et al. [31] describes floatability as “a mathematically grouped set of particles
that display a similar flotation rate”. No other commonality between these particles need occur in
order to fall within the same discrete floatability class. The floatability component method (FCM),
described by Welsby et.al, [31], defines a fixed floatability value for every component (pi) but considers
the amount of mass characterized by it to vary. This method was used to determine the floatability
and mass fraction of the nine species considered in the causal model, per floatable class (pi,j and xi,j),
as it appeared in the feed during a 2015 plant survey (Table 2).

Table 2: Component floatability and respective mass fractions as found using the FCM.

platinum palladium gangue
p x p x p x

fast-float 0.00432 0.52 0.00196 0.51 - 0.00
slow-float 0.00010 0.24 0.00011 0.29 2.8E-05 0.12
non-floatable 0.0 0.24 0.0 0.20 0 0.88

As the floatability is kept constant, an online method to determine the fraction of each component in
the feed had to be derived for the causal model.
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2. Mass Fraction. From an early stage in the project it was evident that the residence time, bubble
surface area flux and floatability in Table 2, at fairly modest froth recovery estimates, was sufficient
to ensure the recovery of all floatable platinum and palladium. It is therefore postulated that the
remaining metal in the circuit tail is merely the amount of material entering the circuit less the
floatable fraction in the feed or simply non-floatable material in the circuit. Note that this is only true
for the higher floatable metal species, platinum and palladium, but not for the gangue. Therefore, for
platinum (palladium derived similarly),

ṁpt,T = gpt,T ṁT = ṁpt,nf,F = xpt,nf,F gpt,F ṁF (52)

Rewritten as subject xpt,nf,F ,

xpt,nf,F =
gpt,T ṁT

gpt,F ṁF
(53)

Note that the feed component assays (gi,F ) and the feed mass flow (ṁF ) are exogenous variables,
known to the causal model. The tails grade assay (gpt,T ) and mass flow (ṁT ) are however endogenous
variables and although measured in the circuit, are not available to calculate the components’ mass
fractions. The mass flow of the tails is, however, independent of recovery and calculated as explained
in Section 4.4. To determine gpt,T , without using the recovery track in the causal model, a hypothesis
was tested that the component concentration in the tail is a linear function of the same component
concentration in the feed,

gpt,T ≈ mptgpt,F (54)

where mpt is the slope of the function and a training parameter to minimize the objective function,
Jpt,T , such that,

Jpt,T = (gpt,T − ĝpt,T )2 (55)

The accuracy of this hypothesis for the combined two elements (2E) in the model, platinum and
palladium, was trained over the month of June 2019 and tested for the first 7 days in July 2019. This
is also the period where the APBS was used to determine the Jg and d32 relationships to air flow.
The comparison between g2E,T and ĝ2E,T is shown in Fig. 9 with the resulting regression statistics
shown in Table 3. Considering the simplicity of the model, a fairly good representation of the real data
was achieved with R2

90 = 0.55 for training and R2
90 = 0.45 testing data sets, respectively. Note that

RRMSE90 in this case is presented as the percentage of the tails grade median in order to preserve
the anonymity of the grade data.

Table 3: Goodness-of-fit statistics of the 2E tails assay model.

g2E,T
Train Test

RRMSE90 (%) 0.11 0.15
R2

90 0.55 0.45

Once xpt,nf,F is determined (35) the fractions of the floatable components in the feed is then given by,

xpt,ff,F + xpt,sf,F = 1− xpt,nf,F (56)

An assumption is made that the ratio of fast to slow floatable material, as found during the 2015
survey, is constant,

xi,ff,F
xi,sf,F

=
xoi,ff,F
xoi,sf,F

(57)

where xo represents the mass fraction observed during the sampling campaign in 2015.
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Figure 9: The time based and parity comparison plots of the primary rougher 2E tail (platinum and palladium).

4.5.4. Deriving the Froth Stability Calibration Parameter c

The hypothesis in (54) is established to derive all mass fractions in (53) and (56) and is only valid if the
froth recoveries are such that all floatable material is removed. The froth stability calibration parameter
c, for the rougher bank, remains the only parameter that needs to be fitted in order to obtain the froth
recovery of the individual cells (Rf,n). According to (10) and (45), the froth recovery is related to β by an
exponential decay as c is increased. It is therefore concluded that values above the critical c value will result
in an inadequate Rf to support this hypothesis. This point is named the critical froth stability calibration
parameter (ccrit). Froth recovery achieved at c < ccrit is considered sufficient to not affect the quality of
the ĝi,T model. As c increases, the froth recovery will decrease to a point where more floatable material
will pass to the tail, rendering the hypothesis untrue. ccrit is therefore defined as a sensitivity parameter
used to set the tolerance for floatable material loss to the tail. Fig. 10 shows a sharp decline in R2

90 as c is
increased past ccrit which for the purposes of this study was set to reflect 90 % of the highest R2

90 achieved,
ccrit = 3.2× 10−3. To define a more quantitative value c, for a flotation bank, a grade assay of any cell down
the bank is required. Parameter c is then determined iteratively by reducing error between the measured
and modelled concentrate 2E grade. More specifically, minimizing the objective function,

Jgrade = (g2E,n − ĝ2E,n)2 (58)

with constraint c < ccrit

5. Validation of the Mogalakwena North Model

The causal model of flotation was trained for the period 7 June 2019 to 2 July 2020, which is the same
period as the Jg sampling campaign. The resulting model was tested on a nine day period from 2 to 11
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Figure 10: The robust coefficient of determination, R2
90, of the tails assay to the froth stability calibration parameter, c. ccrit,

is also shown at a value approximately 3.2 × 10−3.

July 2020. Data sources used to derive the model are: 1) Jg and d32 from a manual APBS samples, 2) Z
and u from the online camera information, 3) several parameters were calculated and tested against online
plant data (ρC , n, ṁc), 4) the floatability of the ore and ratio of fast to slow floating metal was determined
during a plant survey in 2015, 5) metal accounting assays of the circuit feed and tail were used to model
the amount metal removed and lastly 6) a grade model from a sampling campaign by Venkatesan et al. [26]
was used as an illustration on how to calibrate the metal gradient down the bank by training the one froth
stability calibration parameter, c.

5.1. Froth Froth Velocity (un) and Height (Zn)

Froth velocity (un) and froth height (Zn) are empirically fitted to data by changing parameters a1,3,5,n
and b1,2,3,4,5,n in (22) and (24) to minimize objective functions, (23) and (25) respectively. Plots of the
inputs to the model, Jg,n and hn, are given in the Appendix (Fig. 20). A summary of the statistics,
reporting the RRMSE90 and the R2

90 for Zn and un is presented in Tables 5 and 4. R2
90 values between

0.77 and 0.92 were observed on the first three cells’ modelled velocity for both testing and training sets.
The relative error for u, expected on these cells, is between 12.5 % and 21.9 %. Cell FT9 produced the best
regression statistics for froth velocity during both periods. Model quality in terms of both RRMSE90 and
R2

90 deteriorated down the bank for both training and testing data. Similarly, regression statistics for the
froth height show more accurate models on the first three cells with R2

90 ≥ 0.84 and RRMSE90 < 16.1 %
for both training and testing periods. Errors lower than 12.4 %, relative to the median of Zn, is expected
for the training period. Relative errors increase steadily to 28.9 % for the training period and to 44.5 %
for the testing period. A similar degradation in regression statistic R2

90,n is observed for both training and
testing periods with R2

90,FT14 = 0.62 and 0.36 respectively. This decrease in predictability down the bank
is possibly due to the varying removal of floatable material at the head of the bank leading to more varying
froth structures. This is postulated to lead to less responsive model behaviour of Z and u to Jg and h, lower
down the bank.
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Table 4: Goodness-of-fit statistics of the u model, training and testing data comparison.

Train FT8 FT9 FT10 FT11 FT12 FT13 FT14
RRMSE90 (%) 20.7 15.9 19.9 30.4 40.1 25.2 25.2
R90 0.85 0.88 0.77 0.63 0.62 0.71 0.69
Test
RRMSE90 (%) 21.9 12.5 15.3 15.0 31.0 28.2 22.2
R90 0.77 0.92 0.89 0.83 0.59 0.65 0.77

Table 5: Goodness-of-fit statistics of the Z model, training and testing data comparison.

Train FT8 FT9 FT10 FT11 FT12 FT13 FT14
RRMSE90 (%) 12.4 12.2 11.3 16.9 20.6 25.9 28.9
R90 0.86 0.87 0.90 0.83 0.73 0.65 0.62
Test
RRMSE90 (%) 16.1 13.9 12.9 15.9 22.6 35.9 44.5
R90 0.84 0.87 0.89 0.84 0.70 0.46 0.36

Model comparison plots for the polynomial models of Z and u are presented in Figs. 11 and 12 respec-
tively. The plots are presented per cell with a variable over time plot and a parity plot, comparing the actual
data (y) to the modelled values (ŷ) for both training and testing periods. A more detailed discussion on the
down-the-bank (dtb) behaviour of the causal model parameters is presented in the subsequent section. It
is however observed that froth mobility decreases down the bank with the first three cells showing higher
velocity than the last four cells. Most notably is the lowest velocity observed on FT11, the middle cell in
the bank. Contrary, the height above the lip increases steadily down the bank, also becoming more variable.
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Figure 13: The 1st concentrate density polynomial models for the primary rougher bank FT08 to FT09.

The model statistics for the velocity at the free surface reported good correlation coefficients for the
training data on the first three and last two cells (FT08, FT09, FT10, FT13 and FT14). Moderate quality
models were obtained for FT11 and FT12 during this period. Good to moderate results were obtained
during the testing period, albeit slightly lower. A significant reduction in the correlation coefficient from
0.82 to 0.13 was observed on the first cell, which is a concern.

5.2. Concentrate Density (ρC,n) and Mass Flow (ṁC)

Regression statistics of the density for the two combined concentrate streams are shown in Table 6 with
time variant plots in Figs. 13 and 14. R2

90 > 0.90 and R2
90 > 0.84 were obtained for the ρC1,C2 during the

training and testing periods, respectively. A notably lower relative error of 5 % was observed during model
training for ρC2 with an expected higher relative error during the testing period of 17.3 %. Relative errors
observed for the ρC1 during model training and testing periods were 11.6 % and 13.9 %, respectively. The
model coefficients, qn, are given in Tables 11 and 12 in the Appendix. Note that the coefficients for the froth
depth were insignificant, < 1× 10−4, indicating that density is mostly driven by air in the current operating
region. These coefficients are therefore omitted from the table.

Table 6: Goodness-of-fit statistics of the ρC model comparison for the train and test data set of the primary rougher 1st and
2nd concentrate.

ρC1 ρC2

Train Test Train Test
RRMSE90 (%) 11.6 13.9 5.1 17.3
R90 0.91 0.90 0.98 0.84

Regression statistics of the mass flows for the two combined concentrate streams ṁC1 and ṁC2 are
provided in Table 7. R2

90 values of 0.90 and 0.96 for the mass flows of the two concentrate streams were
achieved during the training period. Test data statistics displayed a reduction in R2

90 to 0.82 and 0.79
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Figure 14: The 2nd concentrate density polynomial models for the primary rougher bank FT10 to FT14.

respectively. The errors relative to the mass flow median for the training period was 11.7 % and 7.4 %
respectively, while the testing period was 18.9 % and 19.1 %. Figs. 15 and 16 show the time dependent plots
for ṁC1 and ṁC2.

Table 7: Goodness-of-fit statistics of the ṁC model comparison for the train and test data set of the primary rougher 1st and
2nd concentrate.

ṁC1 ṁC2

Train Test Train Test
RRMSE90 (%) 11.7 18.9 7.4 19.1
R90 0.90 0.82 0.96 0.79

5.3. Froth Recovery

Per cell froth recovery is required to achieve the ultimate objective of modelling the individual cell grade
and recovery. Section 4.5.3 describes the derivation of the tails 2E grade using a hypothesis that froth
recovery is sufficient for the removal of all floatable precious metals. However, the profile of where in the
circuit the metal is removed is determined by deriving the froth stability calibration parameter, c, for the
bank. A minimum requirement to determine c is a grade assay of one cell down the bank which at this
point of the project could not be attained. However, as an illustration of the method the grade model
established by Venkatesan et al. [26] during a sampling campaign in 2013, on the third cell (FT10) of the
bank, is used. The model describes the grade of FT10 in terms of superficial gas velocity, Jg,FT10, and
froth depth, hFT10. Inputs during the period that the APBS work was performed in June 2019 are used to
construct two simulated samples for the training of the calibration parameter c, using the Venkatesan et al.
[26] model for FT10. These are presented as red squares in Fig. 17. 2E grades for cell FT10, derived using
the causal model with different c values as a fraction of ccrit, are displayed indicating a value of between
c = 0.6ccrit = 2.0× 10−3 and c = 0.8ccrit = 2.6× 10−3 as a fairly good calibration parameter to minimize
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Figure 15: The 1st concentrate mass flow polynomial models for the primary rougher bank FT08 to FT09.
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Figure 16: The 2nd concentrate mass flow polynomial models for the primary rougher bank FT10 to FT14.
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Figure 17: Effect of the froth stability calibration parameter c in terms of percentage ccrit on 2E grade produced by cell FT10.
The two simulated samples by the Venkatesan et al. [26] model are presented as the red squares.

the objective function in (58). Going forward, an average value of c = 0.8ccrit = 2.3× 10−3 is used. The
froth recovery of every cell down the bank can thus be determined using c and Σn in (45) together with
FRTn in the froth recovery, (10). The resulting froth recovery down the primary rougher bank at MNC,
shown in Fig. 18, indicates higher Rf for the first three cells, 0.3 < Rf,FT8−10 < 0.6, than the last four
cells, Rf,FT11−14 < 0.15. This reduction in Rf down the bank is in accordance to Hadler and Cilliers [16]
observations discussed in Section 3.2. The first three cells recorded lower Bikerman froth stability parameters
(Σ) and froth residence times (FRT ) which result in the higher froth recovery observed. Cells FT11 to FT13
recorded significantly lower froth recoveries at Rf,FT11−12 < 5 % due to higher Σ (> 25 s) and FRT > 55 s.
The froth recovery on the last cell, FT14, is again increased to 15 % due to the lowered Σ ≈ 10 s, despite
the FRT remaining elevated at ≈ 65 s.

5.4. Down the Bank Results

The main flotation parameters calculated using the causal model are presented per flotation cell as the
average for the entire period, training and testing, with error bars representing the 25 % quartile of the data
spread. This is referred to as the down-the-bank data and presented in Fig. 19. The froth depth appears to
be operated between 0.15 m and 0.2 m for the first three cells but shallower for FT11 at 0.13 m. Cell FT12
froth depth is operated at a similar range as the first three cells with the last two cells significantly deeper
between 0.25 m and 0.30 m respectively. No discernible froth profile, as discussed by Bergh and Yianatos [5],
is observed. Furthermore, the authors caution that deeper froth levels on the last cells can lead to operability
issues due to the lack of floatable material. The air flow into the bank also appears to be inconsistent with
the first three cells operating between 0.012 m/s and 0.017 m/s with the next three cells, FT11 to FT13, set
to a significantly lower gas velocity range of between 0.005 m/s and 0.009 m/s. Cell FT14, the last cell in
the bank, reported the highest gas velocity at > 0.0175 m/s. The lower air input for FT11, FT12 and FT13
provides an explanation why the Bikerman stability (Σ) was higher on these cells, leading to lower froth
recovery. Despite the last cell FT14 measuring the highest air flow rate, lowering ΣFT14 significantly, the
deeper froth depth lead to a higher FRT and therefore, resulted in the lower froth recovery.

Froth height above cell lip Zn increased steadily from FT8 to FT12, from 0.12 m to 0.28 m, and reduces
to FT13 and FT14, ≈ 0.22 m (Fig. 19b). A significant increase in the error of Z is observed when moving
down the bank. This supports the observation that predictability is affected by floatable material being
removed irregularly down the bank. Velocity down the bank is the highest on the first three cells, between
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Figure 18: Down the bank results of the average Σn, FRTn and Rf,n with error bars indicating the 25 % quartile.

0.052 m/s and 0.063 m/s, dropping down the lowest velocity on FT11, 0.023 m/s, and increasing steadily
again from FT12 to FT14, 0.047 m/s. Mobility of the froth is therefore better on the first part of the bank,
the worst in the middle and improved towards the latter part.

Superficial gas velocity Sb, per definition, linearly follows the form of the air velocity (Fig. 19c). The
solids mass flow to concentrate appears to be similar for the first three cells at approximately 1.4 t/h,
decreasing significantly to 0.75 t/h for cell FT11. Cell FT12 to FT14 produced similarly at an average mass
flow of between 1.2 t/h and 1.3 t/h. The lowered mass production observed on FT11 is due to the lowest
velocity overall and the lowest height above the lip for the cells contributing to the 2nd concentrate.

Similar to observations by Hadler and Cilliers [16], the recovery of the bank was mostly achieved by the
first three cells (Fig. 19d). Cells FT8 to FT10 cumulatively produces 64 % of the bank’s total recovery of
64.5 %. As observed in the previous section, the contribution of FT11 and FT13 to the cumulative down the
bank recovery was negligible due to the low Rf achieved on these cells. Recovery contributions by FT14 was
however similarly insignificant, albeit more than FT11 and FT13. Grade down the bank drops materially
after the first cell, stabilizing significantly lower from FT11 to FT14, which, produced similar grades.

The results of the recovery and grade down the bank presents cells that contribute significantly to the
profitability of the plant, particularly the first three cells. However, the last four cells indicate low metal
recovery values despite contributing to the 2nd concentrate mass flow. These cells will receive a metal
concentrate upgrade in the cleaners but can potentially lead to a penalty in terms of smelting cost with
no significant benefit in metal production. There might even be an argument to improve profitability of
the concentrator by bypassing cells FT11 to FT13 completely due to the negligible froth recovery but cost
impact of the downstream circuit due to product mass flow.

6. Conclusions

The study describes the causal flow of the flotation model from all the independent variables in the
system to the individual cell outputs, recovery and grade (Fig. 6). This model structure facilitates the
application of controller design and online optimization since the manipulated and disturbance variables are
described as the only inputs. The model is applied to plant data on an industrial platinum concentrator
using the available online data and 8-hour composite assays. No additional sampling surveys or laboratory
tests are conducted to train the model, simplifying industrial application. It is acknowledged that manual
APBS samples and a grade model of one cell further down the bank is required if this work is to be performed
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on another site. The regression statistics show acceptable correlation to the plant data during training and
testing sets, particularly for the first three cells. Model quality is reduced towards the latter cells in the bank
which agree with observations made in literature. The causal model presents an adequate characterization
of the circuit and is therefore considered suitable for simulation and offline optimization. The next phase of
the project will focus on the design of a steady-state optimizer subject to a financial objective, similar to
the work performed by Bergh et al. [6].
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7. Appendix

Table 8: Nomenclature table of the causal model of Flotation.
Symbol Description Unit
p Mineral flotability dimensionless
d Diameter m
hmax Height of cell m
ṁ Mass flow kg/s
q Volumetric flow m3/s
Lv Level valve opening %
Av Air valve opening %
L Cell level %
ρ density t/m3

h Froth Depth m
Jg Superficial gas velocity m/s
τ Pulp residence time s
u Froth Velocity m/s
Z Froth height above the cell lip m
d32 Sauter mean bubble size diameter m
Sb Bubble surface area flux 1/s
Σ Dynamic froth stability parameter s
β Froth stability parameter s
FRT Froth residence time s
εf Volumetric gas fraction in the froth fraction
R Recovery %
wn Lip length of a cell m

Suffices
i Mineral species
n Cell number
k Stream
s Solids
w Water
F Feed
T Tail
C Concentrate
tf True flotation
e Entrainment
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Table 9: 2-n Polynomial model coefficients for Z.

b0 b1 b2 b3 b4 b5
FT08 0 0.28 6.94 -0.52 -134.4 8.50
FT09 0 0.44 13.33 -0.78 -490.8 -3.10
FT10 0 0.54 17.85 -0.96 -563.1 -2.26
FT11 0 2.29 35.13 -3.07 -1989.6 -269.08
FT12 0 1.05 21.59 -1.69 -497.7 -45.24
FT13 0 0.27 33.49 -0.60 -1973.8 9.81
FT14 0 0.35 7.23 -0.71 -420.0 29.14

Table 10: 2-n Polynomial model coefficients for u.

a0 a1 a2 a3 a4 a5
FT08 0 0 5.47 0 -7.22 -7.25
FT09 0 0 6.74 0 -35.07 -4.92
FT10 0 0 4.33 0 -48.61 -0.19
FT11 0 0 4.73 0 -1.93 -2.56
FT12 0 0 4.36 0 -39.00 -0.16
FT13 0 0 8.07 0 -3.84 -10.89
FT14 0 0 3.26 0 -46.66 -0.09

Table 11: Coefficients for the 1st combined concentrate density models.

q0 q1 (Jg,FT8) q2 (Jg,FT9)
ρC1 0.0003 9.5 -8.2
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Table 12: Coefficients for the 2nd combined concentrate density models.

q0 (ρF,FT10) q1 (Jg,FT10) q2 (Jg,FT11) q3 (Jg,FT12) q4 (Jg,FT13) q5 (Jg,FT14)
ρC2 0.0001 3.5 -20.0 5.1 -11.6 -2.5

Table 13: 2-n Polynomial model coefficients for ṁC,n.

d0 d1 d2 d3 d4 d5
FT08 0 48.5 1.2 0 0 -5.2
FT09 0 48.5 1.2 0 0 -5.2
FT10 0 7.5 -65.9 0 0 684.1
FT11 0 7.5 -65.9 0 0 684.1
FT12 0 7.5 -65.9 0 0 684.1
FT13 0 7.5 -65.9 0 0 684.1
FT14 0 7.5 -65.9 0 0 684.1

Table 14: Coefficients for the combined concentrate density models.

q0 q1 (Jg,FT8) q2 (Jg,FT9)
ρC1 0.0003 9.5 -8.2

q0 (ρF,FT10) q1 (Jg,FT10) q2 (Jg,FT11) q3 (Jg,FT12) q4 (Jg,FT13) q5 (Jg,FT14)
ρC2 0.0001 3.5 -20.0 5.1 -11.6 -2.5
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