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Highlights  of Article:  

 

Title: Self-sensing active control of emulated tangential tool vibration hardware-in-the-loop  

 

 

• Functionality of self-sensing actuator in tool vibration control established. 

• Proposed tool vibration control compares favourably with equivalent technology. 

• Key design considerations with actuator concept demonstrated or addressed.  

• A single transducer can now be used for feedback tool vibration control.  

• Truly collocated sensor and actuator improve system stability properties. 
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Abstract 

This study tests the dual functionality of a piezoelectric transducer for active control of 

emulated tool vibration. The concept of a self-sensing actuator is here applied jointly with 

adaptive feedback active vibration control as hardware-in-the-loop1. It controls pre-

recorded tangential tool vibrations at the tool holder’s first bending mode. This work 

shows that the selected building blocks of the complete control loop are key to the design. 

It opens perspectives for a single transducer design and a simultaneous tool condition 

monitoring function. 10 dB attenuation of tool vibrations, bending-mode-focussed control 

command and feedback signal-to-noise-ratio of 20 demonstrate the system's functionality.  

. 

Keywords  

Active vibration control, emulated tool vibration, self-sensing actuator, adaptive feedback active 

noise control, linearization. 

 

1. Introduction  

 

Several accompanying advantages for the turning process are driving research on tool vibration 

control. Authors in [1] show that control of tool vibration results in increase of stability regions. 

                                                           

1 HIL: hardware-in-the-loop     TCM: tool condition monitoring 

PIL: processor-in-the-loop    RTDX: real-time data exchange 

LMS: least-mean-square    codec: coder-decoder 

AFANC: active-feedback-anti-noise-control  SSA: self-sensing actuator  

AVC: active vibration control    SC: sensing circuit 

DSP: digital signal processor    FIR: finite impulse response 

SNR: signal-to-noise-ratio    FRF: frequency response function 

ANN: Artificial neural network    RBF: Radial basis function 
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This stabilization means that regions with certain cutting parameter selections formerly related 

to unstable operating conditions can now be used for cutting, thus improving productivity. In 

addition to that do control systems, that are adaptive, allow for operating across different 

process parameter settings, resulting in increased machining flexibility. Studies in literature 

show, that the control of vibrations will reduce work piece surface roughness and tool wear. 

([2], [3], [4], [5]). 

Introduction of piezoelectric actuators came to advance active control of tool vibration 

([6], [7]). However besides their function as actuators they have a sensing capability. From a 

literature perspective work of [8] is one of the most recent pieces of research utilizing this 

principle. In the transducer’s sensor function an impedance bridge sensing circuit with a 

passively matched reference impedance aids to extract the sensed signal, which can be 

deformation of the structure it is attached to. 

 Pieces of literature present the task of matching the reference to the self-sensing 

actuator’s (SSA) impedance as balancing task. In a bridge circuit it is actively balanced during 

operation using an adaptive LMS algorithm ([9],[10], [11]). 

Literature brought up this self-sensing principle before, with focus on the principle 

itself. Its application, as related to a turning process and associated system design aspects, is the 

novelty this paper deals with ([12],[13]). The particular application of the SSA in feedback 

control of tool vibrations furthermore lends itself for use in simultaneous tool condition 

monitoring (TCM) by exploiting tool wear sensitive features in the control loop feedback signal 

([14],[15]). The SSA would thus combine feedback control and simultaneous TCM using a 

single transducer.  

The proposed system for the control of emulated tool-vibrations here comprises two 

essential building blocks. One is the sensing circuit as the hardware building block basically 

adopted from [13]. The other is a DSP-embedded adaptive feedback active noise control 

algorithm (AFANC), as proposed by [16], and is the software building block.  The main goal of 

this work is to prove system functionality by demonstrating that above mentioned building 

blocks are functional as a complete system. It includes consideration given to sensing circuit 

balancing, actuator linearization, model identification. The actuator position in the tool holder 

furthermore poses the conflicting requirements of providing sensitivity in its sensor function 

and direct action in its actuator function. These requirements become addressed. This initial 

stage therefore uniquely engages established principles and methods in a way to represent a 

control system for the purpose of single transducer active tool vibration control which is here a 

new application. This study’s solution to the problem of emulated tangential tool vibrations will 

show how the point of functionality was reached.  

Towards reaching above mentioned objective, the tool vibrations, being the main 

problem of machining operations, are here targeted on the effect and not on the cause level. 

These effects are the load disturbance on the tool holder and are here controlled directly. 
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Control system simplicity is the reason for choosing this approach for now. It saves modelling 

effort costs of the cause of these vibrations, such as their regenerative nature and tool-work-

piece dynamics.  

The paper consists of five main sections. The second section is material and methods 

and it gives detail of the experimental set-up and test signals, further detail of the hardware 

building block, viz. the sensing circuit, its equations and the balancing and test procedure. The 

third section is theory and calculations and has the model identification performed, inclusive of 

linearization measures for the SSA. It also gives account of the control system. This and the 

preceding one, discussing model identification, consider the basis for the information coded for 

the DSP. They relate to the software building block. The fourth section are the results and 

discussion with limitations. This includes a comparison with competing technologies and finally 

the fifth section is the conclusion. 

 

2. Material and Methods 

 

2.1 Set-up and test signals 

 

2.1.1 The set-up 

 

 

A representative tool holder, clamped in a representative tool post, makes up the test structure 

shown in Figures 1 and 2. Part of this is the SSA stack, which was under inherent pre-

compression as well as pre-compression from contact with the tool holder substitute. The line of 

action of the SSA stack actuator is perpendicular to the tool holder. Its force on the tool holder 

is directly opposite to the representative tangential cutting force exerted by the shaker stinger 

onto the tool holder. A spherical actuator tip was mating with a flat surface on the tool holder 

substitute at node 2 to avoid damaging cant of the piezo ceramic stack. Thus positive form 

locking between the SSA and the representative tool holder was unidirectional and existed only 

for the pushing action of the SSA. This means that the actuator can only push against the tool 

holder when it is expanding, but cannot pull the tool holder when it is contracting. The SSA’s 

position is at an offset from the shaker force application point, node 1, to increase the shaker 

force lever on the SSA. The increased leverage causes the SSA to be more sensitive to the tool 

tip deflection, i.e., node 1 displacement. 
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The test vibration signals used in this study were previously recorded as tangential 

cutting force signals, from a real turning process. In this HIL experiment theses signals drive a 

shaker to emulate the tangential cutting force component resulting in tangential tool vibration. 

The force transducer in the shaker’s connection to the tool holder via a stinger provides a signal 

of the force applied. 

The main part of the solution to the vibration problem lies in two building blocks, viz. 

the DSP with embedded feedback control algorithm and the sensing circuit (SC) with integrated 

SSA. The AFANC control algorithm embedded on the DSP determines a control command, 𝑉𝑖1, 

from the strain proportional signal, 𝑉𝑠𝑒𝑛𝑠. The control command signal, 𝑉𝑖1,  drives the voltage 

amplifier, which in turn with voltage, 𝑉𝑖𝑛, drives the SSA, which is the active leg of the SC 

bridge.  The purpose of the band-pass filter in SC, with 𝑉𝑠𝑒𝑛𝑠 as output, is to make the first 

bending mode in the forward path transfer function, discussed in section 3.3.1, stand out clearly. 

The experimental procedure follows and Table 1 lists the equipment  for the 

experiment. 

 

 

2.1.2 Test signals 

 

The test signals for this work originate from cutting force measurements with a strain gauge 

instrumented tool holder in a turning process under the following conditions ([15]): 

 

1. Lathe: Colchester Student (manually operated). 

2. Cutting parameters: cutting speed, feed rate and depth of cut respectively having been 

1.44 to  1.61 𝑚/𝑠, 0.3 𝑚𝑚/𝑟𝑒𝑣 and 1 𝑚𝑚.  

3. Method: measurements were conducted and statically calibrated according to the method 

described in work by [15].  
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Fig1 Experimental set-up for active control of emulated tool vibration using a self-sensing 

actuator 
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Fig2 Real image of test structure (Preference for color: online only) 
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Table 1 Equipment used in experimental set-up  

Item Type 

  

Piezo drive amplifier LE 500/200 voltage amplifier, Piezomechanik 
GmbH 

Piezoelectric actuator Stack actuator: PSt 500/10/15 VS18, 
Piezomechanik GmbH :  𝑛 = 50,   
𝐾𝑎 = 120 𝑁/𝜇𝑚, 𝑑33 = 450 𝑝𝑚/𝑉  

Electrodynamic shaker Ling Dynamic Systems, V406/8 

Shaker drive amplifier Ling Dynamic Systems, PA100E 

Force transducer Model 208B02, PCB Piezotronics 

Force transducer power unit Model 480E09 ICP, PCB Piezotronics 

Digital signal processor TMS320C6713, Texas Instruments 

Analog-to-digital converter ADS 8361, Texas Instruments 

Digital-to-analog converter DAC 8554, Texas Instruments 

Converter interface 5-6K Interface, Texas Instruments 

Data acquisition card (DAQ) PCI-6251 M-series, National Instruments 

DAQ connector block BNC-2110, National Instruments 
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The first bending mode of the strain gauge instrumented tool holder in tangential 

direction was at 1355.9 𝐻𝑧. 

Conversion of the measured signal into representative tool vibration signals for test 

purposes consisted of two steps and resulted in signals given in [dataset]. 

 

1. The instrumented tool holder’s bending mode was shifted to the equivalent mode of the 

substitute tool holder with 2050 𝐻𝑧 as the new centre frequency. The frequency ranges 

for each of the two signals were 100 𝐻𝑧 and 200 𝐻𝑧 of the measured signal with the first 

bending mode as centre frequency.  

2. Low amplitude system noise replaced the frequency ranges outside these bands. 

 

 

Control only targeted the tangential cutting force component. Authors of [6] did it in a 

similar way. This is briefly motivated as follows. In a turning process the magnitudes of the 

force component, tangential to the work piece,  𝑃1 and two components, 𝑃2 and 𝑃3  orthogonal 

to it respectively in feed and radial direction stand in approximate ratios of 𝑃3 ≈ 0.3𝑃1 and 𝑃2 ≈

0.15𝑃1 to 𝑃2 ≈ 0.5𝑃1 towards each other ([17]). 𝑃1 increases the expected deflection for a 

standard tool holder due to a relatively high force-to-stiffness ratio in its direction. As a 

consequence this results in an increased tool work piece relative displacement with resulting 

surface roughness increase, hence the use of the force component tangential to the work piece as 

test signal. This is to stay with the main purpose of this study at this stage, which is focussed on 

a functionality test of the self-sensing actuator to control tool vibrations in an HIL-set-up. 

 

2.1.3 Test procedure 

 

The test procedure consisted of the following steps: 

 

1. Balancing of the sensing circuit is done as described in subsection 2.2.2 about the sensing 

circuit balancing. 

2. Shaker amplifier PA 100E volume dial needed to be set to 95% of its range to fully 

exploit the maximum force capability of the shaker. 

3. The test signals, used for the HIL experiment, were the signals described in subsection 

2.1.2. These constituted the data output from the National Instruments data card, installed 

in the desktop PC and listed in Table 1, to the driving amplifier of the shaker, PA 100E.  
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Two separate test runs, one for each bandwidth, with the sampling rate as that for model 

identification were performed. 

4. The data card mentioned under point 3 was also used to capture data input. Acquisition 

of signal, 𝑉𝑠𝑒𝑛𝑠, was performed when the controller embedded on the DSP was switched 

on and for comparison also once when the controller was switched off.  

5. Above mentioned point 4 was performed for the test signal of 100 Hz bandwidth around 

the first bending mode of the representative tool holder and for the 200 Hz bandwidth 

signal around the same bending mode. 

 

 

2.2 Sensing circuit and balancing 

2.2.1 Circuit 

 

Figure 3 shows the impedance bridge type sensing circuit (SC) block in Figure 1 in detail. From 

this single input single output (SISO) module, with several electrical time dependent variables 

as states, an output variable of interest in this work is 𝑉𝑠𝑒𝑛𝑠. 

𝑉𝑠𝑒𝑛𝑠, is proportional to the axial strain of the stack SSA. The strain of the SSA is the 

variable directly affected by the representative tangential cutting force induced disturbance on 

the tool holder substitute.  

The SSA capacitance determines the parameterization of this circuit.  Table 2 lists the 

parameters. The ratios 𝑍𝑟𝑝/ 𝑍1 =  𝑍𝑝/𝑍2 , with 𝑍𝑝 = 𝑍𝑟𝑝 , are according to recommendations 

by [13]. The parallel resistors in the impedances 𝑍1 and 𝑍2 result in low-frequency roll-off for 

𝑉1 and 𝑉2.  Additional parallel capacitances in 𝑍𝑠ℎ𝑢𝑛𝑡 and 𝑍𝑟 𝑠ℎ𝑢𝑛𝑡 increase the small inherent 

parallel capacitance of the high power shunts of 𝑍𝑠ℎ𝑢𝑛𝑡 and 𝑍𝑟 𝑠ℎ𝑢𝑛𝑡 respectively to cause that 

the major voltage drop occurs across 𝑍𝑝 and its matching reference impedance, 𝑍𝑟𝑝.  

This section furthermore provides a look into the theoretical basis of the sensing circuit 

output, i.e. the hardware building block output, 𝑉𝑜. Authors in [13] start with the formulation of 

this basis using the sensor equation, as 

𝜃𝑝 𝑟 + 𝐶𝑝𝑣 = 𝑞𝑝   (1) 
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where 𝜃𝑝 = 𝑛 𝑑33 𝐾𝑎 with 𝑛, the number of layers in the stack, 𝑑33, a piezoelectric constant and 

𝐾𝑎  the actuator stiffness. 𝐶𝑝 is the actuator’s capacitance, while  𝑟, 𝑞𝑝 and 𝑣 are the piezo actuator 

tip displacement, the charge on the piezo stack, and the voltage across its electrodes respectively.  

 

If no charge from the stack actuator is lost, e.g. the piezo SSA is an open circuit, then 

the voltage, 𝑣, that appears across the piezo stack electrodes, becomes 

𝑣 = −𝜃𝑝 𝑟/𝐶𝑝 .  (2) 

Compressing of the stack actuator by a displacement, 𝑟, generates the charge, 𝑞𝑝, on the 

electrodes of the piezo stack. Literature calls this the piezoelectric effect ([18]). In circuit 

diagrams, authors of [12] represent this effect as a voltage source.  

The expression derivation for the output voltage of the impedance bridge, 𝑉𝑜,  in [13] 

takes the piezoelectric effect into account. Here the second term of the expression for the 

voltage across the actuator and shunt, 𝑉𝑎𝑐𝑡, represents this effect: 

𝑉𝑎𝑐𝑡 = 𝑉𝑖𝑛 − 𝑉2 =
(𝑍𝑝+𝑍𝑠ℎ𝑢𝑛𝑡)

(𝑍𝑝+𝑍𝑠ℎ𝑢𝑛𝑡+𝑍2)
𝑉𝑖𝑛 −

𝑍2𝜃𝑝 𝑟

(𝑍𝑝+𝑍𝑠ℎ𝑢𝑛𝑡+𝑍2)𝐶𝑝
 (3) 

Solving equation (3) from the derivation in [13] for 𝑉2 and using voltage division in the 

reference branch to obtain 𝑉1, results in  𝑉𝑜 = 𝑉1 − 𝑉2 . 𝑉𝑜  is the output of the impedance bridge 

as      

𝑉𝑜 = (𝑔1𝑍1 (𝑍1 + 𝑍𝑟 𝑝 + 𝑍𝑟 𝑠ℎ𝑢𝑛𝑡)⁄ − 𝑔2𝑍2 (𝑍2 + 𝑍𝑝 + 𝑍𝑠ℎ𝑢𝑛𝑡)⁄ )𝑉𝑖𝑛  

−𝑠𝑔2 (𝑍2𝑍𝑝/(𝑍2 + 𝑍𝑝 + 𝑍𝑠ℎ𝑢𝑛𝑡)) 𝜃𝑝𝑟.     (4) 

The gains for 𝑉1 and 𝑉2 are represented by 𝑔1 and 𝑔2 respectively. If the bridge is 

perfectly balanced and 𝑔1 = 𝑔2, 𝑉𝑜 is represented by the second term of equation (4) only as 

𝑉𝑜 = −𝑍𝑚(𝑠)𝜃𝑝𝑟 .    (5) 

𝑉𝑜, after becoming 𝑉𝑠𝑒𝑛𝑠, becomes the feedback signal in the control system. The 

impedance bridge forms a current divider with two capacitive bridge legs and a purely resistive 

third leg. With these legs the current divider is fulfilling a low pass filter function. Authors in 

[19] put this insight forward to justify the extra purely resistive by-pass path in the bridge 

circuit. It serves to prevent a bias current in the capacitive legs. As a result of the current divider 

low pass filter, the current through the resistive leg becomes 
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Fig3 Circuit diagram of sensing circuit with integrated SSA 
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Table 2 Impedance bridge and band pass data 

Impedance bridge 

  

Impedance Value 

  

𝑍𝑟 𝑠ℎ𝑢𝑛𝑡, 𝑍𝑠ℎ𝑢𝑛𝑡 6 𝜇𝐹 || 2.9 𝑂ℎ𝑚   

𝑍𝑟 𝑝, 𝑍𝑝 207 𝑛𝐹 

𝑍1, 𝑍2 2.2 𝜇𝐹 ||100 𝑂ℎ𝑚 

𝑅𝑝 220 ∙ 103 𝑂ℎ𝑚 

  

Band-pass 

  

Parameter Value 

  

Bandwidth ∆𝜔 = 205 ∙ 2𝜋 𝑟𝑎𝑑/𝑠 

Centre frequency 𝑓𝑜 = 2050 𝐻𝑧 

Gain at 𝑓𝑜 𝐺 = 1 

Quality factor 𝑄 = ∆𝜔/(2𝜋𝑓𝑜) = 10     

  
 
 
 

 

 

Table 3 Attenuation results of emulated tool vibrations 
Bandwidth of 
representative 
force signal to 
shaker in [Hz] 

Strain proportional amplitude of signal 
sensed by SSA at modal frequency 

Amplitude in [N] of force 
applied to tip of 
representative tool holder 
at node 1 

Maximum amplitude attenuation  [%] Without 
control 

With 
control 

100 70 1.03 1.03 

200 65 0.97 0.97 
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𝐼𝑅 =
(𝑅𝑃𝐶𝐵𝑠+1)

𝑅𝑃𝐶𝐵𝑠
 𝐼𝑖𝑛 ,  (6) 

where 𝐶𝐵 is the total equivalent capacitance of the two capacitive bridge legs and 𝐼𝑖𝑛 is the total 

current delivered to the impedance bridge.  

 

 

2.2.2 Balancing 

With a feedback control system unable to deal with noise in the feedback branch, this problem 

can mainly be addressed by maximizing the signal-to-noise ratio (SNR), ([20]). Therefore it is 

important to match the transducer and reference impedance as exact as possible. Impedance 

bridge matching was done using passive capacitors of XR7 material. In addition while the SSA 

is in a passive state, the signal of 𝑉𝑠𝑒𝑛𝑠 had to be minimized by adjusting the potentiometer to 

balance the bridge. 

The next set of steps were to match the actuator, 𝑍𝑝, and a passive capacitive 

impedance. In this way the differences in impedance due to the capacitors different dielectric 

materials was compensated for. 

1. A passive capacitive impedance of XR7 material, 𝑍𝑟𝑝, matched 𝑍𝑝. Equal capacitances 

and dissipation factors were the criteria and resulted in equal phase of 𝑉2 and 𝑉1.  

2. A manually adjusted polystyrene capacitor compensated the mismatches between  𝑍𝑟𝑝 

and   𝑍𝑝. 

 

3. Theory/Calculation 

 

3.1 Model identification and SSA linearization 

The C-coded information that constituted the DSP application consisted of the AFANC 

algorithm and also the model coefficients. Mode finding and model identification of the control 
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system’s forward path delivered these coefficients. 

 

The following descriptive notation holds for the remainder of this work. 

 

Abbreviation, 𝑚𝑒𝑎𝑠:  refers to measured data. 

Subscript, 𝑓:  refers to forward path frequency response function (FRF) or transfer 

function model.  

Subscript, 𝑚:   refers to FRF used for mode finding. 

Superscript, *:  refers to estimated FRFs, transfer models or finite impulse response 

(FIR) filters. 

Symbols, 𝐹 and 𝑇: represent FRFs and transfer models respectively.   

 

A sampling time of 4 𝜇𝑠, which corresponds to a 250𝑘𝐻𝑧 sampling rate, the standard 

sampling rate for the external data converters, is the basis for the computation of the model 

coefficients for the AFANC filters. Less phase loss associated with the use of external data 

converters as compared to the on-board coder-decoder (codec) of the DSP was beneficial to an 

increased system phase margin. 

 

 

3.1.1 Mode finding  

 

A model of the path consisting of the digital signal processor (DSP), the voltage 

amplifier and the impedance bridge served as a linear parametric model for control purposes. 

However the force transducer and stinger caused a mass load effect on the representative tool 

holder and resulted in a shifted bending mode frequency of the tool holder. By adjustment the 

mass was determined and during model identification it was used to account for this effect.   

 

The mode finding procedure consisted of the following iterative steps: 
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Fig4 FRF, Fm(jω), for mode finding and FRF, F(jω), of forward path section for mass load 

adjustment respectively 
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1. Application of a zero to 8000 𝐻𝑧 bandwidth random noise to the shaker. 

2. Measured signals by a dynamic force transducer and the SSA (not integrated in SC) to be 

used as  I/O data for the FRF, 𝐹𝑚(𝑗𝜔), in Figure 4.  

3. FRF, 𝐹𝑚(𝑗𝜔), in Figure 4 delivered the bending mode frequency of the substitute tool 

holder at 2050 𝐻𝑧 while being connected to the shaker. 

4. The shaker was then disconnected. 

5. The first bending mode frequency could then be observed on an FRF 𝐹(𝑗𝜔) =

𝑉𝑜(𝑗𝜔) 𝑉𝑖 2(𝑗𝜔)⁄  in Figure 4. 

6. Adjusted the mass load at node 1, such that the frequency of the first bending mode seen 

in an FRF, 𝐹(𝑗𝜔) = 𝑉𝑜(𝑗𝜔) 𝑉𝑖 2(𝑗𝜔)⁄  in Figure 4, would be as in step 3.  

 

After applying the necessary mass load to shift the bending mode to 2050 𝐻𝑧 , one can 

see minor frequency effects at 2050 𝐻𝑧 on 𝐹(𝑗𝜔) in Figure 4. They are hardly visible due to 

other units such as the piezo amplifier and the impedance bridge on the same path of the FRF 

measurements. 

 

 

3.1.2 Model parameter estimation 

 

With knowledge of the bending mode from the third step in mode finding and mass load 

adjusted, as in the previous section, model identification could be performed. This could be 

done on the substitute tool holder disconnected from the shaker.  

 

The decision was to use System Identification (SID) Toolbox from [21] instead of 

structure dynamical modelling software, since the general system under consideration is not 

purely structural but also electromechanical. Furthermore does the selected modelling software 

allow focus on stability, which is here a valid assumption due to the damping present in the 

structure. 
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The aforementioned path from the DSP with 𝑉𝑖 𝑑𝑠𝑝 as input, to the band-pass filter with 

𝑉𝑠𝑒𝑛𝑠 as output, is here also called the forward path. It consists of several units in series and 

caused expectation for a higher order model for this path.  A state space linear time invariant 

(LTI) type of model then provided the basis for the model structure. It is reliable, allowing for 

stable computer analysis algorithms ([22]). 

 

The following aspects were the basis for conducting model parameter estimation: 

 

Sampling rate: It was selected as 100𝑘𝐻𝑧 and was above a minimum of at least 

10 times the bandwidth of the control system in order to 

approach a continuous model ([23]).  

Processing time: It was accounted for by inclusion of the delay in the forward path 

data acquisition. The delay was caused by the processing on the 

DSP with time from input value assignment to output port 

variable assignment after the last algorithm instruction. 

Input data, 𝑉𝑖 𝑑𝑠𝑝:  0 to 8000 𝐻𝑧 white noise input signal. 

Output data, 𝑉𝑠𝑒𝑛𝑠: Anti-alias filtered acquisition of output data and its correction 

through inverse model of same filter. 

Pre-processing: Removal of the means from the output data and pre-filtering over 

the interval, [1942   2149] 𝐻𝑧.  

Model selection: The order selection option recommended a 6th order state space 

model. 

Estimation focus:  The focus was for stability and pre-filtered interval of the

    frequency range of interest. 

Estimation method:  Prediction error method (PEM) ([24]) 

Model order reduction: A lower order model being advantageous to the controller with 

removal of states hardly changing over time was adequate. The 

model was consequently reduced to a model of second order 

([25], [22]). 

Model:      
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Fig5 FRFs for model of the forward path (dashed) and measurements of the same path (solid) 

respectively (Preference for color: online only) 
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𝑇𝑓(𝑧) =  
−0.03887 𝑧2−0.1654 𝑧+0.2036

𝑧2−1.993 𝑧+0.9956
 .    (7) 

 

Figure 5 shows the fit of the estimated model versus an FRF of the measured data for a 

narrow band only, since in this work, the control focus corresponds to this band.  

 

 

The accuracy of this transfer function model is given by its percentage fit as  

 

𝑓𝑖𝑡 = 100 (1 −  �̅�(𝒚𝑚 𝑘 − 𝒚𝑘)/�̅�(𝒚𝑘 − �̅�𝑘)),    (8) 

 

where 𝒚𝑚 𝑘 is the simulated output of the model, 𝒚𝑘 the measured output, �̅�𝑘 its mean and the 

operator �̅� denotes the maximum singular value of the operand. The fit with the model in equation 

(7) yielded an accuracy of 85 % . 

 

3.1.3. Linearization measures  

 

3.1.3.1 Input voltage tracking by current in SSA 

When a controlled output voltage amplifier drives piezoelectric actuators, the latter exhibit 

increased non-linear hysteresis ([19]). However non-linearity is negligible when a controlled 

current amplifier drives the actuators. The evaluation therefore was about the necessity to 

convert the available controlled voltage amplifier into a controlled current amplifier.  

In addition to linearization, the controlled current amplifier offers the benefit of 

enhanced stiffness of the actuator. Documentation by [26] explains the reason behind this. Via 

the driving amplifier one therefore has control over the charge content on the piezo actuator, the 

electric field and consequently its stiffness ([27]). Two equations in the work of [13] illustrate 

this by means of the rewritten sensor equation (1) 
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Fig6 FRF with Vi1 as input and ΔVshunt as output signal indicating phase of shunt current relative 

to Vi1 
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𝜃𝑝 𝑟 = 𝑞𝑝 − 𝐶𝑝𝑣 .  (9) 

Control and compensation of the charge to the SSA (i.e. the current) prevents charge 

leakage from the piezo stack, except for negligible internal leakage.  This is the situation 

described by equation (2). 

For this study a controlled current drive amplifier would mean that an inner feedback 

loop, as shown in the appendix in Figure 11, be implemented, such that the current in the piezo 

actuator would track 𝑉𝑖1. A +90°phase shift on ∆𝑉𝑠ℎ𝑢𝑛𝑡 , before feeding it back, can do this, 

assuming ∆𝑉𝑠ℎ𝑢𝑛𝑡 is in phase with the piezo amplifier input voltage, according to K.-H. Bayerle 

(personal communication, January 19, 2015). 

For the set-up of this work the phase of  ∆𝑉𝑠ℎ𝑢𝑛𝑡 at 2050 𝐻𝑧 is already about  76° 

relative to the piezo amplifier input voltage, 𝑉𝑖1, as shown in Figure 6. It is therefore lagging 

 𝑉𝑖1 by only 14° or less, when considering the actuator is not purely capacitive. For the purposes 

of this study this lag was sufficiently close to 0°.  

 

 

3.1.3.2 Imposing of pseudo random noise 

Imposing pseudo random noise on the control algorithm output,  𝒖𝑘 , formed a further measure 

to achieve linearization of the hysteresis found on piezoelectric actuators.  

 

Each control algorithm output sample, 𝑢𝑘 ,  added to a pseudo random noise sample as 

follows: 

 

a. Generate a random number 𝑛𝑟 𝑘: 

 

𝑛𝑟 𝑘 ∈  [−10, 10]   (10) 

 

b. Obtain modified running mean 𝑚′𝑘 : 
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𝑚′𝑘 = |
𝐾

𝑁
∑ 𝑢𝑗

𝑘
𝑗=𝑘+1−𝐿 |     (11) 

 

where 𝐾 = 5 × 10−7 is a signal-to-noise-ratio (SNR) tuning factor and 𝑁 = 25 is the 

window length for mean calculation. 

 

c. Obtain random signal 𝑚𝑘 proportional to 𝑚′𝑘: 

𝑚𝑘 = 𝑛𝑟 𝑘 ∙ 𝑚′𝑘   (12) 

 

d. Filter 𝒎𝑘 = [𝑚𝑘 , … 𝑚𝑘−𝐿] through two identical cascaded second order band pass 

filters, 𝐺𝐵𝑃(𝑧), with centre frequency at 𝑓𝑛 = 110 𝑘𝐻𝑧 and under-damped with 

damping ratio 𝜁 = 0.1. The purpose of these filters was to only allow narrowband noise 

through since only narrowband noise is necessary. The centre frequency is sufficiently 

high, but safely below the Nyquist frequency of the DSP sampling rate.  

𝒏𝑘 = 𝐺𝐵𝑃(𝑧) ∙ 𝐺𝐵𝑃(𝑧) ∙ 𝒎𝑘,  (13) 

 

where 𝐺𝐵𝑃(𝑧) is the z-transform with the zero-order-hold and with 

 

𝐺𝐵𝑃(𝑠) =
(2𝜋𝑓𝑛)2

𝑠2+(4𝜁𝜋𝑓𝑛)𝑠+(2𝜋𝑓𝑛)2 
 .  (14) 

 

e. The pseudo random noise, 𝑛𝑘 then adds to the controller output value 𝑢𝑘: 

 

𝑣𝑘 =   𝑢𝑘 + 𝑛𝑘   (15) 

where  𝑉𝑖1 = 𝑣𝑘    . 

 

Imposing of pseudo random noise to the voltage applied to the piezoelectric actuator 

has an overall linearizing effect. Figure 7 shows this.  By applying higher voltages, the extreme 

points of the loop become sharper and effects of hysteresis become visible ([19]). Pseudo 
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Fig7 Piezo stack actuator stroke vs. applied voltage without and with pseudo-random noise 

applied to Vpiezo left and right graphs respectively 
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random noise then causes the more inflated hysteresis loop to partially collapse as shown in the 

right graph of Figure 7. 

 

 

3.2 Control system 

3.2.1 Method 

 

As the commonly known regenerative effect occurs in turning process tool vibrations, it is valid 

to assume, that in turn this effect is also represented in the pre-recorded tool vibrations for this 

study. This is the connection to the machining process, besides the typical tool holder set-up, 

shown in Figure 1. As found in [28], these tool vibrations are non-stationary and require an 

adaptive algorithm, such as here the AFANC algorithm as control strategy. When used in a design 

of advanced stage, and being a feed-forward type of algorithm, its performance is superior 

compared to similar algorithms as shown in [29]. Due to limitations as addressed in section 4.3 

the algorithm performance is limited in this study also. 

In the remainder of this work it is the convention, that lowercase bold symbols represent 

vectors of delayed samples.  The time instant of these vectors is indicated by the subscript, 𝑘.  

The control method as shown in Figure 1 encompasses a vibration control loop with 

feedback signal, 𝑉𝑠𝑒𝑛𝑠 . It is also represented as the block diagram shown in Figure 8. 𝑇𝑓 is the 

transfer function of the forward path, i.e. the physical set-up given in equation (7), which 

includes the DSP, the voltage amplifier and the impedance bridge to the sensed bridge voltage, 

𝑉𝑠𝑒𝑛𝑠, as output. The signal sample  𝑒𝑘 = 𝑉𝑠𝑒𝑛𝑠 𝑘 is the sample sensed by the sensing circuit at 

time instance 𝑘 and is the input to the control algorithm embedded on the DSP. The signal 

commanded by the control algorithm to the SSA, i.e. the output signal from the DSP at time 

instance, 𝑘, represents the sum of the signal samples 𝑢𝑘 and 𝑛𝑘. Here  𝑛𝑘 , discussed in the 

previous section, is the pseudo random noise imposed on the adaptive filter output, 𝑢𝑘. 
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Fig8 Block diagram of control system based on AFANC 
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The forward path denotation is 

𝑇𝑓(𝑧) =
𝐶(𝑧)

1−𝐺(𝑧)
                                                                                                                           (16) 

and 𝑇21(𝑧) denotes the filter of the transfer function relating the input force, 𝑓𝑘, at node 1, at the 

tool tip, to the displacement resulting from that force, 𝑑𝑘, at node 2. Node 2 is the point of contact 

between the SSA and the bar representing the tool holder as indicated in Figure 1. 

 

The input to the controller first undergoes a bias removal using the bias-notch filter 

 

𝑇𝐵𝑁(𝑧) =
𝑧−1

𝑧−0.995
  (17) 

 

with a pole slightly left of the zero on the unit circle ([30]). Filter, 𝑊(𝑧), is a 16 tap adaptive finite 

impulse response (FIR)-filter. 

 

Source [31] provided the C-code for the least-mean-square (LMS) section of the 

AFANC algorithm.  An open-loop processor-in-the-loop (PIL) test on the DSP,  also listed in 

Table 1, tested and verified the code. Two real-time data exchange (RTDX) channels for 

communication with a host PC’s MATLAB workspace, using appropriate toolboxes [32], aided 

the testing. This was following an example in [31]. Simulation reached performance levels as in 

previously conducted work ([15]). 

 

3.2.2 Algorithm 

 

The DSP input and output signals in Figure 8 are 𝑉𝑠𝑒𝑛𝑠 = 𝑒𝑘 and 𝑉𝑖1 = 𝑢𝑘 + 𝑛𝑘 respectively. 

An adaptive FIR-filter, 𝑊(𝑧), determines the control action in the system as shown in Figure 8. 

The squared error expected value minimization, i.e. minimization of the cost function 

𝐽(𝑤𝑖) = 𝐸[𝒆𝑘
′ 𝒆𝑘

′𝑻],                                                                  (18) 

to search for appropriate 𝑤𝑖, the coefficients for the adaptive filter 𝑊(𝑧), and associated 
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minimization of 𝒆𝑘 is used to derive the algorithm. This reduces the resultant displacement at 

node 2 (see Figure 1) caused by the cutting force acting at node 1 and the force exerted by the 

actuator on the tool holder structure. The choice of 𝒅𝑘−1
′  as the reference signal, instead of 𝒆𝑘−1 

as a reference, more effectively provides advance information about the primary noise, as it 

appears at the point of cancellation, which is node 2. This makes the adaptive feedback noise 

control (AFANC) algorithm, proposed by [16], preferred above the delayed error active noise 

control algorithm as used by [6]. Formulated in terms of a turning process, the primary noise is 

here represented as the tool holder deflection due to the cutting process. Here  𝒆𝑘 
was first pre-

filtered by the denominator dynamics of the forward path, 1 − 𝐺∗(𝑧) , to cancel its poles and 

prevent them from participating in the coefficients’, 𝑤𝑖,  calculation. This is to avoid the 

instability when the poles migrate outside the unit-circle. This technique originates from 

literature ([33]). The pre-filtered error signal 𝒆𝑘 
 is denoted as 𝒆𝑘

′ , where 

 

𝒆𝑘 = 𝒅𝑘 + 𝑇𝑓(𝑧)(𝒖𝑘 + 𝒏𝑘) .  (19) 

 

Then, with 𝒏𝑘 neglected, 𝒆𝑘
′ , constructs as 

    
 

𝒆𝑘
′ = 𝒅𝑘

′ + (1 − 𝐺∗(𝑧))𝑇𝑓
∗(𝑧)𝑊(𝑧)𝒙𝑘 = 𝒅𝑘

′ + 𝐶∗(𝑧)𝑊(𝑧)𝒅𝑘−1
′      (20) 

 
 

where  𝐺∗(𝑧), 𝑇𝑓
∗(𝑧) and 𝐶∗(𝑧) are estimates of  𝐺(𝑧), 𝑇𝑓(𝑧) and 𝐶(𝑧) respectively. 

 

In this work the objective was to directly keep the plant output zero. According to (20) 

the error 𝒆𝑘
′  then becomes  

 

𝒆𝑘
′ = 𝒅𝑘

′  .                                                                (21) 

 

A gradient descent algorithm is then used to update all the adaptive filter coefficients 

for the next time step, which is 
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𝒘𝑘+1 = 𝒘𝑘 − 𝜇
𝜕𝐽

𝜕𝒘𝑘
                         (22)                                                            

 

where 

 

𝜕𝐽

𝜕𝒘𝑘
= 2𝒆𝑘

′ 𝜕𝒆𝒌
′

𝜕𝒘𝒌
 .                                                             (23) 

    

The final updating equation for the coefficients 𝑤𝑖 , with 𝑖 = 1,2 … 𝐿 and 𝐿 the length of 

filter 𝑊(𝑧), becomes 

 

𝒘𝑘+1 = 𝛾 𝒘𝑘 − 𝛼 𝒆𝑘
′ 𝐶∗(𝑧)𝒅𝑘−1

′ .                                                                                   (24)                                            

 

Equation (24) is also known as the filtered-x LMS algorithm because the FIR filter 

𝐶∗(𝑧) filters the feedback type reference signal, 𝒙𝑘 =  𝒅𝑘−1
′

 
and becomes the gradient of the 

algorithm. The leakage coefficient 𝛾 is here assigned the value 0.99. The work of [6] states that 

it improves the systems robustness. The coefficient 𝛼 = 2𝜇 is a convergence coefficient ([34]). 

It is determined as 

𝛼 =
�̃�

𝐿𝒙𝑘
′ 2̅̅ ̅̅ ̅   (25)                              

 

where 𝒙𝑘
′ 2̅̅ ̅̅ ̅

  is the mean-square of the filtered reference signal,  𝒙𝑘. According to [34] �̃� should be  

 

0 < �̃�  < 2 .                                                         (26) 

 

The choice in this work is that �̃� = 0.02, since lower values for a convergence 

coefficient are recommended for models that do not have an exact fit. 
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4. Results and Discussion 

4.1. Attenuation 

 

The magnitude attenuation of 𝑉𝑠𝑒𝑛𝑠 in 𝑑𝐵, in the upper two graphs of Figure 9, is also quantified 

in Table 3. This reduction achievement is at the first bending mode at 2050 𝐻𝑧. With control on 

a sideband on the high frequency side occurred however hardly exceeding the magnitude of the 

attenuated vibration. The sideband occurrence is due to inferior model fit outside the targeted 

narrow bands of 100 𝐻𝑧 and 200 𝐻𝑧 . 

 

 

In comparison with desktop PC simulation under ideal conditions, the result was a 

93 %  attenuation. It was achieved without unidirectional form locking limitation, i.e. with form 

locking for pushing and pulling and with an exact model for the controller. This shows the need 

for bidirectional positive form locking at the actuator-tool-holder connection and for model 

accuracy.  

Results in Figure 9 and Table 3 show that with the force for the controlled and the 

uncontrolled case unchanged, the SSA has reacted with stiffness variations to the variations of 

the input disturbance force. The latter was downscaled to approximately 25% of the tangential 

force’s dynamic component for a hard turning example of a real process ([35])  

With an input sinusoidal amplitude of 2𝑉 peak-to-peak applied to the shaker amplifier 

PA 100E (volume dial set to 95% of its range), Figure 9 (lower graph) shows that the sensed 

signal, 𝑉𝑠𝑒𝑛𝑠, reaches a signal-to-noise-ratio (SNR) of 20 𝑑𝐵 (i.e. 20 log  (50/5)). 

In comparison [36] suggests that for the feedback path in process control, consisting of 

communication channels between a plant and master station, the minimum required SNR be 

4 𝑑𝐵. 
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Fig9 PSD of Vsens for a 100 𝐻𝑧 and a 200 𝐻𝑧 bandwidth test signal (upper and middle graphs 

respectively) and SC sensed signal, Vsens, with PA 100E input signal (lower graph) 
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4.2. Post-experiment measurements 

 

With the post-experiment measurements it was the intention to also investigate the controller 

output. This however happened after damping increased and input-output coherence decreased 

due to a reassembled set-up. A possible reason for the latter could be slight loss of contact of the 

SSA tip at node 2 as indicated by the change in input-output coherence. 

 

With re-estimation of model parameters the gain and real value slow zero of the forward 

path model was modified to have values of similar order of magnitude as the model in (7). This 

enhanced responsiveness of the controller utilizing this model. 

 

In Figure 10b) two neighbouring signal frequency components explain the beating 

phenomenon in the controlled output in Figure 10a). The control effort in Figure 10c) is toward 

setting the controller output frequency to the one sensed, i.e. 𝑉𝑠𝑒𝑛𝑠. Here it is clear that the 

controller output is in this case restricted by the output voltage limits of the digital-to-analogue 

converter. This may partly be attributed to the indirect position of the SSA with respect to the 

node of application of the disturbance, which is the representative cutting force. Partly it can 

also be attributed to the aforementioned unidirectional form locking limitation. 

 

The levels to which active control has attenuated emulated tool vibrations in the upper 

graph of Figure 9 and Figure 10b), i.e. 60 𝑑𝐵, are comparable. However in case of Figure 9, the 

attenuation was due to active control only, while in Figure 10b) it was due to a combination of 

structurally induced passive damping as well as active control. 

 

 

 

4.3. Limitations to performance 
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Fig10 Time domain and PSD of SSA sensed signal, Vsens respectively in a) and b) and equally 

for the controller output, Vi1, respectively in c) and d) 
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Elimination of the following limitations can further improve the control system performance, as 

presented in this functionality test. 

 

1. As only the SSA’s pushing action ensured contact of the SSA and substitute tool holder, 

it limited positive form locking to that particular direction. However in this study the use 

of an electro dynamic shaker in the set-up required a zero static force. This consequently 

required a form locking for both pushing and pulling action of the SSA. This is unlike a 

real turning process, where the static force is non-zero and, due to forced contact, a form 

locking for the pushing action only would suffice. However as a conservative precaution 

a specially designed mechanical connection would prevent loss of contact of the actuator 

for the pulling action. In this study the connection point of the actuator and the tool holder 

has no form locking in pulling direction with the purpose to allow cant of the tool holder 

relative to the actuator. This protected the piezoelectric stack from cant itself and 

consequently damage. 

 

2. In order to first reach and demonstrate first stage system functionality, model 

identification was limited to a narrow band in this HIL set-up and resulted in adequate 

performance limitation to the frequencies within the respective band only. 

3. Associated with the dual function of the SSA are two requirements that have to be met. 

Firstly the SSA’s position in the structure should enable a high signal-to-noise-ratio 

(SNR) regarding its sensor function, i.e. avoid noise in the feedback path due to a 

closed-loop system inability to control it there ([20]). Secondly and simultaneously as 

an actuator the control is most effective if its actuation on the controlled variable is as 

directly as possible ([37]). This study, for its purposes, only considers the first 

requirement through bridge balancing, reference matching and through SSA position 

selection. The aim here was increased measurability of the deflection at node 2 by the 

SSA. Associated with the concept of this study, this particular challenge was not found 

as addressed in literature so far. 

 

4. The total noise at a point of the tool holder on the opposite side of node 2, which will 

here be called node 3, consists of noise by the cutting force exerted at node 1 plus 

superimposed noise that originates from the non-linearity of the actuator such as loss of 

contact and remaining actuator hysteresis. This would be hysteresis, which has not 

completely been linearized. Noise from the loss-of-contact type non-linearity is a clear 

mechanical design issue and can be rectified by appropriate design. A clear picture of 

the remaining noise situation, not investigated here, may however be obtained by 

exerting a sinusoidal force signal at node 1, which is the point of action of the cutting 

force. The resulting deflection is then measured using a laser vibrometer at node 3 with 

the passive SSA still part of the set-up. However the SSA should then be mechanically 
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connected at node 2 in a way that guarantees bidirectional form locking. A similar 

measurement by a vibrometer at node 3 is recorded when a sinusoidal force signal of 

equal frequency and amplitude measured at node 3 is exerted by the SSA at node 2. The 

latter can then be either modelled or compared visually to the former measurement to 

establish its proportion of the total noise. 

 

 

 

 

 

4.4 Competitive technologies 

4.4.1 Established technologies 

 

Table 4 gives an overview of the technology of tool active vibration control (AVC) using a self-

sensing actuator as proposed in this study and two competitive technologies respectively in the 

2nd, 3rd and 4th columns. These technologies are here compared according to criteria referring to 

the control strategy of each and also their practicality. Table 4 shows that the control concept 

discussed in this paper compares favourably with competing technologies based on the criteria 

used here. 

 

 

 

4.4.2       Artificial neural network technologies 

 

In the now accelerating research in deep learning, there are two approaches using artificial 

neural network active vibration control methodologies that should be mentioned. The first one is 

from 2010 and uses, similar to the approaches mentioned in section 4.4.1 also a piezo actuator 

to counteract tool vibrations. The second approach is not yet an active tool vibration control 

application from 2017 but is applied to general active vibration insulation.  

In the first approach, mentioned in [43], a multilayer feedforward ANN model is trained 

via resilient backpropagation to represent the plant. For the collection of network training data 

37



 
 
 

Table 4 Comparing competitive piezoelectric actuator based tool AVC technologies 

Tool AVC type: This study’s AVC: 
Self-sensing with 
impedance bridge 
sensing circuit/ AFANC 
algorithm [16 ] 

AVC of [38]: 
Self-sensing/ adaptive 
Positive Position 
Feedback (PPF) control  

AVC of [6] 
Seperate sensor and 
piezoelectric actuator/ 
FxLMS algorithm [6] 

    

Criteria:    

Feedback Position/deflection 
(absolute position 
control) 

Position/deflection 
(absolute position 
control) 

Acceleration (jerk 
control) 

Stability Root locus remaining in 
left-half s-plane [39] 

Root locus remaining in 
left-half s-plane  [39] 

Not guaranteed because 
non-collocated 

Design &  
add-ons 

Sensing circuit safe from 
harsh conditions 

Sensing segment and 
actuator on same stack 

Accelerometer 

Practicality External turning plus 
boring 

External turning External turning plus 
boring 

Control direction Tangential Radial Tangential 

Control strategy Adaptive LMS-type Adaptive using self-
tuning regulator (STR) 

Adaptive LMS-type 

Forward path 
type 

General model Second order model General model 

Performance/ 
convergence 

Trade-off between 
robustness and 
convergence via 
algorithm step-size [40] 

Slow convergence [41]  Trade-off between 
robustness and 
convergence via 
algorithm step-size [40] 

Robustness See convergence trade-
off  

Robust [42] [38] See convergence trade-
off  

Algorithm 
implementation 

Simple Requires additional STR Simple 

Frequency range Broadband [16] Mainly modal 
frequencies 

Narrowband 

Efficiency 10 dB plus room for 
improvement pointed 
out 

10 to 16 dB 40 dB 
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the plant is the tool holder structure with the actuator position as point of input and the 

accelerometer position as output, while the primary disturbance is kept equal to zero. During 

training network weights are adjusted so as to minimize the difference between the ANN model 

output and the real plant output. For AVC the model is used in its inverse form. A control signal 

is sent to the actuator via the inverse ANN model. It is produced by using the plant output as 

input to the inverse ANN model to counteract the plant’s primary source of vibration.  

The delay caused by processing is estimated and reversed in the control signal such that 

current rather than previous plant output disturbances are targeted. However with this 

application the sinusoids in the plant output disturbance are targeted in sequential iterations 

rather than simultaneously as in the HIL tests of the current studies. The approach of [43] 

achieves a performance of 73 % attenuation of the maximum disturbance amplitude. The 

advantage of this approach is that it is robust and the model can accommodate non-linearities of 

the plant. 

The second ANN approach in [44] is a general vibration insulation application, which 

can however be applied to turning tool dynamics by omitting the intermediate base plate in the 

dynamic model. This is a later application of ANN in AVC which makes use of sliding mode 

control combined with a radial basis function (RBF) network. This type of network was chosen 

because of its quick learning ability. Sliding mode control was brought in as a non-linear 

continuous control.  It is clear how the switching surface derivative was chosen to approximate 

the switching surface maintaining a non-zero lower bound. This was done to reach the sliding 

mode, and thus reduced dynamics, in finite time. It also meets a Lyapunov requirement for 

stability. 

A performance of 77 % attenuation of the maximum white noise disturbance amplitude 

was achieved with required robustness properties. 

 

 

5. Conclusion 

 

This concept's application and content of this work is the control of emulated tangential 

tool vibrations with an SSA and active control algorithm.  The control system's implementation 

as HIL incorporates a hardware building block with an integrated SSA. It also included a 

software building block accommodating the AFANC control algorithm and data of the 

identified path with the tool holder model. 
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The suggested method has shown that the complete HIL system was functional with 

sufficiently high signal-to-noise-ratio for the control system feedback signal. It shows a 

performance, of up to 70% attenuation when targeting the substitute tool holder bending mode 

vibrations of 100Hz bandwidth.  The actuator current lagging the voltage input to the driving 

amplifier by only a small phase angle, is a proof of sufficient linearity support. It was also 

confirmed that pseudo random noise enhances linearity for larger strokes of the SSA. Post-

experiment results confirmed that the control action indeed targets the frequency of the first 

bending mode of the substitute tool holder. 

The purpose of this study was to develop a complete control system for emulated 

tangential tool vibration, and prove its functionality. It now serves as a basis to reach the stage 

of market readiness. This work has established that the control system is feasible for further 

development. 

Aforementioned requirements for its sensor- and actuator function recommend a specific 

SSA position choice in the structure for a real turning process implementation.  
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Appendix A 

This section describes the inner control loop option as a control loop with feedback signal, 𝑉𝐼.  

The purpose of the feedback via a phase shift in Figure 11 is to carry out enhanced tracking of 

the input voltage 𝑉𝑖1 by the current in the piezo actuator shown as 𝐼𝑝 in Figure 3. The inner 

control loop is an additional option and measure to linearize the hysteresis exhibited by the 

piezoelectric actuator. 

K.-H. Bayerle (personal communication, January 19, 2015) suggested this 

configuration. Instead of directly sensing the current in the piezoelectric actuator, 𝐼𝑝, the voltage 

difference over the shunt in Figure 3, ∆𝑉𝑠ℎ𝑢𝑛𝑡, indicates its magnitude. A-priori knowledge that 

the phase of current in the piezo element is 90° relative to the phase of ∆𝑉𝑠ℎ𝑢𝑛𝑡, indicates the 

phase of 𝐼𝑝 .The phase shift block in Figure 11 indicates that if the phase of ∆𝑉𝑠ℎ𝑢𝑛𝑡 relative to 

𝑉𝑖1  is 𝜑° , then a −(𝜑 − 90)° shift of phase would be needed on ∆𝑉𝑠ℎ𝑢𝑛𝑡 . Phase equality of the 

feedback signal and the current in the piezo actuator is the reason for this requirement.  In 

Figure 11 the signal 𝑉𝐼 in Volt is equal to 𝐼𝑝  in Ampere. 

If the magnitude of the open loop path 𝐺𝑖𝑝 is set to  

|𝐺𝑖𝑝| =
|𝐼𝑝|

|𝑉𝑖1|
≈ 1                         (A1)       

by selection of 𝑅𝑠ℎ𝑢𝑛𝑡  with 

|𝐼𝑝| =
|∆𝑉𝑠ℎ𝑢𝑛𝑡|

𝑅𝑠ℎ𝑢𝑛𝑡
  ,                                                               (A2) 

and the inner loop feedback system notation in Figure 11 is 𝑇𝑖𝑝, then it derives as 

𝑇𝑖𝑝 =  
2𝐺𝑖𝑝

1+𝐺𝑖𝑝
   (A3) 

with 𝑉𝑖1 as input and 𝑉𝐼 as output.  
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Fig11 Control system with inner SSA current control loop 

 

 

 

 

 

 

 

 

46




