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With ever increasing wireless network demands, designing low computational complexity channelisa-

tion algorithms for software defined radio receiver platforms will continue to require research attention.

Extracting and reconfiguring channels of choice from multi-standard receivers is computationally in-

tensive. Higher number of multipliers involved in the filter designs impacts speed, resources utilisation,

power, and consequently, costs.

Analyses of uniform and non-uniform channelisation algorithms show that Generalised Discrete Fourier

Transform (GDFT) and Farrow Per Channel Channelisation (FPCC) compromise computational load

and reconfigurability for the upcoming multi-standard SDR receivers.

Complexity increment in GDFT filter is attributed to extra three phase modifications added to its time

and frequency offset. The resultant effects are higher filter order and higher delay in software defined

radio (SDR) mobile systems.

Also, in FPCC, complexity compromise occurs during the process of approximating higher frequency
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band with high level of distortion at passband ripples and stop band attenuation. Higher filtering

operation is needed to do this. This increases filter computational complexities and reduces the

performances of multi-standard receivers in software defined radio.

This work focuses on achieving a low complexity channelisation algorithm for these two algorithms

for any frequency band whether low or high exploring three approaches in developmental sequence

based on different computational rationales.

The first approach involves the development of two algorithms described as Hybrid Generalised

Discrete Fourier Transform (HGDFT) and Hybrid Farrow (HFarrow) Channelisation Algorithms.

These developments involve hybridising frequency response masking techniques and coefficient

decimating filter with either the modulated GDFT or modulated Farrow filter. These methods efficiently

reduce the computational complexity to some extent.

The second approach focuses on improving the performance of HGDFT and HFarrow algorithms

using different digital number systems, implemented on parallel distributed arithmetic architecture.

The digital number representations used are: Parallel Distributed Arithmetic Based Residual Number

System (PDA-RNS), Parallel Distributed Arithmetic Based Canonical Signed Residual Number System

(PDA-CSRNS), and Parallel Distributed Arithmetic Based Common Sub-expression Elimination

Method (PDA-CSE). These approaches resulted in significantly fewer filter coefficients as well as

a reduction in the number of multipliers and adders used. Thus, the computational complexities of

HGDFT and HFarrow improved remarkably when optimised with the parallel distributed arithmetic

and number systems.

However, the filter’s passband ripples and the stop band attenuation degrade in performances due

to the rounding of the continuous filter coefficients. A Genetic Algorithm (GA) was introduced to

optimise the performances of the hybrid filter. Results obtained showed better filter structures with

lower computational complexities.

The third approach uses the multi-rate, multi-stage method to reduce computational capability of the

HGDFT and HFarrow channelisation algorithms. The large number of filter coefficients in HGDFT

and HFarrow were factored into different stages. These relaxed the filter specifications and resulted in

more reduced computational complexities.
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Great is Thy faithfulness,

Oh Lord My Father!

There is no shadow of turning with thee;

Thou changeth not, Thy compassions they fail not,

As Thou has been, Thou forever will be.

(KJV Bible, James Chapter 1 vs. 17)
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CHAPTER 1 INTRODUCTION

1.1 CHALLENGES OF SOFTWARE DEFINED RADIO

Due to new and emerging services demand in mobile computing, development of multi-standard receiv-

ers with better data rates, high processing speed, low execution time, minimal power consumption and

different operating modes on single platform will continue to be of interest in mobile communication

development. Such receivers must be able to process multiple communication standards with different

channels bandwidth on a single platform. This can illustrated using real world receivers scenario with

different air standards such as frequency modulation (FM), Global system for mobile communication

(GSM), WLAN, CDMA, WCDMA, etc, with wide range of frequency bands, different bandwidths,

different sample rates, different channel spacings and different modulation schemes can be imple-

mented on a single platform. Conventionally, multi-standard receivers technology implement distinct

standard on distinct receiver, resulting in high utilisation of processors resources, increased power

consumption, and reduced operational speed, all leading to high costs in mobile systems. In contrast,

software defined radio (SDR) is the platform for seamless multi-standard receiver capabilities.

Dynamically extracting and reconfiguring required channels on demand is done on SDR receiver

system; a process known as channelisation. Channelisation extracts required or choice signals from

wideband multi-standard input signals. This occurs at the digital front end (DFE) of the receiver, and

involves placing the wideband analog digital converter (ADC) or digital analog converter (DAC) close

to the receiver or the transmitter while digitising the input signals. Thus, the digitizing process is highly

computationally intensive, involving several filtering stages such as digital down conversion, channel

filtering and sample rate conversion. This is done using either channelisation algorithm or what can

also be referred to as filter bank (FB) algorithm in SDR. However, the typical values of sample rates

and dynamic ranges of the output signals to the channelizer and output signals of the synthesizer may

be in the range of 60−350 Msamples/s and 90−100dB respectively [6].
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CHAPTER 1 INTRODUCTION

Different filter banks or channelisation algorithms exist in literatures, [7, 8, 9, 10, 11, 12, 13, 6, 14, 15,

16, 17, 18, 19, 20]. Extents of computational complexity varied for different channelisation algorithms.

A review of these algorithms is summarised in Table 1.1. The major challenges of channelisation

algorithms as shown in Table 1.1 are higher filter orders with attendant computational load / complexity

and low reconfigurability. Computational load is usually scaled as Very High, High and Low. Very

High scale indicates higher filter order and filter coefficients. The High computational load indicates

averagely high filter order while the Low scale denotes low filter order and filter coefficient. Also, the

reconfigurability performance from Table 1.1 is scaled as: Good and Poor. Good in the sense of close

to excellent performance and with ease of adaptability to different standards on the same platform

while Poor on the scale shows difficulty in updating parameters on the same device.

The computational load of a given algorithm is measured from the filter order and filter coefficient’s

point of view while reconfigurability is evaluated based on ease or difficulty in updating parameters of

specific functions or adding a totally new one on the same device. From Table 1.1, the TQMF, GDFT,

HTQMB, PGDFT and FRM channelizers provide close to the most efficient reconfigurable solution.

Any update means extracting the independent channels from the correct outputs of the structures. Per

Channel, Binary Approach, discrete Fourier Transform (DFT), DFT (polyphase), EMFB, Farrow per

channel channelisation (FPCC) and quadrature mirror Fourier transform (QMFT) are grouped as Poor

on the reconfigurability scale. It can be seen from the Table 1.1 that there is a computational trade off

in computational complexity and reconfigurability for generalised discrete Fourier transform (GDFT)

and Farrow per channel channelisation (FPCC) algorithms. In this thesis, FPCC filter will also be

referred to as Farrow filter.

The complexity increment in GDFT filter is attributed to extra three phase modifications added to its

time and frequency offset which produce multiplicative complexity in the filter. The resultant effect is

higher filter order and higher delay in software defined radio (SDR) mobile systems.

Also, in FPCC, complexity compromise is reached during the process of approximating higher

frequency band close to Nyquist frequency with high level of distortion at passband ripples and stop

band attenuation. A higher filtering operation is required to approximate a high-pass filter. This

increases filter computational complexities and reduces performances of multi-standard receivers in

software defined radio.

However, with rising demands of new and emerging technologies for multi-standard SDR based
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CHAPTER 1 INTRODUCTION

receiver, it is interesting to assess how these two algorithms can cope going forward. With increasing

services demands and upcoming radio standards, even the good algorithms as in Table 1.1 now require

improvement. It is of interests in this work, to explore this improvement specifically for the generalised

discrete Fourier transform filter bank (GDFT-FB) and Farrow Per channel (FPCC) channelisation

algorithm. The target is to improve these algorithms to suit multi-standards based SDR receiver that

can handle upcoming radio standards.

Table 1.1. Comparison of the different channelisation algorithms.

Very High: higher filter order and filter coefficient;

High: averagely high filter order; Low: low filter order and filter coefficients;

Good: easy adaptability to different standards on the same platform;

Poor: not easy adaptability to different standards on the same device.

Channelisation technique Computational load Reconfigurability

Per Channel [8, 9, 10] Very High Poor

Binary Approach [21] High Poor

DFT [22] Very High Poor

DFT (poly-phase) [7, 11, 12, 13] High Poor

EMFB [6, 14]. Low Poor

FPCC [23, 24, 25, 26] Very High Poor

QMFB [27, 28] High Poor

TQMB [29] High Good

GDFT [22] High Good

HTQMB [15, 16] High Good

PGDFT [1, 6] High Good

RGDFT [3, 6] High Good

FRM [3, 30] High Good

CDM1 and 11 [17, 18, 19, 20] Low Poor

MCD1 and 11 [17, 18, 19, 20] Low Poor

ICDM 1 and 11 [17, 18, 19, 20] Low Poor

Improving the performance of multi-standard SDR receiver channelisation algorithm requires address-

ing the main causes of high computational complexity. These are the large number of multipliers and

adders involved during the filtering operations. Multipliers contribute remarkably to complexity of
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digital filters and channelisation algorithms, and this can be seen in the high filter orders obtained

during implementation. Multipliers slow down computational speed, reduces dynamic reconfigurabil-

ity, increase resources utilisation, increases production costs and power consumption. Reduced filter

orders, total number of multipliers, and total number of adders, as well as reducing filter coefficients,

in any channelisation algorithm, are indicators of lowering computational complexities.

Continuous efforts in developing a channelisation algorithm with low computational complexity, high

speed and minimum power usage in the cellular frequency range is hoped pivotal to evolution of SDR

platform in coping with multi-standard services demands continuously on the increase.

1.2 PROBLEM STATEMENT

While the conventional GDFT and Farrow channelisation algorithms have proven efficient on a SDR

radio platform, it is imperative that their enhancement to cater for the upcoming multi-standard

developments be uninterrupted, as multi standard services’ demands on the platform continue to

increase. Moreso, the conventional GDFT or traditional FPCC channelisation algorithms have high

computational complexity.

Development of algorithm with fewer multipliers and adders and give preference to adders in the

receiver circuit should lead to reduced computation complexity. In this context, some modifications

on existing algorithms and prospects of employing different number system architecture can all be

explored. Also, the optimisation of the designed filter using any metaheuristic approach will be

considered.

1.2.1 Content of Problem Statement

Three phase modifications added to time and frequency offset in generalized discrete Fourier transform

filter bank (GDFT-FB) increase its computational capabilities. Also the approximation of higher

frequency signals at or close to Nyquist frequency band using Farrow filter, resulted into higher filter

complexities.

Complexity in channelisation algorithm is a function of the number of channels used, filter order,

number of multiplications and also the number of adders. The filter order and transition width are

inversely proportional to each other. That means, the higher the filter order, the higher the number
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of multipliers used. Also, the filter order and the number of multipliers are somehow related. If the

design complexity can be reduced and if the multipliers can be replaced by the adders and the filter

implemented with an add and shift mechanism, the number of filtering operations can be reduced.

1.2.2 Research Gaps

The extra phase modifications added to time and frequency offset in GDFT and the approximation of

higher frequency band at or close to Nyquist frequency band using Farrow filter, render them unfit for

the upcoming multi-standard receiver system.

These two algorithms still show high computational load, which manifests in signal delays, high

resource utilisation, slow processing speed and very high power consumption. With the increasing

demand for multi-standard channelisation, development of improved algorithms must be continuous.

1.3 RESEARCH OBJECTIVES AND QUESTIONS

. The general objective is to explore combination of low computational complexity channelisation

algorithms and number systems that should give a flexible multi-standard channelisation algorithm

with low computational complexity, high speed, low power and low delay capacity. Optimisation

of these combinations is employed for improved filter performances. The channelisation must be

chosen in conformity with the requirement of each channel standard to ensure aliasing free signals with

minimum delay time or delivery time. The channelisation in SDR receivers must be realised to meet

the stringent specifications of low power consumption and high speed [31] to enhance its performance

for optimisation purposes.

• How does the channelisation algorithm such as hybridized GDFT and hybridized FPCC com-

pare in multipliers when handling different standards, and computation complexities based on

resources utilisation, processing speed and power consumed?

• What are the possible computational substitutes of digital components that contribute most to

computational complexities in filters?

• How will different number systems affect performance of hybridized GDFT and hybridized

Farrow filters, among others, with respect to resource utilisation?

• Can optimisation algorithm such as Genetic Algorithm, affect the performance of the different

number systems used on the filter?
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• To what extent can cascading multi-rate, multi-stage filter improve performance in channelisa-

tion?

1.4 HYPOTHESIS AND APPROACHES

Existing GDFT and FPCC channelisation algorithms have higher filter order with unquantifiable and

unscaled numbers. Should the filter coefficients of the conventional GDFT and FPCC be reduced,

then the computational complexity could be reduced. Should the input and digital filter coefficients of

the hybridized channelisation algorithms be quantised, scaled, and digitised, the processing should

lead to a reduced number of multiplication and addition in a channelisation algorithm, with the effect

of reduced computational complexities in terms of silicon usage, power utilisation, and delay with

corresponding improvement in speed of channelisation events. Should the number of multipliers used

be replaced by adders, and the implementation carried out using add and shift mechanisms, and if the

adders used are further optimised, then the computational complexity could be reduced.

Exploring a combination of channelisation transforms and varieties of arithmetic numbering represent-

atives with optimisation algorithms are prospectively encouraging. A simulation of such channelisation

algorithms, should reflect low computational complexity in terms of the number of filter order, the num-

ber of multipliers and the number of adders. These will achieve reduced complexity of channelisation

in the SDR system.

Different receiver standards are available, however, this work will focus on cellular Bluetooth, Zigbee

and Wideband Code Division Multiple Accesses (WCDMA). The existing channelisation algorithms,

such as generalised discrete Fourier transform (GDFT) and Farrow Per Channel Channelisation

(Farrow) filter will be implemented on these three frequency bands. The simulation will be done using

the MATLAB/ Simulink software, and the co-simulation will be performed on Altera FPGA Stratix IV.

1.5 RESEARCH GOALS

The aim of the research is to develop a low computational complexity channelisation algorithm for

multi-standard receiver platforms with improved performance relative to existing algorithm with

respect to multipliers utilisation, adders consumption, silicon area utilisation, processing speed and

power consumption. In this context, specific investigation objectives are to:

• Improve the generalised discrete Fourier transform and Farrow per channel filter bank algorithm
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by a kind of hybridisation for reduced computational complexity, and simulate the hybrid

algorithms to assess the performance.

• Explore further improvement on developed hybrid algorithms using different number systems

with genetic algorithm, towards reducing number of multipliers and adders in the filter bank for

further reduction of computational complexity, and simulate the new algorithms to assess the

performance relative to existing algorithms. The hybrid filter performance is further optimised

using any of the known meta-heuristic algorithms and their performances compared.

• Develop multi-rate, multi-stage hybrid generalised discrete Fourier transform and hybrid Farrow

filters in an attempt to reduce computational complexity of the filter to the barest minimum.

1.6 RESEARCH CONTRIBUTION

After pursuing the set goal of this project, the following specific contributions were made in develop-

ment of channelisation algorithm with reduced complexity compared to existing algorithms in SDR

communication:

• Development of a hybrid generalized discrete Fourier transform (HGDFT) filter bank and further

improvement thereon.

• Development of a hybrid Farrow filter bank, and further improvement thereon.

• Development of a multi-rate, multi-stage hybrid generalised discrete Fourier transform and

hybrid Farrow filter bank.

1.7 RESEARCH OUTPUTS

The publications resulting from this work are outlined below.

1. T.O. Otunniyi and H.C. Myburgh, "Low-Complexity Filter for Software-Defined Radio by

Modulated Interpolated Coefficient Decimated Filter in a Hybrid Farrow", Sensors, vol. 22,

number 3, p.1164, 2022.

2. Low Complexity Filter for Software Defined Radio by Modulation and Masking in a Hybrid

GDFT ( Under Review).

3. T.O. Otunniyi and H.C. Myburgh, " Improving Generalized Discrete Fourier Transform (GDFT)

Filter Banks with Low-Complexity and Reconfigurable Hybrid Algorithm," Digital, vol.1,

pp.1-17, 2021.
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1.8 OVERVIEW OF STUDY

Chapter 1 presents background understanding and the motivation for the thesis.

Chapter 2 provides a broad review on software defined radio (SDR) architecture and channelisation

algorithms for both uniform and non-uniform channel bandwidth. The theoretical background and

mathematical knowledge as well as issues relating to the computational complexities of the filters

are presented. It also focusses on fixed and floating-point number system and the different digital

number system representations that are suitable for multi-standards receivers. Different optimisation

algorithms are also discussed.

Chapter 3 discusses the development and improvement of a new channelisation algorithm described

as Hybrid Generalised Discrete Fourier Transform (HGDFT) algorithm for efficient realization of low

complexity multi-standards SDR receivers. An improvement was made on HGDFT channeliser using

parallel distributed based residual number system (PDA-RNS), parallel distributed arithmetic based

canonical signed digit (PDA-CSD) and parallel distributed arithmetic based common sub-expression

residual number system (PDA CSE RNS). These improvements were further optimised using Genetic

algorithm.

Chapter 4 discusses the development and improvement of another algorithm described as Hybrid

Farrow (HFarrow) algorithm. An improvement was made on HFarrow channeliser using parallel

distributed based residual number system (PDA-RNS), parallel distributed arithmetic based canonical

signed digit (PDA-CSD) and parallel distributed arithmetic based common sub-expression residual

number system (PDA CSE RNS). These improvements were additionally optimised using Genetic

algorithm.

Chapter 5 introduces multi-rate, multi-stage HGDFT and HFarrow algorithm described as MHGDFT

and MHFarrow channelisation algorithms, to further assist in lowering the complexity of HGDFT and

HFarrow algorithms.

Chapter 6 presents the results of the three developed algorithms discussed in Chapter 3, Chapter 4

and Chapter 5. Chapter 6 has three sections. The first Section discusses the results obtained from

the development and improvement of HGDFT channelisation algorithm and their performances in

comparison with other existing channelisation algorithms from literature. The second Section also
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CHAPTER 1 INTRODUCTION

discusses the results obtained from the development and improvement of HFarrow algorithm. Section

3 explains the results obtained from the development of MHGDFT and MHFarrow channelisation

algorithms.

Chapter 7 summarises the major contributions of the thesis and also highlights the potential research

work .
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CHAPTER 2 LITERATURE STUDY

2.1 INTRODUCTION

Channelisation in a multi-standard receiver platform requires extracting channel of choices from wide-

band input signals. This can be classified into two broad groups, namely: uniform and non-uniform

channelisation. Uniform channeliser is efficient when single standard is considered. This can be seen

when single channel is channelised from single standard such as frequency modulation (FM) signal;

while non-uniform channeliser requires isolating wideband input signals with multiple standards and

distinct access methods, modulation schemes, center bandwidth. SDR supports simultaneity of multiple

communication standards by dynamically reconfiguring the same hardware platform. Different highly

incompatible Standards such as Interim Standard- 95(IS-95), Global System for Mobile Communication

(GSM) and Code-Division Multiple Access 2000 (CDMA 2000) are employed. The incompatibility

can be expressed in terms of access methods: Frequency-Division Multiple Access (FDMA), Code-

Division Multiple Access (CDMA), Time-Division Multiple Access (TDMA) and modulation schemes,

namely: Frequency Modulation, Analog Modulation (AM), Quadrature-Phase Shift keying (QPSK),

Minimum Shift Keying (MSK) and Gaussian Minimum Shift Keying (GMSK) and Radio Frequency

(RF) operation bands such as VHF, UHF, SHF, or EHF [32, 33, 34].

Table 2.1 shows the different air interfaces’ characteristics such as access method, modulation schemes,

RF frequency band and channel spacing.

The classification is based on the bandwidth capacity, the channel capacity, as well as the communica-

tion standards.

Many factors influence the channelisation of multi-standard receivers in SDR. Among these factors

are computational complexity and dynamic reconfigurability. The type of receiver architecture, the
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CHAPTER 2 LITERATURE STUDY

Table 2.1. Characteristics of different air waveforms.

Standards Access Techniques Modulation Type Frequency Band Channel Spacing

GSM FDMA/TDMA GMSK 890-915/915-960 0.2

AMS FDD FM 824-845/ 869-894 0.03

DCS-1800 TDMA GMSK 1710-1785/1805-1880 0.2

PCS-1900 TDMA GMSK 1880-1910/1930-1955 0.2

IS-95 CDMA OQPSK 824-849/869-894 0.2

EDGE TDMA FDD 1850-1910/1930-1990 0.2

ZIGBEE CDMA/FH CFSK 2402-2480 5

IEEE 802.1b DSSS D-BPSK/D-QPSK 2400 22

chosen algorithms and the digital filter designers’ choice of adders or multipliers used will influence

the computational complexity and reconfigurability of the multi-standard SDR radio.

This chapter will commence by reviewing the background knowledge of Software Defined Radio as

seen in Section 2.2. Section 2.3 will present the typical software defined radio receiver architecture.

Following is the presentation of different Channelisation algorithms for both uniform and non-uniform

bandwidth channels, together with their computational complexity as well as reconfigurabilities as will

be explained in Section 2.4. Comparison and benchmarking to existing literatures are given. Section

2.5 will provide a brief introduction as to what digital system representation entails, while Section

2.5.1 will provide a comprehensive understanding of different digital system representations. The

different optimisation algorithms will be explained in Section 2.6 and the Chapter will close with

Concluding Remarks in 2.7.

2.2 BACKGROUND KNOWLEDGE OF SOFTWARE DEFINED RADIO

The first wireless transmission came into existence in 1890 [35, 36, 37] and since then the radio

transmission techniques have been undergoing remarkable development in order to provide seamless

connectivity to end-users at high data rate [38]. Mid-1930 witnessed another revolution in analog

voice transmission technology, albeit with limited bandwidth. In 1950, analog television broadcast

became realisable to the end-users’ satisfaction, with high cost implication in bandwidth consumption.

The rapid technological revolution brought improvement in communication technology for long
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CHAPTER 2 LITERATURE STUDY

distances communincation, both for wired and wireless connection via ARPANET, called Internet

[39], and wireless satellite [40]. Expansion in technological development facilitates the emergence of

mobile phones or cellular phones and high speed mobile applications such as wireless fidelity (WI-Fi),

worldwide interoperability for microwave access (WIMAX), wireless local area network (WLAN),

Bluetooth (BT), code division multiple access (CDMA), global system of mobile communications

(GSM) and other wireless applications [41], providing users with ubiquitous wireless connectivities

such as voice and data communication anywhere and anytime [42]. Despite the exponential growth in

communication, the technology behind the development is hardware-based [35].

Traditional radio technologies, with its varied components like filters, analog converters, modulators

and de-modulators, are analog in nature. These technologies are based on different architectures with

various applications placed on different integrated circuits (IC). The approach had proven efficient in

time past, but inflexibility in hardware configuration and architecture makes the design implementation

difficult. Thus, design errors are difficult to eradicate and in most cases result in the complete redesign

of the products [35]. Also, implementation cost, as well as time to market the product, constitutes a

major factor to the production of the analog products.

Inherent inflexibility in the reuse of traditional radio design approach led to the gradual migration from

traditional radio techniques to digital radio. The replacement of analog radio with digital ones was

proposed by Mitola in the mid 80s and was known as software defined radio (SDR). In 1990, Mitola

designed Speak-Easy trans-receiver platform that was based purely on SDR technology for Rome Air

Force Base, New York. The design provided tactical military communications from 2 MHz to 2 GHz

and allowed seamless interoperability between the different air interface standards of the different

branches of the armed forces. Speakeasy II [43], however, achieved greater success due to advances in

electronics, wireless communication, re-usability and modular programming technology.

The term ’Software Defined Radio’ (SDR) or ’Software Radio’ (SR) has different definitions and

interpretations to different people, but according to the father of SDR, it is defined as "as the type

of radio that can be implemented on software technology". It is a wireless technology in which the

transmitter modulation is generated by computer, while the receiver uses the computer to recover the

signal information and intelligence [44, 45]. Quite a large number of definitions exist for SDR but

SDR Forum, along with IEEE P1900, defined it as a radio technology in which all the physical layers

are software defined.
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CHAPTER 2 LITERATURE STUDY

SDR is a radio platform that can transform programmable software to hardware reprogrammable

logic. It is such a flexible device that allows different air interfaces to take different forms that can be

altered or modified to suit the need at hand. The flexibility can be done with general purpose signal

processors (DSPs) or field programmable gate arrays (FPGAs). In order to take advantage of such

digital processing, traditional analog signals must be converted into the digital domain [46]. This is

accomplished with the help of Analog-to-Digital Converter (ADC) and Digital-to-Analog Converter

(DAC). Thus, SDR signal operates in the digital domain, digitising and reconstructing the signal as

close as possible to the antenna.

Reconfigurability and reprogrammability are important features of SDR. Different air standards such

as frequency modulation (FM), global system for mobile system (GSM), wireless local area network

(WLAN), code division multiple access (CDMA), wideband code division multiple access (WCDMA),

and so forth, with wide range of frequency bands, different bandwidths, different sample rates, different

channel spacings and different modulation schemes can be implemented on a single platform.

Another important feature of SDR communication systems that distinguishes it from conventional

radio counterparts, is their ability to mutate, depending on the air interface(s) of the communication

system(s) which they are attempting to communicate with. The mutation is performed by software-

reprogramming of the signal processing components while avoiding any form of modification or

upgrade to the radio hardware [43]. SDR is useful for real-time application such as satellite mobile

communication, mobile military communication, air or sea traffic control and WLAN [47]; cellular

communication systems find it highly attractive.

2.3 SOFTWARE DEFINED RADIO RECEIVER ARCHITECTURE

SDR receiver is composed into three groups, namely: analog front end, digital front end and digital

back end. The analog front end performs the radio frequency (RF) functionalities; the digital front end

performs the demodulation, digitising and sample rate conversion operation while the digital back-end

performs the base-band operation such as channel coding, channelisation, equalisation, and timing

recovery. Block diagram illustrating software defined radio receiver architecture is depicted in Figure

2.1.
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ADC

Digital front end and back end

RF and baseband 

processing

0

1

2

3

4

5

6

N-1

RF 

filter LNA

Analogue front end

Figure 2.1. Block Diagram of Software Defined Radio Receiver (Modified from [1]).

Radio receivers have different architectures which varied depending on the user’s choice, system

applications, system complexities, power consumption, external component count and system cost.

Amstrong in early 1918 proposed super-heterodyne receiver architecture in an attempt to down-convert

the received RF signals to an intermediate frequency (IF) in two or more steps, while amplification is

distributed across several frequency stages, which somehow relaxes the gain, stability requirement in

each stage and increases the total possible gain [48]. In super-heterodyne architecture, the input RF

signal is down-converted to a lower IF, which is digitised prior to digital filtering and demodulation.

The architecture consists of bandpass filter (BPF), low noise amplifier (LNA), mixer, local oscillator

(LO), IF amplifier and ADC anti-aliasing filter, as shown in Figure 2.2.
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BPF

DSPADC

LNA

Mixer

BPF

Mixer

Local Oscillator Local Oscillator

Figure 2.2. Super-heterodyne receiver architecture (Modified from [1]).

The signal band is translated into lower frequencies, using the mixer. In order to bring the centre

frequency from ω1 to ω2 , the signal is first mixed with the sinusoidal wave, A0 cos ω0t, where ω0=ω1

-ω2 , thereby yielding one band around ω2 and another frequency band around 2(ω1 −ω2).

A low-pass filter is inserted to remove the latter in a process called down-conversion mixing or simply

down-conversion. This operation generates high noise levels which can disrupt the original signal.

Different RF channels are also selected by tuning the local oscillator frequency.

Generally, a super-heterodyne receiver offers good frequency selectivity and high sensitivity but it

must be provided with an image rejection filter to suppress the image signal causing distortion to the

original signal. However, its main drawback is that bulky filter is used which makes integration on

chip difficult.

Most trans-receiver systems suitable for single chip integration use direct conversion, wide-band

intermediate frequency (IF) or low-IF architecture. The direct-conversion architecture or zero-IF

is a popular architecture in modern wireless receivers. Due to its high level of integration, it can

process multi-standards wireless communications on a single platform. If the sampling frequency is

carefully chosen, the multiple frequencies can be intentionally aliased to non-overlapping portions of
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CHAPTER 2 LITERATURE STUDY

the Nyquist bandwidth and a single output stream, containing signals from all frequencies of interest,

will be generated. In direct conversion architecture, the signal chain in the traditional super-heterodyne

receiver architecture is replaced with the RF sampling ADC [49], as shown in the Figure 2.3.

BPF

DSPADC
900

LNA

Mixer

Mixer

Figure 2.3. Direct conversion receiver architecture (Modified from [1]).

The data converter digitises the wide-band frequency spectrum directly at radio frequency (RF) and

sends the signal to digital signal processors (DSP) at the digital front end for channelising. A shift

from analog signal processor to digital domain is noticeable. The RF signal is sampled without

mixing the signal down to IF. A new class of direct RF sampling ADC is being designed in advanced

complementary metal oxide semi-conductor (CMOS) processes that allows higher conversion rates and

reduced power than some previous generations. The receiver samples at a lower frequency than the

original carrier, provided that the sampling frequency obeys the Nyquist theorem. With the help of an

appropriate bandpass filter, the sampled signal gets aliased down to intermediate frequency (IF). that is

within the Nyquist bandwidth [50, 51]. In this case, the received RF signal is down-converted to DC or

low-IF. The image signal is at the desired signal frequency, and there is no need for image-rejection

filters. Thus, direct-conversion receiver is suitable for on-chip integration since local oscillator (LO)

frequency is equal to the input carrier frequency. The channel selection requires low-pass filter with

sharp cut-off frequency. The use of a single RF chain for all signals simplifies the design time, resulting

in cost reduction and elimination of potential sources of differential line bias. A differential line bias

causes problems when sampling with multi-frequency carrier signals [52]. The major drawbacks are

DC offset and second order distortion [53].
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A wide-band IF trans-receiver, including sliding IF configuration, has a high IF ranging from 100 MHz

to 200 MHz. Therefore, image signals using external bandpass filters and image rejection mixers using

complex multiplication are rejected. This approach can accelerate image rejection mode, thus the

wide-band IF trans-receivers can be applied to wireless communication.

Individual radio receiver architecture has its merits and drawbacks, but both super-heterodyne and

direct-conversion offer good frequency selectivity and high sensitivity and can be used to demodulate

any air wave-forms.

Ideal SDR receiver architecture is not practically realisable; therefore, the practical SDR receiver

architecture can be used in order to make the implementation feasible. Figure 2.4 illustrates a practical

SDR receiver model: the signal is digitally converted as close as possible to the antenna implementing

all the radio functionalities by means of a digital signal processor (DSP), using only the minimal

essential amount of analog hardware. The receiver allows the radio to digitise the entire RF band,

while the DSP is used for receiver functionalities such as tuning, filtering and demodulation.

RF Image 

filter
LNA ADC

Digital 

front end

Sample rate 

converter
Channelisation

Anti-aliasing 

filter

½ 

LO

Figure 2.4. Practical SDR Implementation.

2.4 CHANNELISATION ALGORITHM

New generation mobile phones and other portable devices capable of transmitting and receiving new

standards such as global system of mobile communications (GSM), wideband code division multiple

access (WCDMA) and wireless local area network (WLAN) and so forth, are demanding single access

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

17

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



CHAPTER 2 LITERATURE STUDY

point technology that will allow ranges of signals to be transmitted from a single base station. This

will improve spectrum efficiency in terms of signal-to-noise ratio and data throughput.

Channelisation extracts the channel of interest from the multi-standard receiver with different channel

characteristics and different standards. However, the ADC that will digitise multi-gigahertz wide-band

signals is not realisable using today’s technology. The performance of such ADC is limited by a

dynamic range of the input signal, the power interferer [54] and high energy dissipation [55] level. The

sampling frequency is sampled at least twice the widest channel bandwidth of the supported standards

to prevent aliasing, as well as loss of information signal. This increases the data rate of the signal, as

well as the resolution required to capture the information. However, the high sample rates at ADC

prevent realisation of ideal SDR. In order to reduce the sampling frequency, the sample output is fed

into the digital down converter (DDC). DDC is a monolithic chip with three main parts: digital mixer,

digital logic oscillator and finite impulse response filter (FIR). The digital mixer shifts the IF digital

samples to base-band while the FIR low-pass filter limits the bandwidth of the final signal [56].

However, the increased flexibility of SDR systems comes at a cost. Performing many of the digital

functionalities, such as channelisation at the digital front end, increases the computational task of the

system. The computational requirement is further intensified by interoperability functionalities of

SDR systems under different air waveforms. This incorporates the use of digital functions that are not

required in conventional digital communication, such as SRC [57, 58].

Attempts to deploy these multi-standard airwaves onto a single mobile or wireless platform requires

low complexity, reconfigurable channelisation techniques with minimum power dissipation, overhead

and lower computational resources.

The computational complexity of a receiver is described in terms of resources required to carry out a

particular task. This can be expressed in terms of filter order, the accumulator, the kind of arithmetic

operation performed on each filter such as addition, multiplications and the memory allocation or

space occupied during the digital implementation. Thus, computational complexity is a function of

filter length and filter coefficient. The smaller the filter coefficient, the smaller the memory space

occupied and the faster the speed of the channelisation. The higher the filter length, the more the

power consumed and the slower the processor. The channelisation in SDR receivers must be realised

to meet the stringent specifications of low power consumption and high speed [31] to enhance its
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performance for optimisation purposes.

2.4.1 Per Channel Algorithm

Per Channel (PC) channelisation is a uniform channelisation algorithm, based on one-to-one parallel

implementation of the digital processing chain [8, 9, 10]. Each digital chain processes its operations

until base-band signal is obtained. The wide-band input signals are delivered to every digital chain for

down-conversion and filtering processes. The digital wide-band signals at the digital front end contain

all the communication channels at both sides of the PC. Each parallel signal chain demodulates its

interested channel from the centre of frequency to DC before applying a low pass filter, H(z). The

filtered signals can be down-sampled in order to reduce the sample rate.

The order of operation is from down-sampling to filtering and sometimes this order can be reversed. It

can be either digital down-conversion, followed by filtering and vice versa, as in Equation (2.1).

XBB,K(n) = h(n)× x(n)e−( j2π fCHKn) (2.1)

where h(n) denotes the impulse response; x(n) represents the input signal and fCHK is the center

frequency for the given channel. This is followed by a down-sampling operation in Equation (2.2).

YBB,K(n) = XBB,k(nD)

for K = 0,1, ...,k−1
(2.2)

The frequency domain representation is indicated in Equation (2.3) and Equation (2.4) respectively.

XBB,K(n) = H(z)×X(ze jωCHK ) (2.3)

YBB,K(n) =
1
D

D−1

∑
i=0

XBB,K(z
1
D W i

D)

W k
D = e j2π

k
D

(2.4)

However, for uniform standard channels, the center frequencies must match multiple channel spacing

defined for the particular system. Each channel is allocated a frequency that is an integer multiple of

the channel spacing from DC frequency, as shown in Equation (2.5).
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fCH =±m fcs

for m= 1,2,...,
(k−1)

2

(2.5)

The computational load for the PC channelisation algorithm is high as a result of the operations carried

out concurrently as indicated by the Equation (2.6), where N is the order of the real coefficients FIR

low-pass filter.

µpc = N +5

αpc = 4(N +1)
(2.6)

where µpc represents the addition per input sample and αpc is the multiplication per unit sample.

PC is simple in approach and implementation. Its main drawback is that increase in the received chan-

nels as well as increase in the digital signal processing chains result in increases in the computational

complexities of the system. Apart from these, the algorithm is not reconfigurable since each branch is

used to channelise a single channel at a time.

Reducing the sampling rate up to the limit called the "Nyquist rate", which says that the sampling

rate must be higher than the bandwidth of the signal to avoid aliasing [4]. For band pass signal, the

frequency of interest must fall within the integer band, as shown in Equation (2.7).

k fs

2R
< f < (k+1)

fs

2R
(2.7)

If it does not fall within the band, there may be aliasing due to copies from negative frequency bands

and this can be compensated by using a digital sinc compensation filter,
(

1
sin(x)

)
.
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A0

A1

A2

H0(z)

H1(z)

H2(z)

B0

B1

B2

X(n)

Figure 2.5. Per Channel Channelisation Algorithm.

2.4.2 Multi-rate Technique

A multi-rate system is a system which utilises different sampling rates at different stages along the

digital chain of operation [61]. It reduces the sampling rate of discrete signals to a lower output rate

and converts the given sampling rate to the desired sampling rate without causing distortion to the

signal of interest. The sample rate alteration can be either up-sampling or down-sampling. Different

approaches to reduce computational complexity entails a reduction of the number of multiplications

and reduction of the sample rate.

A band-limited continuous signal, xc(t), can be converted into two discrete signals, x[n] and y[n]

respectively, by sampling the original continuous signal, xc(t), at two different sampling frequencies

rates, F and F
′
respectively, as in Equation (2.8).

x[n] = xc(T )

y[n] = xc(T
′
)

F =
1
T

F
′
=

1
T ′

(2.8)
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The sampling frequencies must follow the Nyquist criteria to prevent aliasing due to distortion.

Hence, it is possible to reconstruct the original signal from the discrete signals and vice versa. It uses

up-sampling and down-sampling to execute its implementation as follows.

2.4.2.1 UP-Sampling

The multi-rate technique uses up-sampling to increase the sampling rate of the signal without increasing

the spectral content of the signals. It increases the signal separation between the spectral of image

signal without necessarily adding any information to the existing signal [27]. Up-sampling increases

the sampling rate, F , of the original discrete signal, x[nT ], to F
′
. Up-sampling by integer factor L

insert L−1 zeros between consecutive signals as shown in Figure 2.6.

LX(n) yk(m)

e-j2πknL

H’F(z)

Figure 2.6. Basic Up-sampling method (Modified from [1] with permission).

The new discrete signal is y[m] with sampling frequency, F
′
, which is L times larger than the original

discrete signal, as shown in Equation (2.9).

y[m] =


x[M/L], provided m = 0,±L,±2L...

0, otherwise
(2.9)

Interpolation by factor, L, inserts zeros into the new rate at two consecutive signals according to

Equation (2.9) and Equation (2.10). In z-domain, this can be represented as in Equation (2.10).

Y (z) =
n=∞

∑
n=−∞

y(n)z−n

=
n∞

∑
n=−∞

y(n)z−n

(2.10)
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The new sampling frequency, F
′
, and the original signal, F , are related by F

′
= F

L . This implies the

new discrete signal x′[n] = x[n]
L , are constructed by interpolating the reconstructed samples at point nF

L ,

as indicated in Equation (2.11).

xi[F
′
] = x

[
F
L

]
=

n=∞

∑
n=−∞

x(kF)sinc
(n

L
− k
)

pl
(2.11)

The instance of interpolator in Equation (2.11) is impractical because of an infinite nature of the sinc

function. Truncating the sinc function results in a realisable and practical interpolator, as shown in the

Equation (2.12).

xi[F
′
] = x

[
FT

L

]
=

n=L

∑
n=−L

x(kF)sinc
(n

L
− k
) (2.12)

Computational complexities of the interpolator is high because of high operations and some

computational redundancy involved.

2.4.2.2 Decimation

Decimation or down-sampling is a multi-rate technique which decreases the sample rate of a given

frequency by a certain factor, M. Implementing the new sequence, y(M), as a function of the old

sequence by discarding the, M−1, sample sequences, while retaining every Mth sample, is shown in

Equation (2.13).

y[m] = x[mM] (2.13)

Assuming the sampling function is defined as shown in Equation (2.14).

sM[n] =


1, provided n = 0,±M,±2M...

0, otherwise
(2.14)

Multiplying the discrete sequence with the sampling function yields an intermediate sampling rate,

yn[sM(n)], as shown in Equation (2.15).
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yn(sM[n]) =


x[n], provided n = 0,±M,±2M

0, otherwise
(2.15)

Multi-rate techniques, cascaded interpolator comb (CIC) filter, polyphase FIR filter, half-band filter

and frequency response masking (FRM) represent possible multi-standards reduction solutions

approaches by factor up to, D. The ratio of an oversampled wideband signal’s sample rate and the

signal of interest bandwidth, determines the factor D, as indicated in Equation (2.16).

D 6
fs

Bw
(2.16)

After A/D conversion, the signal of interest occupies small fragments of the signal bands, and therefore

low-pass or bandpass filters can be used to filter out the choice signal at a reduced sampled rate.

However, the sampling rate can only be reduced to a limit called the ’Nyquist rate’.

Polyphase decomposition can be used for channelisation of spectral bands with different signal

characteristics such as phases and magnitude. The technique is useful for implementing decimation in

the FIR filter and filter bank [62, 63]. In multi-rate design, the arrangement of the filter can influence

the flow of the signal, as shown in Figure 2.7. The order can be from filtering to down-sampling or

vice-versa.

F(z)MX[n] yk(m) F(z
M

)X[n] yk(n)= M

Figure 2.7. Noble identity.

These re-arrangements are called noble relations [64]. For decimation, it follows that Equation (2.17)

applies.

(↓M)F(z) = F(zM)(↓M) (2.17)

That implies that, if the down-sampling is done first, filter length F(zM) is produced by a factor of M.

In case of interpolation, the noble identity is defined as indicated in Equation (2.18).
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F(z)(↓M) = (↓M)(F(zM) (2.18)

In an interpolation, placing the filter before the expander, results in shorter filter of, M-times.

Cascading down-sampler of factor M, to FIR Filter structure in polyphase decomposition of FIR

filters yields, y[n], output at time instant y(0), y[M], y[2M] etc. This indicates that there is no need to

compute the sum of the products of the convolution x[n] f [n− k]. All that is required is to multiply x[0]

with f [0], f [M], f [2M] etc. The coefficients also need to be multiplied with x[M],x[2M]. Wide-band

splitting of the input signal into M separate sequences is shown in Equation (2.19).

X [n] =
n−1

∑
M=0

XM[n]

X0[n] = [X [0],X [M]]

X1[n] = [X [1],X [M+1]]

XM−1[n] = [X [M−1],X [2M−1]]

(2.19)

The filter, f [n], can be split into M sequences as shown in Equation (2.20).

f [n] =
M−1

∑
k=0

fm[n]

f0[n] = f [0], f [M]

f1[n] = f [1], f [M+1]

(2.20)

Given x[n] and M, Equation (2.21) is obtained.

x[n] =
M−1

∑
k=0

x(p)
k [n]

=
M−1

∑
k=0

x[n]sm[n− k]

(2.21)
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Moreover, decomposing x[n] into M polyphase components is shown in Equation (2.22).

x(z) =
M−1

∑
k=0

∞

∑
m=−∞

x[mM+K]z−(mM+k)

=
M−1

∑
k=0

z−kX p
k (z

m)

X p
k (z

m) =
∞

∑
m=0

x[mM+K]z−(mM)

(2.22)

The z-transform of the polyphase component is shown in Equation (2.23).

{X p
k [n]↔ z−kX (p)

k (zm)}

k=0,1,2..., M-1
(2.23)

Grouping filter coefficients of the polyphase decomposition with the same delay preserved time and

R

R

R

F0

F1

F2

R FR-1

X(n) y[n]

z
-1

z
-1

z
-1

Figure 2.8. Polyphase Decomposition (Modified from [2] with permission).

operations to be carried out [4, 34, 65] and further, results in lower computational effort. For instance,
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given two fold polyphase representations of the analysis filter, as indicated in Equation (2.24).

H(z) =
∞

∑
n=−∞

h(n)z−n

=
∞

∑
n=−∞

h(2n)z−2n +
∞

∑
n=−∞

h(2n+1)z(−2n+1)

=
∞

∑
n=−∞

h(2n)z−2n

︸ ︷︷ ︸
Even

+z−1
∞

∑
n=−∞

h(2n+1)z−2n

︸ ︷︷ ︸
Odd

(2.24)

The filter, H(z), can be grouped or classified into two polyphase components, E0(z2) and E1(z2).

With these grouping methods, the application of polyphase decomposition to PC is made possible.

Polyphase representation of the FIR filter is represented in Figure 2.8.

P H(z)x(n) yBB[n]

Figure 2.9. Noble identity polyphase decomposition of filter.

The filter coefficient can be categorised into different grouping factors. The even and odd filter

coefficients are grouped separately instead of processing them concurrently. This increases the speed

of operation, which further reduces the computational load as the number of real multiplication and

additions per input for PC channelisation. The MPIS and APIS for PC approach is reduced to Equation

(2.25).

µPC =
N +1

D
+4

αPC =
2N
D

+2
(2.25)

Equation (2.25) shows that the order of a filter is proportional to the number of operations and the filter

coefficients.
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2.4.3 Coefficient Decimation

Coefficient Decimation method (CD-1), was realised for SDR reconfigurable filters. Every Mth

coefficient of N taps FIR modal filter is decimated [17, 18, 66]. This means that every Mth coefficient is

retained whereas the remaining coefficients are replaced by zero, to obtain a FIR filter with multi-band

frequency responses. The center frequency of the CD-1 is 2πk
M , where k is an integer ranging from 0 to

(M−1). CD-1 offers flexible pass bandwidth and passband center frequency. The frequency response

is obtained by scaling the coefficients by the variable value of M whose values are even numbers. The

stop-band attenuation reduces as M increases whereas the transition bandwidth remains unaltered

for any value of M. Modified form of CDM is known as modified coefficient decimation method

(MCDM) was proposed to offer solution to variable digital filter [67]. MCDM technique provides

higher frequency response flexibility and offers twice the center frequency resolution than the classical

coefficient decimation method (CDM). Two coefficient decimation operations can be performed on

MCDM. One of the operations is for extracting different multi-band frequency responses (termed

MCDM-1) and the other operation offers flexible passband width and passband center frequency of the

prototype filter (termed MCDM-11). The combination of coefficient decimation method 1 (CDM-1)

and modified coefficient decimation method (MCDM-1) is referred to as an improved coefficient

decimation method (ICDM-1) [68] whereas the combination of coefficient decimation method 11

(CDM1-11) and modified coefficient decimation method 11 (MCDM-11) is termed an improved

coefficient decimation method (ICDM-11). The main drawback of coefficient decimation is that the

passband ripples and stop-band attenuation deteriorates in the frequency responses by factor of D. The

number of multipliers consumed by CDM method [66] was 901.

Let h(n) be the original set of coefficients. Replacing all the coefficients, other than every Mth

coefficient by zero, the newly generated coefficients will be as shown in Equation (2.26).

h′(n) = h(n)Cm(n)

Cm(n) = 1

for n=mM, and m=0,1,2,...m-1

0, if otherwise

(2.26)

The Fourier series expansion is given as indicated in Equation (2.27), where Ck are complex-valued

Fourier series coefficient represented as in Equation (2.28).
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Cm(n) =
1
M

M−1

∑
i=0

C(k)e
j2πkn

M (2.27)

C(k) =
M−1

∑
n=0

Cm(n)e
− j2πkn

M (2.28)

Assuming C(k) = 1, for all values of k, then Equation (2.29) holds.

Cm(n) =
1
M

M−1

∑
i=0

e
j2πkn

M (2.29)

The Fourier transform of the modified coefficients, h(n), can be represented as in Equation (2.30).

H ′(e jw) =
∞

∑
n=−∞

h′(n)e jωn=
∞

∑
n=−∞

h(n)Cm(n)e jωn

=
∞

∑
n=−∞

h(n)
1
M

M−1

∑
i=0

e
j2πkn

M e jωn

(2.30)

Interchanging the summation in Equation (2.30), the expression can be re-written as shown in Equation

(2.31).

H ′(e jw) =
1
M

M−1

∑
k=0

∞

∑
n=−∞

h(n)e− jn(w− 2πk
M )

=
1
M

M−1

∑
k=0

∞

∑
n=−∞

H(e− jn(w− 2πk
M ))

=
1
M

M−1

∑
k=0

∞

∑
n=−∞

H(z
1
M w−K

M )

(2.31)

From Equation (2.31), the frequency response has to be decimated by a factor, M, and the replicas of

the frequency spectrum are introduced at integer multiplies of 2π

M . Reconfigurability is achieved by

varying the values of M with a given set of filter coefficients such that different multi-band frequency

responses are obtained.

2.4.4 Frequency Response Masking

This specific filter applies interpolation for the design of the wideband sharp cut off filters. It consists

of two branches, namely: the base and the complementary branches with the base, Ha f (z), and
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complementary frequency responses, Hc f (z) [3]. When both are interpolated by a factor, L, the

passband and transition bandwidth of their frequency responses get reduced by the same factor. The

bandpass and the highpass replicas of the interpolated frequency responses appear at frequencies which

are multiples of 2π

L rads. The function of the masking filter, Hma f (z), and the complementary masking

filter, Hmc f (z), is to filter the interpolated frequency responses of the base and complementary filters so

that only few of the replicas remains. Further complexity reduction were seen when frequency-response

masking (FRM) and non-maximally decimated filter bank (NMDUFB) were used [17].

The transfer function for the FRM filter is represented as shown in Equation (2.32), where Ha f (zL) and

Hc f (zL) are the base and complementary filters, whereas Hma f (z) and Hmc f (z) are the positive and

complementary masking filters respectively.

H(z) = Ha f (zL)Hma f (z)+Hc f (zL)Hmc f (z) (2.32)

There is a complementary relationship between the base filter, Ha f (zL) and complementary filter,

Hc f (zL). This can be expressed as shown in the Equation (2.33), where NA is the base filter order.

Hc f (zL) = z−
NA
2 −Ha f (zL) (2.33)

This implies that the complementary filter can be obtained by subtracting the Ha f (z) from the delayed

version of the input signal. The block diagram of frequency masking filter is shown in Figure

2.10.
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Haf(z
L
)

Hcf(z
L
)

x(n)

+ -

y11(n)

y12(n)

y20(n)

y2k-2(n)

y2k-1(n)

y10(n)

Masking filter

Complementary filter

Figure 2.10. Block diagram of Frequency response masking filter (Modified from [3] with permission).

When narrowband signal is desired, the interpolation and masking filters of the positive FRM are

sufficient. The transition band is purely given by the first image of the interpolated base filter frequency

response. The transfer function for Equation (2.32) will then be reduced to Equation (2.34).

H(z) = Ha f (zL)Hma f (z) (2.34)

The different passband and stopband of the base and masking filter can be determined once the desired

passband, (ωp), and stopband, (ωs), cut-off frequencies are given using Table 2.2.
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Table 2.2. The cut-off frequency of prototype, masking and complementary filter.

Parameter Case 1 Case2 narrowband FRM

Ha(z) θa = 2mπ−ωsL θa = ωsL−2πm θ = ωpL

φa = 2mπ−ωpL φa = ωpL−2mπ θ = ωpL

Hma(z) ωmp=
2π(m+1)−φa

L
ωmp=

2πm−φa

L

ωms=
2πm+φa

L
ωms=

2πm−φa

L

Hmc(z) ωmcp=
2π)(m+1)+φa

L
ωmcp=

2πm−φa

L
ωmcs=

2πm−φa

L
ωmcs=

2πm−φa

L

The full FRM design in Figure 2.11 utilises two cases. In case 1, the final filter transition band is

given by the base filter interpolated replicas, whereas in the case 2, the final filter is given by the

complementary filter replicas. For narrowband FRM, only the positive branch is used and only one

design method is used.

For case 1 and case 2, the values of, m, is given by Equation (2.35).

case1 : m = bωsi
2π
c

case2 : m = dωsi
2π
e

(2.35)
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(a)
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0

0

0

0
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  (b)
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H c
(e
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)

(c)
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jw
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)

2

(d)
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π

π

H a
(e

jw
)

Figure 2.11. Frequency response masking filter.

2.4.5 Farrow Channelisation

Farrow filter is a variable digital filter with adjustable control parameters. This control parameter

may be adjustable delay that changes arbitrarily. Farrow filter is used in multi-standard receiver

channelisation algorithms and for sample rate conversion. It performs best at low frequencies but

with significant performance degradation at higher frequency bands. The magnitude response of

the Farrow structure is flat at low frequencies only which limits its adaptability to other frequency

bands. However, introducing adaptive rational sample rate converter (SRC) and filtering at every

branch of the channelizer allow different sub bands signals to be isolated, but with signals distortion.

Approximating such signals increase the computational capability of the filter. Different attempts to

reduce complexity and improve performances of Farrow filter have been proposed. A modified Farrow

structure [69] has proven efficient for implementing rational sampling rate conversion by reducing

number of operators in the Farrow structure. A transposed modified Farrow structure [70, 71] was

proposed for reducing complexity in Farrow filter by transposing the modified filter and thereby reduces

the number of operators. Using transposed modified Farrow structure, major advantages were lower
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sample conversion and reduced computational complexity [70, 71]. A modulated generalised discrete

Fourier transform (GDFT) filter bank was proposed to reduce the complexity of Farrow filter [72]. The

filter operates on series of frequency shifted oversampled sub band signals. The approach attained −55

dB in reconstruction error.

In another work, a low complexity structure with sample rate converter (SRC) using Farrow sub-

filters together with frequency response masking filter was developed to reduce complexity of Farrow

filter. The number of multipliers used was 291 which implies ten times lower in complexity when

compared with the original Farrow filter. Fractional sample delayer [73] was developed to improve

the performance of Farrow filter by offering high precision beam steering at the baseband sampling

frequency. The filter has very flat magnitude response greater than 20-bit resolution for a 35-tap

finite impulse response filter (FIR). Farrow interpolation [74] was designed for converting sample

rate by a fractional or rational factor. The number of coefficients utilised were moderate. A two

dimensional prototype filter [75] was designed to improve the complexity of Farrow filter with its

coefficients being stored in memory. From these stored coefficients , a filter coefficient for a 1−D

filter is calculated on-the-fly for desired cut-off frequency. This leads to precise frequency response

although the computational complexity is too high with filter order of 890. Variable cut-off frequency

(VCF) was used to control the cut off frequency of Farrow filter in order to reduce the computational

load [76]. VCF filter with discrete control over frequency uses variable coefficient filter, coefficient

decimation based filter (CDM) and frequency response masking based filter approaches. The main

drawback of coefficient decimation is that the passband ripples and stop-band attenuation deteriorate

in the frequency responses by factor of D. The number of multipliers consumed by CDM method [66]

was 901. Lagrange Interpolation method [77] was used for fractional delay approximation in Farrow

filter. The method increases the sampling rate of signals while the computational complexities are

reduced to minimal. Also, low complexity 3-level filter bank [78] was developed for generating array

of sub-filters from single finite impulse response filter using fractional interpolation technique. The

method generates arrays of sub-bands from prototype filter with the number of sub filter multipliers

used being 28.

2.4.6 Farrow Per Channel Channelisation (FPCC)

Conventionally, channelisation operates on a per channel architecture using a dedicated circuit. That

means, many branches are employed in parallel for channelising many channels. Each branch frequency

shifted the required channel to DC and then filtered it before down converting to baseband. This process

is cumbersome and highly inflexible. Therefore, the Farrow structure is introduced to allow different
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channels to be processed on the same processing blocks using rational sample rate converter (SRC)

and filtering. Each branch is designed to extract multi-channels input signals by down conversion

using a variable frequency mixer and filtering as indicated in Figure 2.12. However, the total number

of channels processed in parallel is too high, resulting in very high computational complexities and

very low reconfigurabilities.

Hk(z) B0A0 F(z) Mf y0(n)

Hk(z) B1A1 F(z) Mf y1(n)

Hk(z) Bk-1Ak-1 F(z) Mf yk-1(n)

e
-jω0n

e
-jω1n

e
-jωk-1n

X(n)

Farrow 

filter

Figure 2.12. Farrow per channel channelisation Algorithm (Modified from [1] with permission).
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Hk(z) C0A0 y0(m)

C1A1 y1(m)

Ck-1Ak-1 yk-1(m)

e
-jω0m

e
-jω1m

e
-jωk-1m

X(m)

Hk(z)

Hk(z)

Figure 2.13. Efficient realisation of Farrow per channel channelisation Algorithm (Modified from [1]

with permission).

Any upgrade to new communication standard requires update in the coefficient of Farrow filter. Each k

branch of the channeliser is designed to extract each of the input signal change by down conversion

using variable mixer and filtering of the Farrow filter. The Farrow filter is formed from the filter, Hk(z),

and sample rate converter (SRC). This indicated that any branch can extract any of the j types of

communication from multiple channels input signals. The Farrow filter is followed by fixed integer

decimation factor, M f , as shown in Figure 2.12. By replacing the filter, F(z), and M f , the Farrow

is left alone to complete the SRC in each branch as seen in Figure 2.13. The computational load

is constrained by the large number of channels that should be handled. Since it does not share any

combinational load among the branches, its computational load grows linearly with the number of

channels required.

2.4.7 Discrete Fourier Transform Algorithm

The DFT filter bank (DFT-FB) is a uniform modulated filter bank in replacement of the PC algorithm,

for extracting large number of channels with uniform bandwidth. Implementation with polyphase

decomposition enhances its performance. Low pass filter prototype and complex modulation of the

bandpass filters produced DFT FB [22, 62, 79], as shown in Figure 2.14.
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      MX(n) yk(m)

e-j2πkn/M

H’F(z)

Figure 2.14. Discrete Fourier Transform (Modified from [1] with permission).

The design of low-pass filter is done using the filter specifications while the remaining bandpass

filters automatically inherit the same properties after their modulations from the low-pass pro-

totype. This type of filter requires the implementation of one filter and one DFT matrix [1, 4, 21, 27, 80].

yk(m) = h(n)
′
e− j2kπ

n
m (2.36)

By critically sampling the bandpass signal, polyphase decomposition of the filter, h
′
[n], and the input

signal, x[n], with R polyphase signal is obtained, according to Equation (2.36).

h
′
[n] =

R−1

∑
k=0

h
′
k[n]↔ hk[m] = h

′
[mR− k] (2.37)

x[n] =
R−1

∑
k=0

xk[n]↔ xk[m] = x[mR− k] (2.38)

Substituting Equation (2.37) into Equation (2.38), the bandpass filters, hr[m], share the same polyphase

filter, h
′
k[n], although with different twiddle factors for each filter. The twiddle multiplication for h

′r[n]

corresponds to the rth DFT component with input vector x0[n], x1[n], ..., xr−1[n] are represented in

Figure 2.15.

The DFT component can be R polyphase filters, followed by the critically or oversampled DFT or

FFT components. It was proven that DFT modulated filter-bank with down-sampling can be realised
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as a tapped delay line of size N, followed by M×N polynomial matrix B(z) containing polyphase

components of the prototype h
′
0 and finally an M×N DFT matrix.

H’0(z)

H’1(z)

H’n(z)

DDC

DDC

DDC

z
-1

z
-1

H’n-1(z) DDC

z
-1

X(n) SRC

SRC

SRC

SRC

Figure 2.15. DFT channelisation Algorithm (Modified from [4] with permission).

DFT modulates the analysis filter bank with, M, sub-bands, followed by N-fold down-samples. By

employing the FFT techniques and polyphase decomposition, B(z), an efficient implementation is

possible. The frequency domain representation is shown in Equation (2.39), where W−kp
k is the DFT

matrix, whose elements are the polyphase branch number, p, and channel, k.
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H
′
k(z) =

R−1

∑
k=0

h
′
k(z

R)z−kW−kp
k

p = 0,1,..., k-1

(2.39)

Polyphase implementation of DFT has proven efficient in computational complexity reduction at the

receiver stage because of its ability to computationally share resources among all the receivers/analysis

filters. This results in decrements in computation load, by factor of K. The implementation of

polyphase decomposition brought remarkable conservation of computation resources such as the filter

and memory, by the down-sampling operation before filtering.

The modulation operation using the DFT algorithm requires, k2, complex multiplication since both DFT

coefficients and input signals sample are complex numbers [1, 81]. Therefore, the computational load

of the DFT algorithm increases as the number of channels increases. The choice of implementing DFT

begins with the selection of a short DFT algorithm. The short DFT is used to develop long DFTs using

schemes provided by the Cooley-Turkey algorithm, Good Thomas or Winograd algorithm [4, 21, 81].

From these algorithms, the most important criteria for choosing the DFT implementation algorithm

is minimum multiplication complexity. Table 2.3 shows the different multiplication complexities of

different DFT algorithms.

Table 2.3. Multiplication complexities of DFT Algorithms.

DFT method Good-Thomas Cooley-Turkey Winograd

Direct X .122 = X .144 X(43+6) 0

RPFA X(3(x−1)2)+X(3−1)2 2.3.X 0

WFTA 3.0.2+X .2.2 16+X .6 0

It was shown that the Winograd FFT is the most attractive algorithm, based purely on multiplication

complexity criteria. A reduction in the number of DFT operations can be achieved by choosing, D,

and, K, as the power of two, using the index or split radix [12]. Important properties of FFT algorithms

of length N= ΠNk are shown in Table 2.4.
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Table 2.4. Comparison of different DFT Algorithms.

Property Cooley-Turkey Good-Thomas Winograd

Any Transform Length Yes No No

Maximum order of W No Max(Nk) Max(Nk)

Twiddle factors tested Yes No No

Multiplication Bad Fair Best

Addition Number Fair Fair Fair

Index Computation Effort Best Fair Poor

Data in Place Yes Yes Yes

2.4.8 Quadrature Mirror Filter Algorithm

Quadrature Mirror Filter has been of interest to researchers since its introduction by Crosier, Esteband

and Galand. The algorithm involves splitting the consecutive frequency spectral bands into sub-bands

such that each sub-band can be processed independently. However, at some points, the sub- band

signals must be recombined to achieve for perfect reconstruction [28].

Spectral band is split into two sub-bands: one of the sub-bands represents the low-pass filter and the

other sub-band is the high-pass filter [27, 28]. Each filter is proceeded by a half-band decimating filter.

High-pass signal, x2(n), and low-pass signal, x1(n), are decimated by a factor of 2. At the receiver

side, the decoded signals passed through an interpolator. The decimator-interpolator cascade causes

aliasing and imaging.

The overlapping analysis filter at the output of decimator permits and reduces the effect of aliasing and

chooses the synthesis filter such that the imaging produced by the interpolator cancels the aliasing [1].

The high-pass filter can be derived from the low-pass filter, using Equation (2.40) and Equation (2.41).

HH(z) = HL(−z) (2.40)

HH [n] = (−1)nHL(−z)[n] (2.41)
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Equation (2.41) implies that the sign magnitude differentiates polyphase low-pass filters from the

high-pass filters. However, both the low-pass and high-pass filters share the same poly phase compon-

ents.

HL(z)

HH(z)

2

2

2

2 LH(z)

LL(z)

X[n]

y(n)

y(n)

Figure 2.16. Block diagram of QMF.

HL(z) = E0(z2)+ z−1E(z2)

HH(z) = E0(z2)− z−1E(z2)

(2.42)

It is a common practice to define the low pass filter, XL(z), and to use its definition to specify the

high-pass filter as indicated in Equation (2.41). Figure 2.16 shows the block diagram of filters that are

composed of complementary low-pass and high-pass half filters [21]. They have symmetrical impulse

responses and odd coefficients, with the exception of the one placed at DC on, n, that is equal to zero.

In the frequency domain, this translates to Equation (2.43).

|H(e jω)|= |H(e j(ω−π))| (2.43)

This means that the low-pass and high-pass filter are magnitude complements of each other because the

two filters have mirror symmetry, centred on
π

2
. The HL , HH , LH and LL represent the low-pass and

high-pass filters for two input bands. Given HL(e jω), HH(e jω), LH(e jω) and LL(e jω) as the Fourier

transform of HL , HH , GH and LL, Equation (2.44) is derived.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

41

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



CHAPTER 2 LITERATURE STUDY

LL(e jω) =
1
2

[
X(e jω)

2
HL(e jω)

2
+

X(e jω+2π)

2
HL(e jω+2π)

2

]
LH(e jω) =

1
2

[
X(e jω)

2
HH(e jω)

2
+

X(e jω+2π)

2
HH(e jω+2π)

2

] (2.44)

The first requirement is that the low-pass and high-pass filters, HL and HH , are frequency translation of

the common low-pass filter denoted as h(n), as shown in Equation (2.45).

HL(n) = h(n)

HH(n) = (−1)nh(n)

for all n

(2.45)

The frequency samples are such that HL(e jω)= H(e jω) and HH(e jω) = H(e jω). This condition implies

that the filters HL(e jω) and HH(e jω) are mirror image symmetries about ω =
π

2
.

An efficient realisation of QMF is by using polyphase decomposition where the low-pass or high-pass

filters are expressed in terms of two polyphase components, as given in Equation (2.46).

GL(z) =
∞

∑
n=−∞

hk(n)x(2m−n)

k=0, 1 ,..., N
(2.46)

By substituting Equation (2.46) into Equation (2.45), Equation (2.47), is derived for low-pass filter.

LL(z) =
∞

∑
n=−∞

(−1)knh(n)x(2m−n)

k=0, 1... , N
(2.47)

Changing the variable parameters, Equation (2.48) is obtained, where p = 0,1.

LL(m) =
n=2r+p

∑
p=0

∞

∑
r=0

(−1)k(2r+p)h(2r+ p)x(2(m− r)− p)

Pp(m) = h(2m+ p)

xp(m) = x(2m− p)

(2.48)
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When p = 0, it means it is associated with even samples of h(n) and x(n) and when p = 1, it means it

is associated with odd samples. For N (even) tap filter with coefficients in the range 0 6 n 6 N−1, the

polyphase filter Pp(m) each has
N
2

coefficients in the range 0 6 n 6
N
2
−1.

Applying these polyphase definition to Equation (2.48), Equation (2.49) is derived, where ∗ denotes

discrete convolution.

LL(m) =
1

∑
p=0

(N
2 −1)

∑
r=0

(−1)kpPp(r)xp(m− r)

= P0(m)∗ x0(m)+(−1)kP1(m)∗ x1(m)

x = 0,1, ....,N

(2.49)

P0(n)

P1(n)

X(n)

x0(n)

x1(n)
-1

Figure 2.17. Block diagram of two-channel QMF filter bank.

In order for the filter bank to have the flat response, its polyphase filter must satisfy the following

conditions, as shown in Equation (2.50).

P0(m)∗ p1(m) =U0(m) =


1, provided n =0

0, otherwise
(2.50)

For even-length symmetrical filters, P0(m) and p1(m) are time-reversed versions of each other that is,

P0(m) = p1

(
N
2 −1

)
; and P0(m) = p1

(
N
2 −3

)
. Therefore, they have exactly inverse phase relations
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and equal magnitude responses. Thus, for an effective impulse response, all pass filters must be used.

To achieve the filter bank with the flat response, these polyphase filters must approximate all-pass

functions. Also, the even input samples occur at an odd sample input time, as a result of inherent delay

of one sample, in addition to the delay of the filter, whereas, DFT polyphase structure defined for N

odd has no such inherent delay.

For perfect reconstruction of QMF filter banks, phase and amplitude distortion must be zero, since it

does not exist. The filter bank can be made aliases-free by choosing the synthesis filters, as given in

Equation (2.51).

LH(z) =−2HL(−z)

LL(z) =−2HH(−z)
(2.51)

The transfer function of the aliases-free QMF is given in Equation (2.52).

T (z) =
1
2

[
H2

L(z)−H2
H(z)

]
=

1
2

[
H2

L(z)]−H2
L(z)

] (2.52)

A low-pass filter, HL(z), with linear phase must be designed in such a way that the overall transfer

function, T (z), will also have a linear phase, which results in eliminating the phase distortion. By

carefully selecting, HL(z), with good pass-band and stop-band responses, the amplitude distortion can

be eliminated resulting in near-perfect reconstruction [82]. The large number of channels involved

increase the computational complexity of the filter and any update to new filter channel is considered

bad.

2.4.9 Tree QMF

Two QMFs cascaded together result in a tree-structured QMF filter banks. The input signal is split into

two-channels sub-bands at the initial stage and decimated by the half-band filter, using two channel

analysis banks. Each sub-band is again sub-divided into two other sub-bands and further decimated by

the half-band multi-stage decimator filter [15, 16, 29, 83]. This process continues until the required

number of channels are obtained.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

44

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



CHAPTER 2 LITERATURE STUDY

The M-channels tree structure filter bank with decimator factor, M1, M2, ..., Mm−1, is said to be

maximally decimated if the condition in Equation (2.53) is satisfied [82].

M

∑
k=0

1
Mk

= 1 (2.53)

The computation in this filter bank structure can be accomplished in an eight-cycle process, since the

maximum decimation ratio in the structure is eight. In each cycle, for one input sample, x(n), obtained,

one branch of the tree is computed and one output-band is computed. Paths through the tree with

higher sampling rates are computed more often than paths with lower sampling rates. The output of

the filters are in this order: (0,3,2,4,1,3,2,4) for cycle 0 to 7. Bands 0 and 1 are computed only once

in this process, whereas bands 2, 3 and 4 are computed twice in each eight cycle iteration. In this way,

approximately one eighth cycle filter is computed in each cycle and the computing is distributed in time.

This approach is effective for achieving both uniform and non-uniform channelisation algorithms. The

performance of TQMF depends on the initial performance of the two-channel QMF. If the two-channel

QMF banks achieved maximal PR, the TQMF structure will have linear phase and zero aliasing

[27, 79].

Perfect reconstruction is practically feasible in a two channels QMF with sharp cut-off frequency and

good stop-band characteristics [27] but Near Perfect Reconstruction (NPR) QMF banks [84] can be

achieved. These filter banks have small aliasing and can therefore be made aliased-free by inserting

appropriate transfer functions instead of pure delays. The block diagram of the five-channels tree

structure filter bank with decimator factors [28, 85, 84] and its parallel structural equivalent, are shown

in Figure 2.18.

To obtain PR or NPR filter banks, sufficient delay must be inserted in the channels, such as z−k, z−k2,

z−k3. The equivalent filters are obtained by applying noble identities [27]. For five-channels filters, the

equivalent channel tree structure filter banks are obtained as follows, in Equation (2.54).
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H0(z) = HL(z)HL(z2)HL(z4)HL(z8)

H1(z) = HL(z)HL(z2)HL(z4)HH(z8)

H2(z) = HL(z)HL(z2)HH(z4)

H3(z) = HL(z)HH(z2)

H4(z) = HH(z)

G0(z) = GL(z)GL(z2)GL(z4)GL(z8)

G1(z) = GL(z)GL(z2)GL(z4)GH(z8)

G2(z) = GL(z)GL(z2)GH(z4)

G3(z) = GL(z)GH(z2)

G4(z) = GH(z)

(2.54)

For tree structure, the amplitude distortion can theoretically be made zero, using Equation (2.55),

where Hk(ε
jw) is the frequency response of the Kth analysis filter of the equivalent structure.

M−1

∑
K=0
|Hk(ε

jw)|2 = 1 (2.55)

For five channels tree structure filter banks, Equation (2.54) can be expanded in z-domain.

|HL(z)HL(z2)HL(z4)HL(z8)|2

+|HL(z)HL(z2)HH(z4)|2

+|HL(z)HH(z2)|2

+|HH(z)|2 = 1

(2.56)

From Equation (2.55), the high-pass filter can be obtained from the low-pass filter using Equation

(2.58).

|HL(z8)|2 = |HL(z4)|2 = |HL(z2)|2 = |HL(z)|2

|HH(z8)|2 = |HH(z4)|2 = |HH(z2)|2 = |HH(z)|2
(2.57)

HH(z) = HL(−z) (2.58)
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The tree QMF Equation is derived as shown in Equation (2.59).

|HL(z)|8 + |HL(z)|6.|HL(−z)|2

+|HL(z)|4.|HL(−z)|2

+|HL(z)|2.|HL(−z)|2

+|HL(−z)|2 = 1

(2.59)

The frequency domain can be represented as seen in Equation (2.60).

|HL(e jω)|8

+|HL(e jω)|6.|HL(−e jω)|2

+|HL(e jω)|4.|HL(−e jω)|2

+|HL(e jω)|2.|HL(−e jω)|2

+|HL(−e jω)|2 = 1

(2.60)

QMF is a parallel combination of high-pass filter, (HPF) and low-pass filter, (LPF), which performs

the action of frequency sub-division by splitting the signal spectrum into two spectrum bands. The

analysis wide-band frequency is sub-divided into main sub-bands, using FIR filters. The analysis

bank is composed of the collection of M-band filters ("analysis filter", "decimator filter"), with the

common input signal. A block diagram of the five-channels tree structure filter bank, with decimation

factors (16, 8, 4, 2) is shown in Figure 2.18. All branches of the tree in the same stage will have

the same bandwidth and the same sample rate. Despite its simplicity and scalability, TQMF has its

dependency between the channel spacing obtained at every tree stage and sample rate of the input

signal. This increases the computational complexity, but the reconfigurability is straightforward. The

channel spacing is equal to half the sampling rate divided by the power of two for each stage used [1].

Equation (2.61) shows the representation, where t is the stage of each filter.

fch,n =
fs
2t

t= 1,2,3,..., n
(2.61)

The sampling frequency of the channel signals are multiple of channel spacing, which is the power of

two stages. The computational load of TQMF can be reduced by implementing parallel structures of

TQMF. This design can be implemented in terms of parallel integer band structure, especially for low

order designs, due to its structural simplicity.
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HH(z) 2

HL(z) 2

HH(z)
 2

HL(z) 2

HL(z) 2

HH(z) 2

HL(z)
2

HH(z) 2

X[n]

CH5

CH4

CH3

CH1

CH2

Figure 2.18. Tree structure filter bank (Modified from [1] with permission).

2.4.10 Generalised Discrete Fourier Transform Algorithm

The DFT filter bank is efficient for even uniform channel stacking. The need arises for modifications

or upgrading to any frequency, which may be either odd or even stacking. GDFT is essential for both

the uniform as well as non-uniform channels bandwidth and it is formed from complex modulation of

different filter banks with a different phase and frequency offset [7, 6, 22]. The generalized discrete

Fourier transform filter bank (GDFT- FB) is a variant of discrete Fourier transform (DFT), and it is

useful in signal processing [86] and image compression [87]. It utilises the properties of the prototype

filter poly-phase decomposition and noble identities [22] for efficient implementation. GDFT-filter

bank adds extra phase modifications to the time and frequency offsets, resulting in a complex filter.

This has been known to lead to computational load due to higher sampling rate utilised [6]. Towards

reducing complexities in the mother GDFT filter, different algorithms have been developed. Some of

these algorithms were built upon the classical GDFT while some were combined with other algorithms

in order to improve the performances of GDFT filter bank and to reduce its complexities.

Parallel GDFT-FB (P-GDFT) processes the wide-band input signal by critically decimating odd-stacked

GDFT-FBs, operating in parallel. The recombined oversampled GDFT-filter bank (R-GDFT) splits
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the signal into uniformly spaced sub-bands and then recombine certain required groups to form wider

sub-bands, which are integer multiples of the uniform channel spacing. Every recombined signal is

formed by r-continuous sub-bands allocated from output of the GDFT-FB [6, 83]. Experiment carried

out by [6] showed that P-GDFT filter reduces complexities by 85% multiplication per input samples

while R-GDFT filter bank reduces the complexity by 67% multiplication per input samples [3].

Split radix GDFT filter [88] provides computational savings in terms of arithmetic operators to compute

the length of N-GDFT filter. Oversampled polyphase GDFT filter bank [89] was proposed as fast

Fourier algorithm for implementing complex valued signals. GDFT with Morlet wavelet and continuous

wavelet transform [90] were proposed to improve the running speed of the classical GDFT filter.

Generalized orthogonal discrete wavelet transform (GODWT) filter [91] was designed as substitute

to GDFT filter. GODWT filter bank inherits the features of discrete hatley transform (DHT) and

discrete wavelet transform (DWT). The algorithm is fast because it requires real sequence unlike

GDFT filter which requries complex signal transformation. Fast Fourier transform (FFT) [92] was used

to implement faster computation on GDFT by converting the linear convolution to circular convolution.

Exponential improvement of GDFT results were obtained.

Real generalized discrete Fourier transform algorithm [93] requires less memory space for its compu-

tation than the imaginary counterparts. One dimensional generalized discrete Fourier transform [94]

was developed by factoring a vector A into two dimensional matrix. The two dimensional GDFT on

matrix B require the same number of operators as one dimensional matrix. Also, weighted approx-

imation method for generalized discrete Fourier Jacobi transform [95] was developed for reducing

the complexity of GDFT filter. Two dimensional generalized discrete Fourier transform and related

quasi-cyclic reed Solomon code were also developed to optimize GDFT filter. A generalized sliding

discrete Fourier transform algorithm [96] for reducing the peak to average power ratio of filter bank

multicarrier was developed also. The GDFT sliding was able to reduce the complexity of the signals

by 40%. Elliptically generalized DFT [97] uses Jacobi elliptical functions as basis function instead of

sine and cosine functions for its implementation.

From all these computational improvement to GDFT filter bank, the algorithm is still complex for

SDR mobile systems. Best performing algorithm achieved about 33% reduction in the number of filter
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multiplications per input sample [91]. Hence, research efforts are continuing towards improving on

these indicators.

Equation (2.62) and Equation (2.63) show the Fourier transform and its inverse, where n0 is the

new reference from time origin, k0, corresponding to the new reference for the discrete frequency,

Wk = e j(2π f/k).

Y GDFT
k =

k−1

∑
n=o

y(n)W−(k+k0)(n+n0)
k

k= 0,1,..., k-1
(2.62)

y(n) =
1
k

k−1

∑
n=o

Y GDFT
k W−(k+k0)(n+n0)

k (2.63)

Equation (2.62) and Equation (2.63), represent the transformation and inverse transform pair, and

n0 and k0 are rational fractions that are less than 1. If n0 = 0 and k0 =
1
2

, GDFT is referred to

as odd-stacked DFT channel and when n0 =
1
2

and k0 =
1
2

, it is referred to as odd-squared DFT.

Substituting n0 and k0 into Equation (2.62) and Equation (2.63), GDFT can be related to DFT as

follows in Equation (2.64), where k is the number of frequency channels, M is the decimation factor of

the channel signals, XGDFT
k (m) and h(n) are the filters.

Y GDFT
k =W−(k+k0)

k n0

k−1

∑
n=o

[y(n).W−k0n
k ]W−kn

k

k=0,1,..., k-1
(2.64)

y(n) =W k0n
k

1
k

k−1

∑
n=o

[Y GDFT
k .W−(k+k0)n0

k ]W kn
k

n=0,1,..., k-1
(2.65)

Y GDFT
k (m) =

∞

∑
n=−∞

h(mM−n)y(n)W−(k+k0)(n+n0)
k

k=0,1,..., k-1
(2.66)

This representation is illustrated in Figure 2.20. The center frequency of the channels are located at

frequencies, ωk =
2π

k
(k+ k0).
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DFTy(n)

Wk
-k0n

YK
GDFT

Wk
-(k+ k0)n0

Figure 2.19. Diagram showing how GDFT can be derived from DFT.

Complex modulation of the filter bank can also be used for channelisation of single channel, k, as

shown in Figure 2.20 and Figure 2.21, respectively. For the complex bandpass filter, Equation (2.67)

holds.

XGDFT
k (m) =W−(k+k0)(mM+n0)

k

∞

∑
n=−∞

hk(n)x(mM−n)

hk(n) = h(n)W (k+k0)n
k

k = 0,1, ...,k−1

(2.67)

M
x(n)

Xk
GDFT

(m)

Wk
-(k+ k0) (n + n0)

HF(z)

Figure 2.20. Complex Modulator model for GDFT FB for Channel K.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

51

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



CHAPTER 2 LITERATURE STUDY

M
X(n)

Xl
GDFT

(m)

Wk
-(l+ l0) (mM + n0)

hl(n)

Figure 2.21. Complex bandpass model for k-channel GDFT.

Realising the polyphase implementation of GDFT filters, as shown in Figure 2.22, makes it more

efficient than the other channelisation algorithms considered so far, since it allows processing load

to be shared among the channels of the filter bank [1, 79]. Although the phase and frequency offsets

introduce additional modulation to the structure, it is still considered the best approach to reduce the

computational overhead in channelisation algorithm.

The additional modulation increases the computational overhead and renders it unfit for multi-standard

SDR receiver, despite its easy reconfigurability. In a polyphase structure, Equation (2.68) applies,

where clockwise commutator is used for the analysis signal.

pp(m) = h(mM− p)

p=0, 1, ..., M-1
(2.68)

According to polyphase branch signal, for inputs and outputs of the branches in the receiver side,

Equation (2.69) is applicable.

xp(m) = x(mM+ p)

p=0,1,..., M-1
(2.69)
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GDFT

x0(n)
X0

GDFT
(m)P0(m).WM

-k
o
mM 

0

1

p

M-1

K

M-1

0

1P1(m).WM
-k

o
mM 

Pp(m).WM
-k

o
mM 

PM-1(m).WM
-k

o
mM 

WM
-k

M-1
mM 

WM
-k

o
mM 

WM
-k

k
mM 

WM
-k

1
mM 

XM-1
GDFT

(m)

XK
GDFT

(m)

X1
GDFT

(m)

x(n)

x1(n)

xp(n)

xM-1(n)

Figure 2.22. Polyphase Realisation of GDFT Filter Bank (Modified from [3] with permission).

Polyphase filter is more conveniently applied to critically sampled filter banks so that k = M. By

applying the change of variables n = rM + p, the polyphase filter representation is as shown in

Equation (2.70).

XGDFT
k =

M−1

∑
p=0

W−(k+k0)(p+n0)
M

∞

∑
n=−∞

h(m− r)(M− p)x(rM+ p)W−(k+k0)rM
M

=W−k0mM
M

M−1

∑
p=0

W−(k+k0)(p+n0)
M

∞

∑
n=−∞

Pp(m− r)W k0(m−r)M
M xp(r)

=W−k0mM
M

M−1

∑
p=0

W−(k+k0)(p+n0)
M [xp(m)∗ (Pp(m)W k0mM

M )]

(2.70)

2.4.11 Parallel GDFT-FB

Parallel GDFT [22] channelises the wide-band signal through number of different critically decimated

odd-stacked GDFT-FB’s, operating in parallel. The digitised wide-band input signals with common
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sample rate, fs, is fed into j-parallel filter banks. Depending on communication specifications and

configurations of each filter bank, each filter bank implements its own frequency band based on its

channel spacing in order to keep distortion to the minimum.

For even and odd-stacked cases, the channel spacing is given as in Equation (2.71).

ωcs =
2π

K
rad (2.71)

In compliance with Equation (2.71), the common input signal sample rate must meet the condition

specified in Equation (2.72), where j is the number of sub-bands supported and K j and fcs j are the

number of sub-bands and channel spacing in each GDFT-FB respectively.

fs = K j fcs j

j=1,2,..., J
(2.72)

If Equation (2.72) cannot be met by all j standards, an independent SRC could be applied before the

required GDFT-FBs. Narrow band channels are extracted by selecting appropriate outputs from each

of the filter banks.

P-GDFT is simple to implement and quite flexible but the ratio of unused sub-bands can be high.

However, the computational complexity remains the same as GDFT-FB since all the sub-bands share

the overall input signals.

2.4.12 Recombined GDFT-FB (R-GDFT FB)

R-GDFT FB is an over-sampled filter bank which analyses signal into uniformly spaced narrow

sub-bands and then recombine groups of adjacent sub-bands to form wider sub-bands as seen in Figure

2.23. The granularity of each sub-band is determined by the bandwidth occupied by the minimum

guard band required [6, 83]. Thus, the granularity and the total bandwidth occupied by the input signal

determine the number of sub-bands required in R-GDFT, which also determine its computational

complexity. Also, the size of the granularity with respect to the total signal bandwidth determines the

center frequency of the channel. The larger the number of granularity bands, the greater the flexibility

in choosing the center frequencies for the channel filters. The channel center frequencies are given as

follows in Equation (2.73), where k represents the number of sub-bands, while RF is the number of

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

54

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



CHAPTER 2 LITERATURE STUDY

sub-bands necessary to recombine specific types of narrow-band channels.

ωch =
2πRF

k

(
n+

1
2

)
for odd RF

ωch =
2πRF

k
n

for even RF

(2.73)

Every recombined signal denoted by yk,RF (n) is formed by RF - adjacent sub-bands allocated from the

kth output of GDFT-FB, as shown in Equation (2.74).

Yk,RF (z) =
RF−1

∑
r=0

Fe jφrYk+r f (z
M)HM(ze− jβr f ) (2.74)

Recombination is achieved by first interpolating each of the R-sub-bands, by a factor M, frequency

shifting by βr f to the correct center frequency and phase offset φr f in order to finally add these shifted

in-phase channels together.

The interpolating factor for R-GDFT FB is represented using Equation (2.75), where LDFT is the

over-sampled factor of GDFT.

M 6
RF

LDFT
(2.75)

When M = RF
LDFT

, the frequency and phase shapes are represented as follows in Equation (2.76).

βr f = π +
π

RF
(2r f +1)

φr f =−
(

MN
2D

+
NM

2

)
βr f

for r f = 0,1, ...,RF −1

(2.76)
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K band GDFTB

RF+k

K-1

0

1

Yk-1F(n)

Yk+RF+1(n)

X(n)

RF-1

k
RGDFT

Yk+RF+1(n)

Yk+RF+2(n)

Yk,RF(n)

Y0,RF(n)RGDFT

Figure 2.23. Recombined GDFT (Modified from [1] with permission).

2.4.13 Cosine Modulated Filter Bank

This is an attractive choice for the design and implementation of filter banks with a large number of

sub-bands [1, 85, 98, 99, 100]. The main features of the cosine modulated filter bank are:

• Simple design approach for generating the low-pass prototype when perfect reconstructions

must be achieved.

• Low implementation cost.

The linear phase prototype low-pass filter, H(z), of order, N, has pass-band edge of ωp =

[
π

2M −ρ

]
and stop-band edge of ωs =

[
π

2M +ρ

]
, and 2ρ is the width of the transition band. For even multiples

of number M of sub-bands, the length is N +1, that is, N = (2LM−1).

Given the prototype filter, the cosine modulated version of the analysis filter bank is given as in

Equation (2.77).
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hm(n) = 2h(n)cos
[
(2m+1) π

2M (n− N
2 )+(−1)m π

4

]
for n=0,1..., N and m= 0,1,..., (M -1) with N= (2LM -1)

(2.77)

The prototype filter can be decomposed into 2M polyphase components, as follows in Equation (2.78),

where S j(z) =
L−1

∑
i=0

h(2LM+ j)z(−1) are the components of the filter H(z).

H(z) =
L−1

∑
i=0

2M−1

∑
j=0

h(2LM+ j)z−(2LM+ j)

=
2M−1

∑
j=0

z− jS j(z2M)

(2.78)

The analysis filter bank can be described as shown in Equation (2.79).

Hm(z) =
N

∑
n=0

h(m)z(−n)

=
2LM−1

∑
n=0

Dm,nh(n)z(−n)

=
L−1

∑
l=0

2LM−1

∑
j=0

Dm,2LM+ jh(2LM+ j)z(−2LM+ j)

(2.79)

Applying the cosine modulated algorithm as seen in Equation (2.80).

cos
{
(2M+1) π

2M [(N +2kM)− N
2 +Φ]

}
= (−1)kcos

[
(2M+1) π

2M (n− N
2 +Φ)

] (2.80)

Hm = Dm,n+2kM

= (−1)kDm,n

(2.81)

Substituting j for n, and l for K, Equation (2.81) becomes Dm, j+2LM = (−1)lDm, j. Rewriting Equation

(2.79), the following Equation (2.82) is derived.

Hm(z) =
2M−1

∑
j=0

Dm, jz− j
L−1

∑
l=0

(−1)Lh(2LM+ j)z(−2LM)

=
2M−1

∑
j=0

Dm, jz− jS j(−z2M)

(2.82)
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Equation (2.82) are represented as given in Equation (2.83), where D1 and D2 are M×N matrices,

whose (m, j) elements are Dm, j and Dm, j+m, respectively for m, j = 0,1, ...(m−1).

S(z) =



H0(z)

H1(z)
...
...

Hm−1(z)


=
[
D1 D2

]


S0(−z2m)

z−1S1(−z2m)
...
...

z(−2m−1)S2m−1(−z2m)


(2.83)

Representing δ (z) as shown in Equation (2.84).

δ (z) =
[
1 z−1 · · · z−M+1

]T
(2.84)

The polyphase representation of the matrix can be represented as in Equation (2.86), where S(z) is the

polyphase matrix.

e(z) =
[
D1 D2

]


S0(−z2m) 0

S1(−z2m)

. . .
. . .

0 S2m−1(−z2m)



 δ (z)

z−mδ (z)

 (2.85)

S(zm)δ (z) =



D1



S0(−z2m) 0

S1(−z2m)

. . .
. . .

0 S2m−1(−z2m)


+

z−mD2



S0(−z2m) 0

SM+1(−z2m)

. . .
. . .

0 S2m−1(−z2m)





δ (z)
(2.86)
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Figure 2.24 illustrates the design of cosine modulated filter bank.

M

M

M

S0(-z
2)

S0(-z
2)

SM-1(-z
2)

M S2m-1(-z
2)

x(n)

M

M

SM(-z2)

Sm+1(-z
2)

D1
T

D2
T

D0(m)

D1(m)

DM+1(m)

z-1

z-1

z-1

z-1

z-1

Figure 2.24. Cosine modulated filter bank (Modified from [1] with permission).

2.4.14 Comparison and Benchmarking of the Existing Literature

Table 2.5 shows comparison and benchmarking of the existing literature. From the literature [1], MPIS

of FPCC is relatively higher while P-CDFB and HTQMFB are lower.
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Table 2.5. Different Channelization algorithms [1]

Channelization FPCC TQMFB P-CDFB HTQMFB P-FRM PGDFT R-GDFT

Algorithm

fs MHz 5 5 5 5 5 5 5

Passband Edge (kHz) 11.5 11.5 11.5 11.5 11.5 11.5 11.5

Stopband 13.5 13.5 13.5 13.5 13.5 13.5 13.5

Edge

Passband 0.1 0.1 0.1 0.1 0.1 0.1 0.1

Ripple (dB)

Stopband 55 55 55 55 55 55 55

Attenuation()

Multiplication 5.9e5 4.85e6 1.2E6 7E3 78E3 375 315

Per sample

2.5 DIGITAL FILTER REPRESENTATION

Digital filter design that can meet the demands of integrating multiple standards on a single platform in

Software Defined Radio (SDR) is quite challenging. This is as a result of high computational complexity

involved in the processing of multiple standards concurrently on the same platform. Thus, there is a

need to design digital filter that can conserve some of these resources to reducing the cost implication

and increasing the operational speed. Efficient implementation of the digital filter components such as

adder, multiplier and filter coefficients are necessary in order to reduce the computational complexity

of the system. This reduces the hardware required to implement the process.

This Section considers binary number representations for fixed and floating-point number system as an

approach to reduce the computational complexity of filter. The different fixed points representations

and also the floating-point number systems were reviewed. Also, distributed number system was

considered as an alternative to reduce the complexity of FIR filter. Evaluation of fixed and floating

point residual number system (RNS) were investigated and analysed for small and large moduli set.

Lastly, different optimisation algorithms were discussed.
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CHAPTER 2 LITERATURE STUDY

2.5.1 Digital Filter Number System Representation

Number systems have been used from time past to implement filter coefficients efficiently in order to

conserve hardware resources. This could be either fixed point or floating point number representation.

The option of using either fixed or floating points depends on the designer’s choice. However, the fixed

point methods incur higher speed and low cost, while floating point systems have a higher dynamic

range and no scaling.

2.5.2 Fixed Point Number System

Fixed point number systems are represented in most digital filters and it can be classified as either

conventional or unconventional number systems [101, 102, 103, 104]. The fixed point number system

can be either unsigned integers, signed magnitude number, two’s complement, one’s complement and

diminished number system, canonical number system and residual number system and others. These

number representations are explained in the subsection that follows.

2.5.2.1 Canonical Signed Digit (CSD)

Canonical signed digit (CSD) can be applied to reduce the area, word length and critical path of digital

filter by reducing the generated partial products for the inner convolution products and guaranteeing

that minimum number of non-zero bits are used [111, 112, 113, 114, 115, 116]. This is done by

scanning the bits from the least significant bit to the most significant bit and replacing the continuous

non-zero bits sequences by pair of non-zero positive and negative bits. This representation is useful to

ensure low complexity algorithms design of filters and are also important for efficient implementation

of multipliers.

By using CSD, there is reduction in the number of consecutive ones which leads to reduction in the

number of computations and additions required for implementation. An n-bit Canonical Signed Digit

(CSD) is a radix 2 signed digit encoding. An n-bit constant C can be represented as shown in Equation

(2.87).

C =
n−1

∑
I=0

Si2i

for Si ∈ −1,0,1

(2.87)

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

61

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



CHAPTER 2 LITERATURE STUDY

It encodes a constant multiplicand with signed digits 1, 0 and-1 while each of the digit Si contributes a

weight of 2i to the constant.

The CSD representation has the following properties:

• No two consecutive bits in CSD representation are non-zero.

• The CSD representation of a number uses a minimum number of non-zero digits.

• The CSD representation of a number is unique.

The CSD representation of number can be recursively computed using strings properties. The strings

of 1’s are scanned from the least significant bit to the most significant bit. Any encounter with string 1̄

represents -1. The following examples illustrate CSD representations.

Example 1: Convert 16′b00110111100 into CSD representation

In order to do this, scan the string from LSB to MSB and replace it with equivalent CSD representation

as follows.

16′b00110111100 = 0011100001̄00

This process is repeated until all the strings of 1′s are replaced by their equivalent CSD representation.

The final string values will be represented as follows.

01001̄00001̄00

It can be seen from above example, that the CSD representation restricts the repetition of two concurrent

redundant one’s in the number. Representing the multiplicand by a constant and multiplying it with the

CSD multiplier can result in a reduced number of partial products.

Example 2: y[n] = 0.961y(n−1)+ s(n).

In Q1.15 format, this can be represented as 16′b0111010100111111. Transforming the constants to
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CSD representation by recursively applying the string property to the binary representation of the

number as follows.

y[n] = 16′b0111010100111111

= 0111010101000001̄

= 1001̄010101000001̄

= 20−2−3 +25 +27 +29−215

The CSD representation of the constant has reduced the number of the non-zero digits from eleven to

six. The implementation of multiplication by constant requires only six partial products. These partial

products are generated by appropriately shifting y[n− 1] by weight of the bits depending on the Q

format representation of the constants. The partial products generated are shown in Equation (2.88).

y[n−1]− y[n−1]23 + y[n−1]25 + y[n−1]27 + y[n−1]29 (2.88)

The arithmetic can be optimised by incorporating the compression tree. The correction vector (CV)

is calculated by adding the correction for multiplicand by 1 and 1̄ in the CSD representation of the

number. CV requires multiplication by 1 to be computed by flipping the sign bit of the partial products

and adding 1 to the location of the sign bit and extending the number of all 1.

Example 3:
23 = 24 +22 +21 +20

= 10111

This number can also be represented as follows.

23 = 25−23−20

= 10−100−1

The first representation uses three additions, while the second representation requires two subtractions.

CSD representations are used to implement FIR filters to obtain multiplier less FIR filters [117].
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2.5.2.2 Residual Number System Representations (RNS)

Residual Number System (RNS) filter realisation has been investigated in [118, 119]. The prominent

feature of RNS, which distinguishes it from the other number systems is its inherent parallelism,

modularity and local carry propagate. These are special features in DSP, when large word length and

high throughput are required for addition and multiplication operations. Residual Number system

(RNS) was proposed to offer solution by providing high operating speed at reduced the word length,

area utilization and power consumption.

The Residue Number System (RNS) is a non-weighted number system that can accelerate arithmetic

operations up due to its peculiar features of carry-free propagation and parallelism. This results

in carry-free addition, multiplication, and subtraction [120, 121, 122]. The most important factors

to consider when choosing RNS for FIR filter is the moduli set. The choice of moduli set greatly

influences the area utilisation, speed, cost and power consumption of the hardware design. Different

research efforts on the influence of the moduli set on the hardware complexities are available in the

literature. Sweidan and Hiasat proposed an algorithm that requires four binary adders, out of which

two are operating in parallel mode, which resulted in higher speed and smaller silicon area [123].

Also, Amir Sabbagh and Keivan [124], presented two residue to binary conversion, using 2n, 2n+1 +1,

2n+1−1 moduli set. The moduli set consists of well-formed moduli and a balanced set, which resulted

in better and faster RNS implementation. PremKumar in [125] described a residue number to binary

converter, that converts number in the modulo set, 2n+2, 2n+1, 2n, with 2 as a common factor. This

algorithm achieved a faster conversion ratio in terms of speed. An algorithm in [126] discussed a

high-speed realization of residue to binary converter for the 2n+1, 2n, 2n+1 moduli set, which doubly

improved the leading implementation in terms of the overall delay time. The algorithm employed

certain symmetrical properties in its implementation to reduce the hardware specification by n− 1

full adders. It also reduces the redundancy in its implementation. Another approach was proposed to

perform inner product computation based on distributed algorithm principles [127]. The input data

were represented in the residue domain and encoded with a thermometer code when the output data

are encoded with one of the hot code formats. The operating speed of one hot code modular adder was

superior to the conventional binary code. A non-recursive digital filter was presented based on moduli

set 2n−1, 2n, 2n+1 using diminished 1 representation [128]. The method investigated the usage of n+1

bits circuit in 2n +1 bits channel.

Forward converter for RNS with diminished-1 encoded channels was proposed by [129]. Also,
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multiplication was eliminated in the design of RNS converter [126]. Thus, fewer multipliers and adders

were used in the design. This invariably reduced the hardware complexity and increased the speed.

Dual sum carry look-ahead adder [130] which consists of a circular carry generator and a multiplexer

was designed with reduced complexity. Jemmy, Yung Shem eliminated the bottleneck encountered in

the carry propagation additions and modular adder free of the existing designs. This method resulted

in both reduced power factor and leakage power.

Vinnakota and Rao discussed RNS to the binary converter [131] and illustrated it to be a simple

modification of the well-known Mixed Radix Conversion techniques. Evaluation of this algorithm and

comparison with the existing algorithms showed improvements in terms of speed and cost, however,

not in terms of delay and area. A conjugate moduli set was presented in a hardware efficient two-level

implementation of the weighted to RNS and RNS to weighted conversion [132]. The design offered

25 to 40% hardware savings, reduction of 80% complexity of the CRT and achieved a higher dynamic

range. Kotha et al. [120] proposed new modular multiplication for 2k−1, 2k, 2k+1− 1 for fixed-

point coefficient FIR filter. This algorithm improved the clock rates and reduced the area and power

consumption compared to the conventional modular multiplication. Ahmad Hiasat [123] designed a

converter which consists of three 4n bits Carry Save Adder (CSA) together with an additional modulo

24n−1 adder. This leads to a reduction in hardware requirements concerning area, delay, power, and

energy efficiency. Richard Conway and John Nelson algorithm in [133] used moduli set of the form

2n−1, 2n, 2n+1, which was primarily based on CSA and one Carry Propagation Adder (CPA) without

the necessity for a Look-Up table (LUT). The design occupied lesser silicon space and was therefore

very swift. The author proposed new CRT property, to reduce the total dynamic range and the overall

result was faster and more efficient, with improved delay and area cost.

Kazeem Alagbe Gbolade et.al [134] used the CRT to obtain a reverse converter that uses mod (2n−1)

operations instead of mod (2n+1)(2n−1) and (2n)(2n−1). The approach is traditional in nature

but the results yielded improved performance, in terms of conversion time, area, cost, and power

consumption. Mohan [131] compared the design of Vinnokota and Raos and Piestrak, to the Andraros

and Ahmad design. In comparison to Vinnokota and Rao’s design it became evident that the Andraros

and Ahmad design was cost-effective in terms of delay and speed. The design used the moduli set

2n−1, 2n, 2n +1, which was a variation of the mixed radix conversion technique. Ahmad Hiasat [135]

used the Chinese Remainder Theorem (CRT) approach to produce a simpler converter structure for

four moduli set 2n−1, 2n, 22n +1, 22n+p, using common factors. There was considerable reduction in
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area, delay, time, energy and power utilization when compared with other published works.

RNS is defined as a set of relatively prime integer called modulo. The modulo operation is the

remainder after the division operation by the chosen modulo. The remainder is called residues and

can be repetitive, which means a mod b =c, where b is the modulo chosen and c is the residue or the

remainder. RNS breaks large integer into smaller residues, denoted as r1,r2,rn, where rn is the nth

residue.

The RNS independently process each residue in parallel form. It operates with little or no carry

propagation from each other. The addition, subtraction and multiplication are carry- free, which means

that each digit of the arithmetic operation is independent of the neighbouring digits and thus allows

parallelism between the operations without having to wait for the results from the adjacent bit. RNS

resolves most of the carry bit propagation issues often experienced in adders and multipliers, as the

carry propagation is limited to within a single residue or a few bits. The most important property

of RNS is the significant speed for carrying out arithmetic intensive algorithms in signal processing

algorithms.

In RNS, a number, x, is represented by the list of its residues with respect to k pairwise relatively prime

moduli Mk−1�M1 > M0 [136, 137]. The residue xi of x, with respect to the ith modulus Mi is akin to

a digit and the entire k-residue representation of x can be viewed as a k-digit number, where the digit

set for the ith position is [0,Mi−1]. Notationally, we write xi= x mod Mi= < x >mi and specify RNS

representation of x, by enclosing the list of residues in parenthesis.

The product M of the k-pairwise relatively prime modulo is the number of different representable

values in RNS, known as dynamic range. That is, the dynamic range can be represented as in Equation

(2.89).

M = Mk−1× ....×M1×M0 (2.89)

For instance, RNS < 8 | 7 | 5 | 3 > has dynamic values M = 840. There are two approaches for the

choice of modulo for a given dynamic range: The small modulo set varies from the range of 2n to

2n±1 while the large modulo set is made up of a small set of prime numbers. The proper selection of
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a modulo set depends on the given dynamic range, which determines the efficient residual to binary

converter for a given digital filter [138].

Modulus set {2, 5, 7} has a dynamic range of M=2.5.7=70. The integer 7 has an RNS representation

of: 7 = {1,2,0}rns and also 4 = {0,4,4}rns. For a small word length, the RNS provides a speed of

24×2 bits while large modulus has a speed of 28×2 bits .

The RNS and the Chinese Remainder Theorem, (CRT) are based on [138, 139]. In order to implement

RNS on the digital FIR filter, the modulus operation converts the binary values to RNS, while CRT

converts from RNS to a binary system. The modulus operation is the remainder after the division

operation by the chosen modulo. The remainder are called the residues and it can be repetitive, which

means a mod b = c, where b is the modulus chosen, c is the residue or the remainder.

The representation of RNS in a digital filter is achieved by computing the dynamic range in

terms of the number of bits. The dynamic range is the total production of the residues available,

as indicated in Equation (2.90), where m1,m2,m3 are the individual moduli and M is the dynamic range.

M = ∏m1m2m3 (2.90)

Example 4: If m1 = 3,m2 = 5,m3 = 7, then M is 105 as follows.

M = ∏(3.5.7) = 105

Representing the dynamic range of Example 4, using Equation (2.91).

Bits=
log10(∏m1m2m3)

log102
(2.91)

From the Equation (2.91), the dynamic range is approximately equals to seven as follows.

The number of bits =
log10(∏m1m2m3)

log102

=
log10(105)
log10(2)

= 6.7142

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

67

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



CHAPTER 2 LITERATURE STUDY

2.5.2.3 Chinese Remainder Theorem (CRT)

The Chinese Remainder Theorem states that for a given residue number system representation,

[r1,r2,r3], the integer ’x’ is determined by using CRT if the moduli m1,m2,m3 are mutually exclusive.

That is, if the greatest common divisor is ’1’. Mathematically, CRT as shown in Equation (2.92).

∣∣∣∣X∣∣∣∣
M
=

∣∣∣∣ n

∑
j=1

m̂ j

∣∣∣∣ r j

m̂ j

∣∣∣∣
m j

∣∣∣∣
m

m̂ j =
M
m j

(2.92)

M =
n

∏
j=1

m j

m jmk = 1

for j 6= k

(2.93)

In order to illustrate this theorem, consider integer x = 21 and using the Example 4 with the following

modulus: moduli m1 = 3, m2 = 5, m3 = 7. The residue number representation is 0,1,0. The first

procedure is to convert the integer back to RNS as follows. Calculate the product of the modulo M as

follows.

M = 3×5×7

= 105
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The individual weight is calculated as follows.

m̂1 =
M
m1

105
3

= 35

m̂2 =
M
m2

105
5

= 21

m̂3 =
M
m3

=
105
7

= 15

Thus, the inverse of m̂1, m̂2, m̂3 are calculated as follows.

∣∣∣∣ 1

M̂1

∣∣∣∣
m1

=

∣∣∣∣ 1
35

∣∣∣∣
3

= |35|3×|X1|3 = |1|3

= |2|3×|X1|3 = |1|3

= |X1|3 = 2∣∣∣∣ 1

M̂2

∣∣∣∣
m2

=

∣∣∣∣ 1
21

∣∣∣∣
5

= |21|5×|X2|5 = |1|5

= |1|5×|X2|5 = |1|5

= |X2|5 = 6∣∣∣∣ 1

M̂3

∣∣∣∣
m3

=

∣∣∣∣ 1
15

∣∣∣∣
7

= |15|7×|X3|7 = |1|7

= |1|7×|X3|7 = |1|7

= |X3|7 = 14
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The overall weighted number is computed as follows.

|Xm|= |35×|2×2|3

+21×|6×1|5 +15×|1×8|7|105

= |35×|1|3 +21×|1|5 +15×|1|7|105

= |35+21+15|105

= |71|105

Finally, the integer is calculated as follows.

|Xm|= |35×|0×2|3 +21×|6×1|5 +15×|0×8|7|105

= |35×|0|3 +21×|6|5 +15×|0|7|105

= |0+21×|6|5 + |0|105

= |21|105

= 21

Thus, the integer number X = 21 is obtained, uniquely from its residue, using CRT.

2.5.2.4 Common Sub-expression Techniques (CSE)

Common Sub-Expression techniques (CSE) can minimize the logic operators such as adders and logic

depth of FIR filter. Two classical forms of CSE are horizontal and vertical sub-expression elimination

techniques. The major complexity determinants in FIR filters are the number of adders used during

the computation of the sum of the partial products and the critical paths which is referred to as the

number of adder steps. Hence, the need to find an algorithm that can minimise the number of logic

elements and the logic depth (LD). CSE eliminates the redundancy in the filter coefficient by using the

most common factored bit pattern known as common sub-expressions (CS) that exist in the canonical

signed digit representation.

The author in [140] used the coefficient sub-expression graph to reduce redundancy of two non-zero

bits sub-expressions. [141] proposed using the most commonly occuring two bits CS. In [142], a non-

recursive signed CSE algorithm was proposed to minimise the logic depth of the digital filter. [124]

focussed on reordering computations sharing between different multipliers. There was 11% reduction
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in adders used compared to the existing methods but there was compromise in delay performances.

[143] designed differential coefficients where the differences betweeen the absolute values of filter

coefficients were employed to reduce the dynamic range of computations. In [144], the algorithm

proposed uses the redundancy among the CSE coefficients and the logical depth (LD) of the multipliers

in order to minimise the redundancy in the adders. There was a drastic reduction in both the logical

elements and the logical depth in the multiplier blocks. A contention resolution algorithm in [145]

was developed for weighted two horizontal sub-expressions based on ingenious graph synthesis. The

approach saved 1−3% logic operators than NR-SCSE. The Bull- Horrocks algorithm was presented

in [146] based on graphical representation of the multiplier block (MB) for reducing the number of

LOs. [147] designed modified Bull Horrocks algorithm and n-dimensional adder graph (RAGn). This

algorithm was able to reduce the number of LO’s, however, there was an increase in the propagation

delay. Vinod et al [148] uses the combination of horizontal and vertical sub-expression methods to

reduce the logic depth as well as the logical operators in FIR filter. The design achieved 13% reduction

rate when compared with contention resolution [145] However, when the hybrid approach proposed by

Vinod was compared with multiple adder graph, the average reduction rate of the logical operator was

5% while the logical depth was reduced by 25%. Hatai et al [149] proposed using canonical signed

digits based vertical and horizontal common sub-expression elimination algorithm. The method uses

4-bit common sub-expression in the vertical direction with either a 4- bits and 8-bits CSs in the vertical

side, in order to reduce the logical operators and the logical depth in FIR filter. The method decreases

the area consumption by 59% more than that of binary VHCSE technique. Marimuthul et al. [150]

uses vertical horizontal binary common sub-expression elimination based constant multiplier design to

reduce the adder steps and logical depth of the FIR filter.

Having seen the contributions of different authors to CSE, it is prudent taking that common sub-

expressions elimination algorithm exploits the repetition seen in the binary digits of canonical signed

digits representation. CSE is ideal for binary representation of the coefficients but in order to reduce

the complexity of the digital filter, it is vital that the coefficients be converted to the CSD and then

factoring out the common sub-expression techniques.

Example 5: Consider a two tap FIR filter with the following coefficients using Q4 format as follows.

h0 = 6′b011010

h1 = 6′b010011
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In order to implement the filter, the product of the two filter variables: h0x0 and h1x1 respectively must

be calculated. These multiplications require shift and add operations as seen in Equation (2.94).

h0xn = (xn� 1)+(xn� 2)+(xn� 4)

h1xn = (xn� 1)+(xn� 4)+(xn� 5)
(2.94)

The common factors between the two expressions are represented as indicated in Equation (2.95).

C0 = (xn� 1)+(xn� 4) (2.95)

This value is reused in the Equation (2.94) as depicted in Equation (2.96).

h0xn =C0 +(xn� 2)

h1xn =C0 +(xn� 5)
(2.96)

Conventional CSE uses two different approaches to reduce the computational complexities. These are

the horizontal sub-expression elimination technique and vertical sub-expression elimination technique.

2.5.2.5 Horizontal Sub-Expression Elimination Techniques (HSE)

The method represents a pattern that exists within each coefficient in a CSD representation and

searches for a common bits or digit patterns that may appear in these representations. The expression

is computed only once and then shifted to be used in other products that contain the pattern.

Example 6: Given the binary digit of 01001100111 as follows. This example is converted from binary

pattern to CSD format as follows.

0101001̄01001̄
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Assuming that the filter coefficients are represented as follows.

h0 = 001̄01̄01001̄00

h1 = 101001̄001̄001

h2 = 1001001̄01̄01

h3 = 01001̄01̄00100

From the given filter coefficients, the binary patterns generated or seen are: 101̄, 1001̄ and their

negatives. In order to optimise the hardware, the pattern is implemented and the value shifted to cater

for the second appearance as follows.

h0 = 00 1̄01̄ 0 1001̄ 00

h1 = 101 00 1̄001̄ 001

h2 = 1001 00 1̄01̄ 01

h3 = 0100 1̄01̄ 00100

2.5.2.6 Vertical Common Sub-Expression Elimination (VCSE) Technique

The VCSE method utilises vertical common sub-expression methods (VCS), that occur across the

adjacent coefficients to handle multiple constant multiplications. The VCS such as [11] and [11̄] that

exists across the coefficients shown in the bold rectangles in Table 2.5.2.5 are indicated as X4 and X5

respectively in Equation (2.97), where x1[−k] represents x1 delayed by k units.

x4 = x1 + x1[−1]

x5 = x1− x1[−1]
(2.97)

With these VCSs, the output will be as indicated in Equation (2.98).

hnxn = 2−2x4 +2−6x1−2−8x5 +2−10x4 +2−12x4

+2−14x5−2−16x4−2−2x1[−1]+2−2x4[−2]+2−5x4[−2]

+2−9x4[−2]−2−15x4[−2]+2−2x4[−4]−2−4x1[−4]+2−8x5[−4]

+2−10x4[−4]+2−2x4[−4]−2−4x1[−4]+2−8x5[−4]+2−10x4[−4]

+2−12x4[−4]−2−15x5[−4]−2−16x4[−4]+2−6x1[−5]

(2.98)
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Since the bits that forms the VCSs occur across the coefficient, the symmetry of VCSs cannot be

utilized when the bits are of opposite signs. Therefore, an additional multiplier block, MBAs are

required to obtain the symmetrical parts of the coefficients when more than one VCSs with opposite

bits occur. Consider the VCSs across the coefficient h(0) and h(1) in Table 2.6.

hnxn = 2−2x4 +2−6x1−2−8x5 +2−10x4

2−14x5 +2−12x4−2−16x4−2−4x1[−1]
(2.99)

It’s symmetry VCSs part across the coefficient h(4) and h(5) is given in Equation (2.100).

hnxn = 2−2x4[−4]−2−4x1[−4]+2−8x5[−4]+2−10x4[−4]

2−12x4[−4]+2−14x5[−4]−2−16x4[−4]−2−6x1[−5]
(2.100)

The delays of certain terms in Equation (2.100) are different from the Equation (2.99), therefore

Equation (2.101) can be obtained from Equation (2.99).

hnxn = 2−2x4[−4]−2−10x4 +2−12x4 +216x4→

2−2x4[−4]+2−10x4[−4]+2−12x4[−4]−2−16x4[−4]

−2−8x5−2−14x5→ 28x5[−4]−2−14x5

(2.101)

2.5.2.7 Horizontal Common Sub-Expression Elimination Techniques

This approach uses the CSs pattern [101], [101̄], [1001] and [1001̄] with the corresponding negated

versions to reduce the redundancy. Hartley showed that the use of two commonly appearing patterns in

HCs [1 0 1 ] and [1 0 ] and the VCs [1 1] would further reduce the complexity. This can be illustrated

in Table 2.6.
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Table 2.6. Table showing the horizontal common sub-expression technique (HCSE) and vertical

common sub-expression technique (VCSE).

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

x0  1    1 0 n  1 0 1  1  n 

x1  1 0   n    1  1 0 1     n  n 

x2  1   n    1      n  

x3  1   n    1      n  

x4  1 0   n    1 0 1  1 0     n  n 

x5  1    1  n  1  1 0 1  n 

 

2.5.3 Floating Point Binary Representation

Floating point binary representation provides high dynamic range with wider precision. It is an

alternative choice when fixed point number fails due to its limited precision and low dynamic

range. However, the floating point compromises its standard in terms of speed and cost. Most

floating point systems [101, 151, 152, 153, 154, 155], have single or double precision IEEE floating

point standards. A standard IEEE floating point format consists of sign bit S, exponent c, and

an unsigned or fractional normalized mantissa, m. Floating point word can be represented algeb-

raically as in Equation (2.102), where xm is the mantissa and c is the number exponent with
1
2
≤ |x| < 1.

x = xm2c (2.102)
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2.5.4 Distributed Arithmetic

Distributed arithmetics (DA) is an alternative approach for implementing digital filter when hardware

overhead is a major concern. It is a multiplierless memory based architecture proposed to replace the

multiplications in signal processing with the combinational look-up table (LUT) [5, 156, 157, 158, 159].

It is a bit level restructuring of the multiply accumulate operation (MAC), into set of basic addition and

shifting operation. It is simply implementation of multiply by constant. In FIR filter, the coefficient

contributes an array of constants in some signed Q format where the tapped delay line forms the

variables which changes at every sample clock. The DA replaces the MAC operation of convolution

operation by using a bit serial look up table read and write operation.

DA was first introduced by Crosier and further development was carried out by Peled for efficient

implementation of digital filter in serial form. Although DA implementations have numerous advant-

ages, it is still facing the serious limitations of expontial growth of memory with higher filter order.

These problems were addressed by many researchers [160, 161]. DA provides bit serial operation that

implements a series of fixed point MAC operation in a known number of steps. Partial or full parallel

structure overcame the speed limitation of bit serial DA, but at the cost of exponential increase in the

memory requirements.

Yoo and Anderson also proposed the LUT-less architecture which comprises of multiplexers and adder

pairs. However,the gain in area reduction was at the cost of increased critical path. LUT decomposition

or slicing of LUT was proposed in [162]. Indexed LUT DA FIR filter was proposed [156]. It consists

of indexed LUT pages, each of size 2n and m bits multiplexer unit as a page selection module. Indexing

of LUT controls the exponential DA growth and eliminates the need for adder. LUT partitioning was

proposed by [163] to reduce the memory usage of the LUT for higher order FIR filter. The design

provides less latency, less memory usage and high throughput when compared with the conventional

DA.

The author in [164] proposed a memoryless distributed arithmetic based adaptive filter for low power

and area efficiency. In this case, the conventional DA is replaced by 2 : 1 multiplexers to reduce

area. By replacing the algorithm with 4 : 2 compressor adder instead of normal adder, there was area

complexity enhancement. The author in [158] proposed using modified DA to compute the sum of

product and saving considerable number of multiply and accumulation blocks and the circuit sizes

reduces considerably. There was 40% less LUT flip-flop pairs used at the expense of speed. DA based
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least mean square (LMS) adaptive filter using offset binary coding without LUT was presented to

improve the performance of bit-serial operation [165]. Also, DA-RNS based filter implementation

was used for effective calculation of modular inner products in FIR filter [157]. The RNS enhances

high speed processing because of the absence of carry propagation and it thus proffers solution to the

conventional DA approach.

In order to reduce the exponential size increment as well as the critical parts of the LUT in DA, the

hybrid of canonical signed digit and residual number systems is used. Canonical signed digit can be

used to reduce the area, word length and critical parts of DA by reducing the generated partial products

for the inner convolution products by guaranteeing that minimum number of non-zero bits is used

[111, 112, 113, 114, 115, 116]. This is done by scanning the bits from the least significant bits to the

most significant bits and replacing the continuous non-zero bits sequences by pairs of non-zero positive

and negative bits. This can be used to reduce the partial products during multiplication and addition of

the binary number systems. This representation is useful to ensure low complexity algorithms design

of filters and are also important for efficient implementation of multipliers. By using CSD, there is

reduction in the number of consecutive ones which leads to reduction in the number of computations

and additions required for implementation. An attempt to reduce the memory requirements of DA by

reducing the area utilisation and the delay is very important for the implementation of digital FIR filter.

Residual Number system (RNS) was proposed to offer solution by providing high operating speed at

reduced word length, area utilisation and power consumption.

DA can be represented by Equation (2.103).

y =
K−1

∑
k=0

Bkxk (2.103)

The ROM is P bits wide and 2k wide to implement a look up table. The value of P is given using

Equation (2.104).

P =

⌊
Log2

K−1

∑
k=0
|Bk|
⌋
+1 (2.104)

Table 2.7 shows the ROM utilisation of distributed arithmetics.
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Table 2.7. ROM utilization for Distributed Arithmetic.

x2b x1b x0b Contents of ROM

0 0 0 0

0 0 1 B0

0 1 0 B1

0 1 1 B1 +B0

1 0 0 B2

1 0 1 B2 +B0

1 1 0 B2 +B1

1 1 1 B2 +B1 +B0

The ḃc is the floor operator that rounds a fractional value to its lowest integers. The contents of the

lookup table are given in Table 2.7. The elements of the vectors x = [x0,x1,x2, ...,xN−1] are pre stored

in the shift registers. The architecture considers bth elements in each cycles and concatenates them to

form the address of the ROM. For most significant bits (MSB), the values in the ROM is subtracted

from the running accumulator, and the rest of the bit location values from ROM are added in the

accumulator. To cater for weights of the different bit locations in each cycle, the accumulator is set

to P+N, where P bits adder add the current output of the ROM in the accumulator and the N bits

of the accumulator are kept to the right side to cater for the shift operations. The data is input to the

shift registers from the least significant bits (LSB). The DA algorithm takes N cycles to compute the

summation. The architecture implementing the dot product for k = 3 and P = 5 and N = 4 is shown in

Figure 2.25.
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Figure 2.25. Architecture for DA (Modified from [5] with permission).

Example 7: Consider ROM to compute the dot products of 3 element vectors with the following vector

elements: B0 = 3, B1 = −1 and B2 = 5. Table 2.8 shows the implementation of the example being

considered with lookup table.
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Table 2.8. ROM utilization for Distributed Arithmetic.

x2b x1b x0b Contents of ROM 0

0 0 0 0 0

0 0 1 B0 3

0 1 0 B1 1

0 1 1 B1 +B0 3

1 0 0 B2 5

1 0 1 B2 +B0 8

1 1 0 B2 +B1 4

1 1 1 B2 +B1 +B0 7

Following is the given values of x0, x1 and x2.

x0 =−6 = 4′b1010

x1 = 6 = 4′b0110

x2 =−5 = 4′b1010

The contents of a 5 bits wide and 8 bits deep ROM is shown in Table 2.8. The shift registers are

assumed to contain elements of vector x with the LSB in the right most bit location as indicated in

Figure 2.26. After four cycles, the accumulator contains the value of the dot products:

9′b111001111 =−4910
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Figure 2.26. Content of Shift registers in DA architecture (Modified from [5] with permission).

2.6 OPTIMISATION ALGORITHM

2.6.1 Genetic Algorithm

Genetic Algorithm (GA) is a metaheuristic approach based on evolutionary processes. It was proposed

by Holland in the early seventies as computer programs that mimic the natural evolutionary process.

De Jong extended the GAs to functional optimisation and a detailed mathematical model of it was

presented by Goldberg in I975 [166]. GA manipulates the initial population of individual in each

generation, which consists of collection of chromosomes [167, 168] and it represents a set of solutions

to the problem.
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Within the population, the best survived chromosomes with minimum error functions are chosen for

reproduction and then sent for the cross over operations. The selection criteria provide the necessary

driving mechanism for better solutions to survive. Each solution proposed indicates how good it is, in

comparison with other solutions in the population [169]. The cross over procedure exchanges a portion

of data strings between the chromosomes, resulting in better and new chromosomes being produced.

Following is the mutation procedure. Generally over a period of several generations, the genes tend to

become homogeneous. Therefore, many chromosomes cannot continue to evolve before they reach the

optimal state and some of the bits of the chromosome mutate randomly. Each GA iterations involve

the following steps:

1. Initialisation: The algorithm begins by randomly creating set of initial population. For example,

if the initial population consists of 50 individuals, which by default is the value of the population

size in the population option.

2. Evaluation: The fitness value of each particle is calculated at the onset of each generation.

3. Selection: The algorithm involves chosen individuals for reproduction. This is probabilistic in

nature depending on the relative fitness of the individual parent.

4. Mating: Mating is the resultant effect produced from parent’s chromosome during the pairing

process. New offspring is produced.

5. Mutation: This involves applying random changes to a single individual in the current generation

in order to create a child.

6. Replacement: This is the last phase which destroys the old population and replaces it with new

ones.

2.6.2 Particle Swarm Optimisation (PSO)

Particle Swarm Optimisation (PSO) is a population based optimisation algorithm discovered by

Kennnedy and Eberhart [170]. It is developed from swarm intelligence and inspired by social

behaviour of birds flocking or fish schooling. The procedure starts with random population in

which each particle is assigned initial velocity and initial position. Each particle represents solution

[171, 172, 173]. The position and velocity of each particle is updated and optimal solution is obtained.

The best value for each particle is called individual best (vbest) and the best value among all the

individuals is called global best (wbest). The velocity and the position of particles are updated using

Equation (2.105) and Equation (2.106) respectively, where v1 represents the initial velocity of the ith

particles, w is the weighing functions, c1 and c2 are positive constraints, vbest(n) represents position
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for ith best particle, wbest(n) represents position for global best particle; rand1 and rand2 are the

random number uniformly distributed in [0,1].

v1(n+1) = w∗ vi(n)+ ci ∗ rand1 ∗ (vbest1(n)−θ1(n))

+ c2 ∗ rand2 ∗ (wbest2(n)−θi(n))
(2.105)

θi(n+1) = θ1(n)+ v1(n+1) (2.106)

The basic step for particle swarming optimisation algorithms are outlined as follows:

1. Set the coefficient in the range to [-1, 1].

2. Set the initial population size to 100 and maximum iterations to 1000. Initialize c1=2, c2=2,

vmin
1 =0.01, vmax

2 =1.0.

3. Evaluate the error fitness function values. Calculate the position and velocity for particle vbest

and wbest.

4. Retain the updated values of vbest and wbest and discard the previous values.

5. Continue updating the iterating cycles.

6. Stop iteration when maximum iteration is reached.

7. The fitness values with least error are selected and used for filter design.
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Figure 2.27. Flow Chart of Swarm Particle Optimisation Algorithm.

2.6.3 Cuckoo Search Algorithm

This metaheuristic algorithm was developed by Yand and Debb in 2009 [174]. It is a population based

meta-heuristic algorithm based on parasitic behaviour of cuckoos combined with levy flights in order
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to improve its performance [175, 176, 177, 178]. Cuckoo rules are:

1. Each cuckoo lays one egg at a time and dumps it into a random nest.

2. The best nest will carry the next generation.

3. If the eggs are discovered by a host bird, it then either kills it or leaves the nest.

The cuckoo performance is enhanced using levy flights formula as seen in Equation (2.107), where Xn

is the new nest generated; X1 is the randomly chosen nest; a0 is the step size and levy(λ ) represents

levy distribution.

Xn = X1 +a0⊕ levy(λ ) (2.107)

The algorithm for cuckoo search algorithm is as follows:

1. Compute the initial population size to 100 and maximum iterations to 1000.

2. Use Equation (2.107) to generate the new nest and evaluate the error fitness function value.

3. Generate k1 for X1 and compare it with kn.

4. If k1 > kn, then Xn replaces X1.

5. Keep updating the iteration cycle.

6. The iteration steps end when the highest iterations are reached. The fitness value with least error

is selected and used for filter design.
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Figure 2.28. Flow Chart of Cuckoo Optimisation Algorithm.
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2.7 CONCLUDING REMARKS

Inflexible constraints exhibited by analog technologies led to migration from analog design to digital

radio. SDR is a radio technology in which the transmitter and receiver design can be implemented on

programmable software before being transformed into hardware reprogrammable logic. It is a flexible

technology that allows different air interfaces to take different forms for necessary modifications or

alterations, as seen fit by the designer.

Flexibility, reconfiguration and re-programmability distinguish SDR from analog design. However,

these features allow single mode single carrier, or multiple modes single carrier or multiple modes

multiple carriers to be easily implemented on SDR. Different radio receiver architectures were

studied in this Chapter together with their major drawbacks but super-heterodyne and direct conversion

architectures are proven to be good candidates for SDR receiver design because they offer good

selectivity and high sensitivity.

Also, different existing channelisation algorithms were reviewed with their computational complexity

and reconfigurability. The uniform channelisation algorithms such as PC, pipelined/binary algorithm

and DFT were studied in detail, whereas the non-uniform channelisation algorithms such as GDFT,

PGDFT and RGDFT were exhaustively investigated. The polyphase implementation of each algorithm

showed that it can be used to drastically reduce the computational efforts of the channelisation al-

gorithms. Multi-rate filters such as decimator, interpolator, CIC and inverse sinc are among other

alternatives to further lower the processing requirements of the channelisation algorithm. The choice

of appropriate number system representation and optimisation algorithm can effectively reduce the

computational complexities of a filter. Number system such as residue number system (RNS), Ca-

nonical signed digit (CSD), common sub- expression metbod (CSE) can reduce the word length and

filter coefficient during digital signal operation. Implementing the number system with channelisation

algorithm can reduce the filter characteristics such as stop band attenuation and pass band ripples. In

order to maximize or minimize the filter characteristics, optimisation approaches are necessary. Such

optimisation algorithms such as genetic algorithm, particle swarm and cuckoo search algorithm.
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CHAPTER 3 HYBRID GDFT FILTER BANK

3.1 INTRODUCTION

Higher filter complexity experienced by GDFT filter bank is due to three phase modifications added to

its time and frequency offset. This manifest as higher filter order and higher delay, which reduces its

efficiencies in software defined radio (SDR) mobile systems.

High computational complexity experienced in generalised discrete Fourier transform filter bank

(GDFT-FBs), as discussed in Chapter 2, Section 2.4.10 renders it unfit to handle the upcoming radio

standards in software Defined Radio (SDR) mobile receiver.

The determining factors for the higher filter order is the vast number of multipliers consumed during

the channelisation operations. Multipliers contribute remarkably to the complexity of digital filters and

channelisation algorithms, and consequently slow down the computational speed, limit filter bank re-

configurability, increase resources utilisation, increase production costs and power consumption.

Therefore, the goal of this work is to improve the performance of the generalised discrete Fourier

transform, in terms of multipliers, adders, speed, area utilisation, and delay time. The chapter consists of

two distinct sections. The first Section describes the development of hybrid generalised discrete Fourier

Transform algorithm as an improvement over generalised discrete Fourier Transform channelisation

algorithm.

The Section is outlined as follows: Section 3.2 describes Hybrid generalized discrete Fourier transform

channelisation algorithm (HGDFT). The Section details the design steps for HGDFT channelisation

algorithm.
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In Section 3.2.4, case applications study for channelisation of three non-uniform input channels are

investigated. The second Section mentions the various methods employed to improve the performance

of the developed HGDFT channelisation algorithms with or without genetic algorithm. Section 3.3.1

discusses improvement methods using parallel distributed based residual number system (PDA-RNS).

Section 3.3.3 exploits parallel distributed based canonical residual number system (PDA-CRNS as

an alternative improvement methods for HGDFT filter, Section 3.3.4 explains in detail the parallel

distributed based diminished one canonical residual number system (PDA-DCSRN), while Section

3.3.5 presents parallel distributed based hybrid common sub-expression residual number system

(PDA-CSERNS). These improvement methods are further optimised using genetic algorithm and their

performances compared with each other. Other similar channelisation algorithm in literature such as

coefficient decimated filter bank (CDFB), improved coefficient decimated filter bank (ICDM FB) and

non-maximally decimated filter bank (NMDUFB) are also used for benchmarking. Lastly, the chapter

concludes with the concluding remarks.

3.2 HYBRID GENERALISED DISCRETE FOURIER TRANSFORM CHANNELISA-

TION (HGDFT) ALGORITHM

Two distinct processes are involved in the development of hybrid generalised discrete Fourier transform

(HGDFT) channelisation algorithm. The first one is the modulation of GDFT algorithms and the

second method is the cascading of modulated GDFT with Frequency response masking filter (FRM),

interpolation coefficient decimation filter.

3.2.1 Modulation of GDFT

This approach is a modification to the existing GDFT filter bank. Here, the input signal, xk(m) is

obtained by modulating the existing GDFT filter bank by varying frequency offset, such that the

in-phase and the quadrature phase are offset from each other by 900. The input signal is centred at

frequencies, ω = ±ω∆

2 , where ω∆ is the width of the band. The input signal is related to existing

GDFT filter bank as follows.

X ′k
GDFT (m) = Re

[
XGDFT

k (m)cos
(

ω∆mM
2

)]
+ Im

[
XGDFT

k (m)sin
(

ω∆mM
2

)]
(3.1)

where Re[.] denotes the real part of the quantity in the brackets and Im[.] denotes imaginary part

of the quantity in the brackets, XGDFT
k (m) is the classical or base GDFT filter, X ′GDFT

k (m) is the

modulated GDFT filter, m is the time shift of mM samples, n0 is the new reference from origin, M is
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CHAPTER 3 HYBRID GDFT FILTER BANK

the decimation factor, k0 is the new reference for discrete frequency channels and K is the transition

size or band width. Thus, Equation 3.1 becomes Equation 3.2.

X ′k
GDFT (m) = XGDFT

k (m)e
jω∆mM

2

XGDFT
k (m) = x(n).∑

N
n=−M−1 h(mK−1).W (k+k0)

K (n+n0)

X ′k
GDFT (m) = x(n).∑

N
n=−M−1 h(mK−1)W (k+k0)(n+n0)

K e
jω∆mM

2

(3.2)

3.2.1.1 Variation of frequency offset, k0 =
1
4 for full modulation

Assuming the channel signals are critically and uniformly spaced in the frequency range of 0≤ ω ≤ π .

This type of filter can be developed with k0 =
1
4 and n0 = 0, so that the number of channels is equal

to the transition size, K. In such situation, the decimation ratio M is analogous to the transition size

K. This means that M = K and the width of the channel ω∆ and the channel center frequency ωk are

represented as shown in Equation 3.3.

ω∆ =
π

M
=

π

K
ωk =

2π(k+ k0)

K

(3.3)

Where ωk is the center frequency of the channels and ω∆ is the width of the frequency channels. By

substituting Equation 3.3 into Equation 3.2, the newly generated GDFT filter will be as follows in

Equation 3.4.

X ′k
GDFT (m) =

N

∑
n=−M−1

h(mK−1).x(n).e− j( 2π

K )(K+ 1
4 )(n+n0)e j πm

2 (3.4)

Further manipulation of these terms can be expressed in the form of Equation 3.5, where hk(n) is the

filter impulse coefficient.

X ′k
GDFT (m) =

N

∑
n=−M−1

hk(mK−1)x(n).e− j( 2π

K )(K+ 1
4 )(mK−n−n0) (3.5)

where

hk(n) = 2h(n)cos
[

2π

K

(
k+

1
4

)
(n−n0)

]
(3.6)
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By evaluating Equation 3.5 the following terms are collated as shown in Equation 3.7.

X ′k
GDFT (m) =

N

∑
n=−M−1

hk(mK−1)x(n).e− j( 2π

K )(kmK−kn− 1
4 mK− 1

4 n)

X ′k
GDFT (m) =

N

∑
n=−M−1

hk(mK−1)x(n)e− j2πKme j 2π

K kn.e j 2π

4 m.e j 2π

4K n

(3.7)

From Equation 3.7, the following can be deduced.

e j 2π

K kn = 1

e j 2π

4 m = jm

WK = e j2πKn

(3.8)

Thus, the classical generalized discrete Fourier transform filter bank can be reduced to the following

filter as seen in Equation 3.9.

X ′k
GDFT (m) = ∑

N
n=−M−1 hk(mK−1)x(n).W

1n
4

M DFT (3.9)

3.2.1.2 Variation of frequency offset, k0 =
1
2 for full modulation

The choice of the GDFT filter bank influences the channel staking arrangements and the number of

channels in the filter. If k = 0, it means there will be K
2 uniform channels spanning the region of

0 ≤ ω ≤ 0. This implies that the full band is not utilised as there are K
2 independent channels. If

n0 = 0 and k0 =
1
2

, GDFT is referred to as odd-stacked DFT channel and when n0 =
1
2

and k0 =
1
2

, it

is referred to as odd-squared DFT. In this situation, there are K
2 independent filter bank channels with

center frequencies as indicated in Equation 3.10.

ωk = 2π

K

(
k+ 1

2

)
ω∆ = 2π

K

k = 0,1, ...., K
2 −1

(3.10)

If the channel signal is critically sampled, the decimation ratio and the bandwidth are related as

follows in Equation 3.11.

M =
K
2

(3.11)
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This is because there are only K
2 unique bands from the bandwidth in Equation 3.10. Using Equation

3.2, and replacing K0 with 1
2 , the following Equation 3.12 is obtained.

X ′k
GDFT (m) = XGDFT

k (m)e
jω∆mM

2 (3.12)

X ′k
GDFT (m) =

N

∑
n=−M−1

hk(mK−1)x(n)e− j( 2π

K )(K+ 1
2 )(n+n0)e j πm

2 (3.13)

where

hk(n) = h(n)
(

2cos
(
(2M+1)

π

2M

[
(N +2kM)− N

2
+Φ

])
+2 jsin

(
(2M+1)

π

2M

[
(N +2kM)− N

2
+Φ

]))
(3.14)

By evaluating Equation 3.13, the following terms are collated.

X ′k
GDFT (m) =

N

∑
n=−M−1

hk(mK−1)x(n).e− j( 2π

K )(kmK−kn− 1
2 mK− 1

2 n)

X ′k
GDFT (m) =

N

∑
n=−M−1

hk(mK−1)x(n)e− j2πKme j 2π

K kn.e j 2π

2 m.e j 2π

2K n

(3.15)

From Equation 3.15, it was observed that Equation 3.16 was obtained.

e j 2π

K kn = 1

e j 2π

4 m = (−1)m

WK = e j2πKn = 1

(3.16)

Thus, the generalized discrete Fourier transform filter bank can be reduced to the following filter bank

in Equation 3.17.

X ′k
GDFT (m) = (−1)km

N

∑
n=−M−1

hk(mK−1)x(n) (3.17)

If m is replaced by L and K is replaced by 2M, and if linear phase prototype low-pass filter H(z) of

order N has a pass-band edge of θa =
2mπ−ωω∆

M and stop-band edge of φa =
2mπ−ωω∆

M with ω∆ as the

width of the transition band. For even multiples of number M of sub-bands, the length is N +1, that is,

N = (2LM−1).

Here, the impulse response, hk(mK−1), will be reduced as follows. It can be seen from Equation 3.14
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that hk contains terms that multiply hn and this can be expressed as variable D as seen in Equation

3.18.

hk(n) = h(n)
(

2cos
(
(2M+1) π

2M

[
(N +2kM)− N

2 +Φ

])
+2 jsin

(
(2M+1) π

2M

[
(N +2kM)− N

2 +Φ

]))
(3.18)

By employing symmetrical impulse response, where

2cos
(
(2M+1) π

2M [(N +2kM)− N
2 +Φ]

)
=

(
−1k

)
2cos

(
(2M+1) π

2M [(N +2kM)− N
2 +Φ]

) (3.19)

Thus, Equation 3.18 becomes Equation 3.19.

The newly generated impulse response will now be represented as shown in Equation 3.20.

hk(n) = h(n)
(

2cos
(
(2M+1) π

2M

[
(N +2kM)− N

2 +Φ

])
+2 jsin

(
(2M+1) π

2M

[
(N +2kM)− N

2 +Φ

]))
hk(n) = h(n)

(
Dm,n +(−1k)D(m,n)

) (3.20)

The polyphase version of the analysis filter bank can be described as shown in Equation 3.21.

Hk(z) =
N

∑
n=0

hk(n)z(2M)

Hk(z) =
L−1

∑
l=0

2M−1

∑
j=0

[
Dm,n +(−1k)D(m,n)

]
h(2LM+ j)z−(2LM+ j)

(3.21)

Substituting j for n, and L for K = 2M, rewriting Equation (3.21), the following Equation (3.22) is

derived.

The prototype filter can be decomposed into 2M poly-phase components, as follows in Equation (3.22),

where S j(z) =
L−1

∑
i=0

h(2LM+ j)z(−L) are the poly-phase components of the filter H(z).

H(z) =
L−1

∑
l=0

z− j
2M−1

∑
j=0

(Dm,n +(−1k)D(m,n))h(2LM+ j)z−(2LM+ j)

=
L−1

∑
l=0

z− j
2M−1

∑
j=0

(Dm,n +(−1k)D(m,n))h(2LM+ j)z(−2M− j)

=
2M−1

∑
j=0

(D1 +D2)z− jS j(z−2M)

(3.22)
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From Equation (3.23), it can be shown that D1 and D2 are M×N matrices, whose (m, j) elements are

Dm, j and Dm, j+m, respectively for m, j = 0,1, ...(m−1).

H(z) =



H0(z)

H1(z)
...
...

Hm−1(z)


=
[
D1 D2

]


S0(z2M)

z−1S1(z2M)
...
...

z(−2m−1)S2m−1(z2M)


(3.23)

Representing δ (z) as shown in Equation (3.24).

δ (z) =
[
1 z−1 · · · z−M+1

]T
(3.24)

The poly-phase representation of the matrix can be represented as in Equation (3.26), where S(z) is the

poly-phase matrix.

H(z) =
[
D1 D2

]


S0(z2M) 0

S1(z2M)

. . .
. . .

0 S2m−1(z2M)



 δ (z)

z−mδ (z)

 (3.25)

H(z) =



D1



S0(z2M) 0

S1(z2M)

. . .
. . .

0 S2m−1(z2M)


+

z−mD2



S0(z2M) 0

SM+1(z2M)

. . .
. . .

0 S2m−1(z2M)





δ (z)
(3.26)
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3.2.2 Hybrid Generalised Discrete Fourier Transform Channelisation (HGDFT) Algorithm

Although two methods were discussed to reduce the complexities of GDFT filter, we resort to use the second

method explained in section 3.2.1.2 when k0 =
1
2 . After improvements obtained from the modulated algorithm in

Section 3.2.1, further work was done to achieve some improvements by hybridizing the modulated algorithm with

the frequency response masking algorithm. This involves cascading the developed GDFT filter with frequency

response masking interpolated coefficient decimated filter, in a process described as hybrid GDFT (HGDFT)

filter. The HGDFT based channelisation algorithm consists of two branches: the upper and the lower branches.

The upper branch is made up of frequency response masking (FRM) interpolated coefficient decimated filter and

the masking filter, while the lower branch consists of complementary FRM interpolated coefficient decimated

filter and the complementary masking filter.

A low-pass interpolated coefficient decimated linear phase FIR filter, Ha(z
L
M ), is formed from the cascade of

base interpolating filter, Ha(zL), and the coefficient decimating filter, Hc(z1/M), to extract the sharp narrow-band

channel of choice.

Also, a bandpass edge complementary interpolating coefficient decimated base filter, Hc(z
L
M ), is formed from the

cascade of complementary base interpolating filter, H ′a(z
L), and the complementary coefficient decimating filter,

H ′c(z
M), to isolate multi-bands frequency responses. The low-pass interpolated coefficient base filter, Ha(zL/M),

cascades with the masking filter, Ak(z), in the upper branch and the bandpass complementary interpolated

coefficient base filter, Ha(zL/M) cascades with the complementary masking filter, Bk(z), in the lower branch to

produce a reconfigurable low computational multi-narrow frequency bands. The desired passband, (ωp), and

(ωs), cut off frequency of the base filter response, Ha(z), is calculated as indicated in Table 3.1.

Table 3.1. The cut-off frequency of prototype, masking and complementary filter.

Parameter Case 1 Case2

Ha(z) θa = 2mπ−ωsL/M θa = ωsL/M−2πm

φa = 2mπ−ωpL/M φa = ωpL/M−2mπ

Hma(z) ωmp=
2π(m+1)−φaM

L
ωmp=

2πm−φaM
L

ωms=
2πm+φaM

L
ωms=

2πm−φaM
L

ωmcs=
2πm−φa

L
ωmcs=

2πm−φa

L
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The transfer function of the FRM interpolated coefficient decimated filter is given by Equation (3.27).

H(z) =
L
M

Ha(z
L
M )HMa(z)+

L
M

Hc(z
L
M )HMc(z) (3.27)

The interpolated coefficient decimated base and complementary filters are symmetrical and asymmetrical linear

phase FIR filter and can be expressed as Ha(z
L
M ) = Hc(−z

L
M ). A half band filter is introduced into the FRM

Interpolated coefficient decimated filter to further reduce its computation complexity. This is possible as a

result of symmetrical properties possessed by half-band filter. The time-domain impulse response of the CD-1

technique has every other component to be zero except the components at the center. That indicates that it is

symmetrical around the center. This translates to reduced complexity in terms of the number of the multiplies

required by the filter.

The transfer function of the half band FRM interpolated coefficient decimated filter can be expressed in terms of

two polyphase components as in Equation (3.28).

Ha(z
L
M ) = L

M Ha0(z
2L
M )+ z−

L
M 1

M Ha1(z
2L
M )

Hc(z
L
M ) = 1

M Ha0(z
2L
M )− z−

L
M L

M Ha1(z
2L
M )

(3.28)

The masking filters are replaced with two GDFT-FBs as shown in Figure 3.1.

Ha(z
2L/M

)

Hc(z
2L/M

)

x(n)

+

y11(n)

y12(n)

y20(n)

y2k-2(n)

y2k-1(n)

y10(n)

GDFT filter band

GDFT filter band
-

Figure 3.1. Block Diagram of FRM Interpolated Coefficient Decimated FIR Filter.

Also, the modulated GDFT poly phase filter is represented as shown in Equation (3.29).

HMa(z) = ∑
2M−1
n=0 z−n(D1 +D2)Sn(z2M)

HMc(z) = ∑
2M−1
i=0 z−n(D1−D2)Sn(z2M)

(3.29)
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where SAI(zk) and SBi(zk) are the k poly phase components of HMa(z) and HMc(z), respectively. The cascading

of the modulation GDFT filter to the masking and complementary filter is shown in Equation (3.30).

Hk(z)= L
M

[(
Ha0(z

2L
M )+ z

−2L
M Ha1(z

2L
M )

)
HMa(z)+

(
Ha0(z

2L
M )− z

−2L
M Ha1(z

2L
M )

)
HMc(z)

]
(3.30)

But HMa(z
L
M ) =HMc(−z

L
M )

The developed modulation and masking algorithm can be represented as shown in Equation (3.31) and the block

diagram for hybrid GDFT masking filter is depicted in Figure 3.2.

Hk(z
L
M )= 2L

M

[(
Ha0(z

2L
M )+ z−

2L
M Ha1(z

2L
M )

)
∑

2M−1
i=0 z−n(D1 +D2)Sn(z

2L
M )

]
(3.31)

Transition band of the HGDFT FB is centred at π

2 rad whereas the complementary filter bank is centred at 2πK
M ,

where K is an integer ranging from 0 to (M−1). The design used Parks-McClellan algorithm and the filter is

realized using the direct transposed FIR in its implementation.
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x(n) M

M

M

SA0(z
2L/M

)

SA1(z
2L/M

)

SA2(z
2L/M

)

M SAK-1(z
2L/M

)

M

SA3(z
2L/M

)

SA4(z
2L/M

)

D1

z
-1

z-1

y0(n)
z

-1

z
-1

z
-1

M

Ha0(z
2L/M)

k-1

0 0

k-1

D2

k-1

0 0

k-1

z
-2L/M

M

M

M

SB0(z
2L/M

)

SB1(z
2L/M

)

SB2(z
2L/M

)

M SBK-1(z
2L/M

)

M

SB3(z
2L/M

)

SB4(z
2L/M

)

z
-1

z-1

z
-1

z
-1

z
-1

M

Ha1(z
2L/M)

y1(n)

y2(n)

y3(n)

y4(n)

yk-1(n)

L

L

L

L

L

L

L

L

L

L

L

L

Figure 3.2. Diagram depicting HGDFT masking channelisation Algorithm.
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3.2.3 HGDFT Channelisation Design Steps

The design steps for the proposed filter bank are outlined below:

1. Normalize all the channel bandwidths, (BWs), such that BWi and transition bandwidth ∆i specifications

range from 0 to 1, and 1 corresponds to fs
2 , where fs is the sampling frequency.

2. Vary the parameters m, n, N, L and M where N=2LM−1.

3. Express D1 and D2 as functions of Equation 3.19.

4. Determine poly phase components, S j(z) using impulse response in Equation 3.14.

5. Apply rectangular window to the ideal filter.

6. Determine the Hm(z).

7. Calculate each channel stopband frequency such that ωsi =
BWi

2 .

8. Calculate the modal bandwidth such that BWModal=
GCD(BW ′1,BW ′2,BW ′3)

2 . This corresponds to the modal stop

band frequency.

9. Calculate the decimation factor,M, of the masking filter using this formula M= π

ωsi
. The interpolated

factor is a factor calculated using the formula L=
⌊

π

ωsi

⌋
, where ωsi is the stopband frequency for each

channels. Thus the fractional factor for masking filter can be calculated here as Li
Mi

.

10. Calculate the decimator factor of the complementary filter using the formula M= π

π+ωsk
. The interpolated

factor is a factor calculated using the formula L=
⌊

π

π+ωsk

⌋
, where ωsk is the stopband frequency for

each complementary masking filter channels. Thus, the fractional rate for complementary filter can be

calculated thus: Lk
Mk

.

11. Determine transition bandwidth for masking and complementary filter, ∆k such that:∆′k=∆k× e−
Lk
Mk where

Lk
Mk

is the fractional rate for masking or complementary filter.

12. Determine the base modal or complementary modal TBW as:

∆modal=min(∆′1,∆
′
2, ...,∆

′
n). This corresponds to the modal transition width.

13. Calculate the modal, masking and complementary passband width using ωp= ωs−∆modal .

14. Determine the passband edge and stop band edge of the modal or prototype filter, masking and

complementary filter using Table 3.1, where m=
⌊

ωp
L
M

2pi

⌋
for masking filter and m=

⌈
ωs

L
M

2pi

⌉
for

complementary filter.

15. Find the stopband ripple using δ ′s1=δs1
Li
Mi

.

16. The modal passband peak ripple is calculated as: δpmodal=rounded(min(δ ′p1,δ
′
p2, ...,δ

′
pn)) .

17. The modal stopband peak ripple is calculated as: δpmodal=rounded(min(δ ′s1,δ
′
s2, ...,δ

′
sn)).

18. The cut off frequency of the prototype and masking filter are calculated using Table 3.1.
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19. Determine the prototype filter order and the individual channels filter order using Bellanger formula as:

N=
−2log10(δ

′
pδ ′s)

3∆T BW
-1 [179].

3.2.4 Case Applications: Channelisation of Non-uniform input channels

Using Matlab 2020 as simulation tool, the developed hybrid GDFT algorithm was applied to Zigbee, Bluetooth

(BT) and wideband code division multiplexers (WCDMA). Channel band width parameters used for BT, zigbee,

and WCDMA were 1 MHz, 4 MHz, and 5 MHz, respectively. Also, BT, zigbee, and WCDMA transition width

were specified as 50 kHz, 200 kHz, and 500 kHz, respectively. The pass band ripples and stop band attenuation

for BT and Zigbee were specified as 0.1 and −40 dB, while WCDMA channels pass band ripples and stop band

attenuation were specified as s0.1 and −55 dB, respectively. The algorithm procedure in Section 3.2.3 were

implemented and the filter results were recorded.

The metrics used for the computational complexity are filter order, number of multipliers, stop band attenuation

and pass band ripples. The results obtained were compared with designs that used coefficient decimation filter

bank (CDFB) and improved coefficient decimation method (ICDM) for such channels [30, 66].

The following filter specifications are chosen for the input signals as seen in Table 3.2.

Table 3.2. The filter specification for case study under consideration.

Filter Sampling Channel Transition Passband Stopband

specifications frequency Bandwidth Bandwidth ripples ripples

fs(MHz) (MHz) ∆T BW (kHz) δp(dB) δs(dB)

Bluetooth 40 1 50 0.1 -55

Zigbee 40 4 200 0.1 -40

WCDMA 40 5 500 0.1 -40

3.3 IMPROVEMENT OF HGDFT CHANNELISATION ALGORITHM

Moreover, in order for the SDR mobile receiver to accommodate the existing and upcoming technologies with

its small size and power, there is a need to further improve the performances of HGDFT algorithm by reducing

or totally eliminate the multipliers used. Addition and shift mechanisms are alternative measures to implement

multipliers in digital filter design. Different number systems representation methods can be used to realize the

addition and shift mechanism as indicated in Chapter 2.

This chapter focuses on improving the HGDFT channelisation algorithm using different number system

representations method as illustrated in Section 2.5.1. The HGDFT algorithm is optimized using four of these
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number systems. The improvements will be made on parallel distributed arithmetic based residue number

systems (PDA-RNS), parallel distributed arithmetic based canonical residue number system (PDA-CRNS),

parallel arithmetic based diminished canonical signed residue number system (PDA-DCRNS) and parallel

distributed arithmetic based common sub-expression elimination methods (PDA-CSE).

3.3.1 Improvement of HGDFT with Parallel Distributed Arithmetic Based Residual Number System

(HGDFT PDA-RNS FB)

Residual number system is a good option for realizing further improvement to HGDT channelisation algorithm

because of its modular and carry free addition peculiarities as seen in [120, 121, 122].

In an attempt to lower filter complexity of the HGDFT channelisation algorithm, we proposed the design of the

second approach known as the parallel distributive arithmetic based residual number systems (PDA-RNS).

3.3.2 Design and implementation of HGDFT PDARNS FB

Consider the input signal sampling rate of 40MHz of the filter design example in Section 3.2.4, and the filter

specifications given in Table 3.2. Moduli set of 2n−1, 2n, 2n +1 are selected from the literature because of

its high speed and reduced hardware complexity. If the value of n = 5 bits, the relevant moduli set based on

the moduli format will be 31,32,33. The filter coefficients of the filter generated in Table 3.2 are converted

into floating point integer or decimal values. The integer residual values are transformed from floating-point

into fixed point values in these two steps. These involve quantizing and discretising the floating points values,

bi using MATLAB functions known as quantizer and bbinary=num2bin(Q,1,b). The values of the parameter

format create a parameter of binary numbers: word length, fractional length for signed fixed-point mode. The

input signal and the filter coefficients used 16 bits precision format, with the parameter word length of 16 and

fractional length=15.

Distributed arithmetic can be expressed as shown in Equation (3.32).

yi =
D−1

∑
i=1

HiXi, j[ j] (3.32)

The fixed-point binary values of the input signals, Xi, j, and the filter coefficients, Hi, are converted into the

residue form using the arbitrary forward converter mechanism outlined below. Forward converter considers

input signal whose period is t, with its equivalent binary numbers whose residues are sought for, and with its

residues partitioned into t-bit blocks.

When DA inputs are converted to RNS, then Equation (3.32) becomes Equation (3.33).

yi =

∣∣∣∣D−1

∑
j=0

K

∑
i=1

Hi ·Xi, j[ j]
∣∣∣∣

p
2 j (3.33)
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In order to determine the residues, ri, relative to modulus 2n−1, 2n, 2n +1 respectively, the total residue, X , is

calculated as total sum of the partitioned bits blocks with respect to the chosen modulus as depicted in Equation

(3.34).

r1 = |X |2n

r2 = |X |2n−1

r3 = |X |2n+1

(3.34)

The reverse converter converts the residual values to binary number and this operation takes place at the back

end of the architecture using the shift addition method, while the principle of the Chinese remainder theorem

(CRT) is used for its implementation. Assuming that, there are three residues, m1, m2 and m3 with three moduli

sets of 2n−1, 2n and 2n +1 respectively as shown in Equation (3.35).

m1 = 2n

m2 = 2n−1

m3 = 2n +1

(3.35)

The reverse converter method is based on the projection of one modulus on the remaining moduli set as

illustrated. Projection of m1 on m2 and m3 as given in Equation (3.36) and Equation (3.37).

m̂2 =
m2

|m2|m1

= 2n−1.
1

|2n−1| 2n

= 2n−1.
1

|2n.2n−1+1| 2n

= 2n−1.
1

2n−1+1

= 2n−1

(3.36)

m̂3 =
m3

|m3|m1

= 2n +1.
1

|2n +1| 2n

= 2n +1.
1

|2n +1−1| 2n

= 2n +1.−1

=−2n +1

(3.37)
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Projection of m1 on m2 and m3 is given in Equation (3.38).

P1 = |m1.m̂2.m̂3|m1

= |2n.2n−1.− (2n +1)|2n

= 2n(2n−1)

=−(2n−1 +2)

(3.38)

Projection of m2 on m1 and m3 is given as in Equation (3.39), Equation (3.40) and Equation (3.41) respectively.

m̂1 =
m1

|m1|m2

= 2n.
1
|2n| 2n−1

= 2n.
1
|2n| (2n−1)

= 2n.
1

|(2n +1−1| (2n−1)

= 2n

(3.39)

m̂3 =
m3

|m3|m2

= 2n +1.
1

|2n +1| 2n−1

= 2n +1.
1

|2n−1+2| 2n−1

= 2n +1.
1
2

=
2n +1

2

=
1
2
(2n +1)

(3.40)

P2 = |m2.m̂1.m̂3|m2

=
1
2
|2n−1.2n.2n +1|2n−1

=
1
2
(2n(2n−1))

=
1
2
(−22n +2)− (22n−2)

(3.41)
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Projection of m3 on m1 and m2 is given as shown in Equation (3.42), Equation (3.43) and Equation (3.44).

m̂1 =
m1

|m1|m3

= 2n.
1

|(2n +1−1)| 2n+1

=−2n

(3.42)

m̂2 =
m2

|m2|m3

= 2n−1.
1

|2n−1| 2n+1

=
2n−1
−2

=
−1
2

(2n−1)

(3.43)

P3 = |m3m̂1m̂2|m3

= |(2n +1)(−2n)(
−1
2

(2n−1))|2n+1

=
−1
2

(2n(2n−1))

=−22n−2

(3.44)

The final projection is calculated as shown in Equation (3.45).

X = p1r1 +P2r2 +P3r3

= 2n(2n−1)r1 +
1
2
(2n(2n−1))r2

− 1
2
(2n(2n−1))r3

(3.45)

By scaling down X by 2n, Equation (3.46) is obtained.

X
2n = (2n−1)r1 +

1
2
(2n−1)r2

− 1
2
(2n−1)r3

(3.46)

Let r1 = 0...0b1,k−1b1,k−2...b1,2b1,1bq1,0.

2n−1× r1 can be carried out by one right shift of r1 as seen in Equation (3.47).

2n−1× r1 = b1,00...00b1,k−1b1,k−2...b1,2b1,1 (3.47)
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Let r2 = 0...0b2,k−1b2,k−2...b2,2b2,1b2,0.

2n−1× r2 can be carried out by one right shift of r2 shown in Equation (3.48).

2n−1× r2 = b2,00...00b2,k−1b2,k−2...b2,2b2,1 (3.48)

Also, 1
2 (2

n−1)r2 is performed by one right shift as given in Equation (3.49).

1
2 (2

n−1)r2 = b2,1b2,0 0...00︸ ︷︷ ︸
2n-1

b2,k−1b2,k−2...b2,3b2,2 (3.49)

Let r3 = 0...00b3,k−1b3,k−2...b3,2b3,1b3,0

2n ×r3 can be done by left shift of r3
′n′ times as shown in Equation (3.50).

2n ×r3 = b3,k−1b3,k−2...b3,2b3,1b3,000...0 (3.50)

Also, 2n× r3 can be carried out by left circular shift of r3 as shown in Equation (3.51).

2n× r3 = 0...00b3,k−1b3,k−2...b3,2b3,1b3,0 (3.51)

2n−1× r3 can be carried out by one right shift of r3 as given in Equation (3.52).

2n−1× r3 = b3,00...00b3,k−1b3,k−2...b3,2b3,1 (3.52)

Also, −1
2 (2n−1)r3 is performed by one right shift as given in Equation (3.53).

−1
2

(2n−1)r3 =−(b3,1b3,0 0...00︸ ︷︷ ︸
2n-1

b3,k−1b3,k−2...b3,3b3,2) (3.53)

−r3 = ˜b3,1 ˜b3,01...1 ˜b3,k−1 ˜b3,k−2... ˜b3,3 ˜b3,2 (3.54)

The 2k possible values of the r1, r2, and r3 are precomputed and stored in a 2k×D-bit LUT. After the residual

values are computed, Equation (3.33) becomes Equation (3.55).
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yi =
K−1

∑
k=0

HiXi, j[ j]

=
J−1

∑
j=0

K−1

∑
k=0
|2 jpB j|mHi

=
J−1

∑
j=0

K−1

∑
k=0
|ri, j|mHi

(3.55)

Without loss of generality, the residual number rk can be represented as indicated in Equation (3.56).

rk =−rk020 +
N−1

∑
b=1

rkb2b

=−rk020 + rk121 + ...+ rk(N−1)2
N−1

(3.56)

The sum of the three residues are computed as follows in Equation (3.57).

rk =
K−1

∑
k=0

(|2 jpB j|m)

=
K−1

∑
k=0

(−rk020 +
N−1

∑
b=1

rkb2b)Hk

=
K−1

∑
k=0

(−rk020 + rk121 + ...+ rk(N−1)2
N−1)Hk

(3.57)

Rearranging the terms in Equation (3.65) yields Equation (3.58).

y =−
K−1

∑
k=0

Hk20 +
N−1

∑
b−1

2b
K−1

∑
k=0

rkbHk (3.58)

For K=2 and N=3, the rearrangement forms the following entries in the ROM as shown in Equation (3.59).

y = (−r00H0 + r10H1 + r20H2)20

+(−r01H0 + r11H1 + r21H2)21

+(−r02H0 + r12H1 + r22H2)22

(3.59)

The input values and filter coefficients pre stored in the LUT tables are partitioned into different LUT tables and

modulo accumulator (ACC) performs the modulo shift accumulate operation to generate yi in D cycles as shown

in Figure 3.3.
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(2
n
-1) bit LUT ACC

(2
n
+1) bit LUT

 2
n
 bit LUT

ACC

ACC
R/B LUT

DAR/B ACC Y(n)

Figure 3.3. Distributed Arithmetic of the three moduli RNS filters.

3.3.2.1 OPTIMISATION OF IMPROVED HGDFT WITH GENETIC ALGORITHM

The results obtained from HGDF PDARNS FB are optimised further using genetic algorithm. In this way, the

passband and the stopband characteristics are taken care of by minimizing the passband ripples and maximizing

the stopband attenuation. The objective function is given as in Equation (3.60), where ωs and ωp are the

passband ripples and stopband attenuation respectively.

|max|H(e jw)|−1|

where ω < ωp

|H(e jw)|

where ω > ωp

(3.60)

The objective function is to optimise the values above the restricted constraints. Two phases involved in the

optimisation procedures are considered. The first phase is the optimisation of the prototype filter and the second

phase involves the optimisation of the masking filter as discussed in the next two Subsections.
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3.3.2.2 Phase 1: Optimisation of the prototype filter

The following procedures are required to optimise the prototype filter.

1. Initialisation: The initial chromosomes are produced by joining the first half of the continuous filter

coefficients of the prototype filter. This is rounded to the nearest RNS representation with non-zero

bit set to five. Random sampling of the initial chromosome resulted in a population pool of N − 1

chromosomes, where N is the population size. The coefficients of these N−1 filters are converted into

RNS representatives with restricted number of non-zero bits.

2. Fitness Evaluation of the existing chromosomes: Objective function generated in Equation (3.60) is used

for evaluating each chromosome after which it is then ranked.

3. Selection Criteria: Most ranked chromosomes are selected from the population and used to form the

mating pool. Roulette wheel rank selection is used for selecting the mates for cross-selection and mating.

4. Cross-over: Two points cross over are used in which the genes are hybridised between the parents.

5. Mutation: The best solution from the current population is propagated to the next population while the

remaining chromosomes are mutated with the new information and propagated to the next generations.

6. Fitness Evaluation of the new population: Each chromosome in the new population is evaluated using

the objective function in Equation (3.60) and then ranked. Looping of these steps continues until the

maximum number of iterations are reached and GA is terminated. The mostly ranked chromosome is

chosen from the population and decoded as the optimum RNS representation.

3.3.2.3 Phase 2: Optimisation of the masking filter

The masking filter of each channel is jointly optimised, in which the initial chromosome is generated by

concatenating the first half of the continuous filter coefficients of all the masking filters of the channels. The

steps in Section 3.3.2.2 are repeated until the maximum number of iteration is reached. Table 3.3 and Table 3.4

are the simulation parameters used for the prototype filter and the masking filters during the genetic algorithm

optimisation.

Table 3.3. The Parameters used for Optimisation of the Prototype filters.

Number of iteration 500

Population size 100

Number of population members that survive each generation 1

Mutation rate 0.02

Number of the best population which is kept without change during mutation 10
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Table 3.4. The Parameters used for Optimisation of the Masking filters.

Number of iteration 500

Population size 50

Number of population members that survive each generation 5

Mutation rate 0.2

Number of the best population which is kept without change during mutation 10

3.3.3 Improvement of HGDFT With Parallel Distributed Arithmetic Based Canonical Signed Residual

Number System (HGDFT PDA-CSRNS FB)

The second method for improving HGDFT channelisation algorithm is using parallel distributed arithmetic based

canonical signed residual number system (PDA-CSRNS), which is the hybrid of canonical signed digit (CSD)

and RNS. Chapter 3 comprehensively explains these two theories as number system representations.

Canonical signed digit (CSD) has the tendency to reduce the number of consecutives non-zero bits in a binary

number system. In doing so, the number of redundant number of one’s generated during partial products are

reduced to the minimum. Application of HGDFT FB with parallel distributed arithmetic based canonical residue

number systems (PDA-CRNS) to the case study under consideration in Section 3.2.4, can be proven to further

reduce the computational complexity of the system.

3.3.3.1 Design and Implementation of HGDFT PDA-CSRNS

Consider the input signal sampling rate of 40MHz applied to the filter design example in Section 3.2.4, and the

filter specifications given in Table 3.2. The design is an enhancement of the design in Section 3.3.1. After the

residual values are computed, Equation (3.32) becomes Equation (3.61).

yi =
K−1

∑
k=0

Hi ˙Xi, j[ j]

=
J−1

∑
j=0

K−1

∑
k=0
|2 jpB j|mHi

=
J−1

∑
j=0

K−1

∑
k=0
|ri, j|mHi

(3.61)

Without loss of generality, let us assume that rk is a N-bit residual of Q1, (N-1) format number, such that

Equation 3.62 holds.
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rk =−rk020 +
N−1

∑
b=1

rkb2b

=−rk020 + rk121 + ...+ rk(N−1)2
N−1

(3.62)

The bits generated from the residue’s values are scanned from the least significant bits to the most significant

bits. Any occurrence of continuous non-zero bits sequences are replaced by a pair of non-zero positive and

negative bits. In this way, there is reduction in the number of consecutive one’s which leads to reduction in the

number of computations and additions required for implementation.

Thus, CSD can be represented as given in Equation (3.63).

Ci =
N−1

∑
i=0

ri2i

for ri ∈ −1,0,1

(3.63)

The total sum of the residues in Equation (3.62) using DA algorithm can be written as in Equation (3.64).

y =
K−1

∑
k=0

(|2 jpB j|m)

=
K−1

∑
k=0

(−Ck020 +Σ
N−1
b=1 Ckb2b)Hk

=
K−1

∑
k=0

(−Ck020 +Ck121 + ...+Ck(N−1)2
N−1)Hk

(3.64)

Rearranging the terms yields Equation (3.65).

y =−
K−1

∑
k=0

Ck0Hk20 +
N−1

∑
b−1

2b
K−1

∑
k=0

CkbHk (3.65)

For K=2 and N=3, the rearrangement forms the following entries in the LUT as given in Equation (3.66).

y = (−C00H0 +C10H1 +C20H2)20

+(−C01H0 +C11H1 +C21H2)21

+(−C02H0 +C12H1 +C22H2)22

(3.66)

The canonical values for the input values and filter coefficients pre-stored in the LUT tables are partitioned

into different LUT tables and modulo accumulator (ACC) performs the modulo shift accumulate operation to

generate yi in D cycles as shown in Figure 3.3. Performance comparison is evaluated in terms of the resource’s

utilisation, power consumption, speed and delay.
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The results obtained from HGDF PDACSRNS FB are further optimised using genetic algorithm. In this way,

the same objective function, as well as the prototype and masking parameters as in Section 3.3.2.1 were used.

Exception occurs when the initial coefficients of N− 1 filters are converted into CSD representatives with

restricted number of non-zero bits. The best chromosome is taken from the population and decoded to get the

optimum CSRNS representation.

3.3.4 Improvement of HGDFT Channelisation Algorithm with Parallel Distributed Arithmetic Based

Diminished One Canonical Signed Residual Number System (HGDFT PDA-DCRNS FB)

The performance of RNS filter can be optimized by using diminished one number system. Diminished one

(DI) number system was firstly proposed by Leibowitz in [180]. Each number, X , is decremented by 1 and it is

therefore effective for implementing modulo 2n +1 binary addition.

The modulo 2n +1 takes in (n+1)-bits operands unlike other remaining modulo such as 2n and 2n−1 which

allows n-bit operands. Diminished 1 number system alleviates the problem of additional bits required in modulo

2n +1 by allowing the additional bits to be one when the number to be represented is zero, which is achieved by

subtracting one from the normal binary system. If X ′ represents the diminished one representation of the normal

binary number as given in Equation (3.67), such that X ∈ 0,2n, where X ′ 6= 0, and X ′ ∈ [0,2n−1] is an n−bit

numbers, therefore, n+1-bit circuits can be avoided.

X ′ =< X−1 >2n+1 (3.67)

The representation in Equation 3.67 can further lower the complexity of HGDFT filter.

3.3.4.1 Design and Implementation of HGDFT-DCRNS Channelisation Algorithm

The HGDFT PDA-DCRNS filter utilised three moduli set. Consider the 3 moduli set represented as in Equation

(3.68), with dynamic range of 3n bits.

m1 = 2n

m2 = 2n−1

m3 = 2n +1

(3.68)

The first two moduli set remain intact while the third modulo set will be replaced with diminished-1 modulo.

The decoded binary number is represented as in Equation (3.69).
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X = Y.2n +X1

Y =< (−22N−1 +2n−1)X3

+(22N−1 +2n−1)X2−2nX1 >22n−1

(3.69)

The procedure below shows the realization of PDA-DCRNS filter. The residual number representation of the

three numbers is given in Equation (3.70).

Let A =<−2nX1 >22n

Let B =< (22N−1 +2n−1)X2 >22n

Let C =< (−22N−1 +2n−1)X3 >22n

(3.70)

Assuming that, X1, is expressed in 2n bits, where the n-most significant bits are zero, then Equation (3.71) is

given as, where the negative value is the second complement of the number.

X1 = 00..0︸︷︷︸
n

X1,n−1X1,n−2...X1,0︸ ︷︷ ︸
n

A = X̄1,n−1 + X̄1,n−2...+ X̄1,0n11...1n

(3.71)

The 2n bit expression of X2 is shown in Equation (3.72).

X2 = 00..0︸︷︷︸
n

X1,n−1X1,n−2...X1,0︸ ︷︷ ︸
n

B = X2,0 0...0︸︷︷︸
n

X2,n−1...X2,1︸ ︷︷ ︸
n-1

+X2,n−1...X2,0︸ ︷︷ ︸
2n

0...0︸︷︷︸
n-1

= X2,0X2,n−1...X2,0︸ ︷︷ ︸
n

2n−1...X2,1︸ ︷︷ ︸
n-1

(3.72)

If residual number, X3, is encoded in diminished-1 form as in Equation (3.73).

X3 = X3 +1 (3.73)

Then values of C will be given as in Equation (3.74).

C =< (−22N−1 +2n−1)X ′3 >22n−1−k

K = 22N−1−2n−1 = 01...1n︸ ︷︷ ︸0...0︸︷︷︸
n-1

(3.74)
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Assuming that the (n+1) bit expression of X ′3 is given in Equation (3.75).

x′3 = x′3X ′3,n−1X ′3,n−2.....X
′
3,0︸ ︷︷ ︸

n

(3.75)

Therefore, parameter C can be evaluated as given in Equation (3.76).

C =< (−22n−1 +2n−1)X ′3 >22n−1

=<−(X ′3,0 0...0︸︷︷︸
n

X ′3,n−1...X
′
3,1︸ ︷︷ ︸)n-1)+0X ′3,n−1...X

′
3,0︸ ︷︷ ︸

n

0...0︸︷︷︸
n-1

>22n−1

=< X̄ ′3,0X ′3,n−1...X ′3,0︸ ︷︷ ︸
n

X̄ ′3,n−1...X̄ ′3,2︸ ︷︷ ︸
n-1

+01...1︸ ︷︷ ︸
n

0...00︸ ︷︷ ︸
n-1

>22n−1

=< X̄ ′3,0X ′3,n−1...X ′3,0︸ ︷︷ ︸
n

X̄ ′3,n−1...X̄ ′3,2︸ ︷︷ ︸
n-1

+K >22n−1

and < (−22N−1 +2n−1)2nX ′3 >22n−1= 0X ′3,n−1...X
′
3,0︸ ︷︷ ︸

n

0...0︸︷︷︸
n-1

>22n−1

Finally,C = X̄ ′3,0X ′3,n−1...X ′3,0︸ ︷︷ ︸
n

X̄ ′3,n−1...X̄ ′3,2︸ ︷︷ ︸
n-1

(3.76)

To implement diminished-1 CSD on the HGDFT filter, the filter coefficient is quantized to binary number. The

quantised binary number is partitioned into three sub-filters. The partitioned sub-filter contains the three RNS

modules, 2n, 2n−1 and 2n +1. The last sub-filter which contain the values of RNS module 2n +1 are converted

into diminished 1 number system. Finally, the partial products generated from the three moduli set inside the

LUT are reduced using CSD.

The results obtained from HGDF PDA-DCRNS FB are optimised further using genetic algorithm. In this way,

the same objective function, as well as the prototype and masking parameters as in Section 3.3.2.1 were used.

Exception occurs when the initial coefficients of N−1 filters are converted into DCRNS representatives with

restricted number of non-zero bits. The best chromosome is selected from the population and decoded to get the

optimum DCRNS representation.

3.3.5 Improvement of HGDT With Parallel Distributed Arithmetic Based Common Sub-Expression

Elimination RNS (HGDFT PDA-CSERNS) Techniques

We have seen that the performance of HGDFT filters are affected by multipliers and adders. Adders and shifters

can be used to replace the multipliers. The only way to reduce or eliminate redundancies in multiplier is total

migration to adders. However, the exponential growth rate of adders complicate the computation of the filter. It

is therefore necessary to reduce the logic depth of adders, to improve the performance of HGDFT filter.

Common Sub-expression elimination methods are used to reduce the logical depth of adders and its critical paths

by using a particular set of bit patterns. In order to reduce redundancy, the bit wise patterns are thus configured

that the most common factored of the binary pattern of the canonical signed digit patterns are used in the filter
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CHAPTER 3 HYBRID GDFT FILTER BANK

design. This Section focused on using the hybrid of common sub-expression methods on the bits obtained from

the canonical residual number system as explained in Section 3.3.3.

The design in this thesis uses a hybrid of horizontal and vertical sub-expression elimination techniques to reduce

the complexity of the filter multiplier. From the hybrid parallel canonical residual number method in Section

3.3.3, the following binary bit patterns were obtained. The hybrid common sub- expressions elimination method

(HCSE) uses both the horizontal common sub-expressions (HCSs) and vertical common sub-expressions (VCSs)

pattern bits. The common factored bits pattern used in HCSs are:[01], [101], [1001], [1101], [1100], [10001]

while the common factored bits pattern in VCSs are [11], [111] and [1111]. These hybrid pattern together with

their negated versions are used for the filter realization as indicated.

X2 = 101 = 2

X3 = [1001] = 3

−X3 = [1001̄] =−3

X4 = [10001] = 4

−X4 = [10001̄] =−4

X5 = [10] = 5

X6 = [01] = 6

X7 = [11] = 7

X8 = [111] = 8

X6 = [1111] = 9
The reuse of the CS’s obtained from Table 3.5 is depicted in Table 3.6.
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CHAPTER 3 HYBRID GDFT FILTER BANK

Table 3.5. Bit pattern for the partial products of the HGDFT FB using PDA-CSE. 

 

 

 

 

 

Filter 

Coeff.                R31 R32 R33 

b0=b29 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0  0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1  0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 

b1=b28 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1  0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0  0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 

b2=b27 0 0 0 0 0 0 0 0 0 0 1 0 0 1̅ 0 0  0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0  0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 

b3=b26 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1  0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0  0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 

b4=b25 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 1 

b5=b24 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 0  1 1 1 1 1 1 1 1 1 1 1 0 0 0 1 0  1 1 1 1 1 1 1 1 1 1 1 0 1 0 0 1 

b6=b23 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0  1 1 1 1 1 1 1 1 1 1 1 1 0 0 1   1 1 1 1 1 1 1 1 1 1 1 0 0 0 1 0 

b7=b22 1 1 1 1 1 1 1 1 1 1 1 0 1 0 0 1  1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 0  1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 

b8=b21 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1̅ 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1   0 0 0 0 0 0 0 0 0 0 0 1 0 0 1̅ 0 

b9=b20 0 0 0 0 0 0 0 0 0 0 1 0 0 1̅ 0 1  0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0  0 0 0 0 0 0 0 0 0 0 1 0 0 0 1̅ 0 

b10=b19 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0  0 0 0 0 0 0 0 0 0 0 0 1 0 0 1̅ 0  0 0  0 0 0 0 0 0 0 0 1 0 0 0 1̅ 

b11=b18 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1  0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1  0 0  0 0 0 0 0 0 0 0 0 0 0 1 0 

b12=b17 1 1 1 1 1 1 1 1 1 1 1 0 0 1 0 1  1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 1  1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 

b13=b16 1 1 1 1 1 1 1 1 1 1 1 0 1 0 1 0  1 1 1 1 1 1 1 1 1 1 1 0 0 1 0 1  1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 

b14=b15 1 1 1 1 1 1 1 1 1 1 1 0 1 0 1 0  1 1 1 1 1 1 1 1 1 1 1 0 0 1 0 1  1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 
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CHAPTER 3 HYBRID GDFT FILTER BANK

Table 3.6. Table showing the partial products of the HGDFT FB using PDA-CSERNS.

R31 R32 R33

0000000000060000 0000000000003000 00000000000005070

0000000000003000 0000000000050000 0000000000603000

0000000000-300000 0000000000000000 0000000000003000

0000000000000200 00000000000000070 000000000000-3000

9999999999987000 9999999999967606 9999999999900006

0000000000000070 0000000000000070 0000000000003000

0000000000006700 0000000000030000 0000000000000050

0000000000003000 0000000000050000 0000000000080020

00000000000-30000 00000000000005707 00000000000-30000

0000000000-300060 00000000000070050 0000000000-300000

0000000000000050 0000000000-400000 00000000000-40000

0000000000060700 0000000000000050 0000000000050200

9999999999900070 9999999999940000 9999999999970070

0000000000000700 0000000000060000 0000000000300000

0000000000007050 0000000000000760 0000000000870070

3.4 CONCLUDING REMARKS

Three phase modulations added to time and frequency offset increases the computational complexities of

generalised discrete Fourier transform (GDFT) filter bank. To reduce this computational complexity, a lower

complexity filter bank eliminating phase multiplicative factors was designed. In this Chapter, an hybrid

generalised discrete Fourier transform (HGDFT) filter was designed by modulating the classical GDFT filter

bank and cascading the modulated filter with frequency response masking interpolated coefficient decimated

filter while varying the frequency offset, k0.

This is efficient realisation for both uniform and non-uniform channelisation. The performance of HGDFT

channelizer was further optimized using three different digital filter number representations. These are the

PDA-RNS, PDA-CRNS, PDA-DCRNS and PDA-CSERNS. A case application study was used to investigate the

performances of the developed HGDFT and the improvements made thereon. However, there were noticeable

rounding errors when the different number systems representations were used. Genetic algorithm method was
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CHAPTER 3 HYBRID GDFT FILTER BANK

deployed into the proposed filter bank in order to minimize the passband ripples while maximizing the stopband

attenuation using derived objective functions.
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CHAPTER 4 HYBRID FARROW FILTER BANK

4.1 INTRODUCTION

Farrow filter operates best at low frequencies while its performance degraded towards the Nyquist region.

Approximating higher frequency band close to Nyquist band increases filter order of Farrow algorithm. This is

compounded by the usage of fractional delay in Farrow filter, which introduces undue distortions at higher fre-

quencies for the passband ripples and stop band attenuation, thereby making the filter approximation cumbersome.

A substantial higher filter order is required to approximate a given design specification with prescribed tolerance.

This increases the computational complexity of Farrow filter and reduces the performances of multi-standard

receivers in software defined radio.

This chapter focuses on the design of another low computational channelisation algorithm described as Hybrid

Farrow Channelisation algorithm for multiband channels. It is an improvement over the conventional Farrow

Per Channel Channelisation, (FPCC), as explained in section 2.4.6 of chapter 2, for multi-standard based SDR

receiver.

The chapter is organised into two sections. Section 4.2 describes the development of hybrid Farrow

channelisation algorithm. Under this section, the hybrid Farrow algorithm (HFarrow) was designed by exploiting

the symmetrical basis functions of the frequency impulse responses and by modulating the conventional FPPC.

The modulated Farrow filter was cascaded with interpolated coefficient decimated filter in order to extract

the required channels with different multiband responses. This is preceeded with algorithm design steps and

followed by the case application study to implement the developed algorithm.

Section 4.3.1 discusses improvement of HFarrow filter using parallel distributed arithmetics residual number

system (PDA-RNS); section 4.3.2 presents the improvement of HFarrow using parallel distributed arithmetic

canonical signed residual number system (PDA-CSRNS), while section 4.3.3 considers improvement approaches

by employing common sub-expression residual number system (PDA-CSERNS) method in order to enhance the

performance of the developed algorithms. Each of the improvement methods is optimised further using genetic

algorithm approach. Other similar channelisation algorithm in literature such as coefficient decimated filter

bank (CDFB), improved coefficient decimated filter bank (ICDM FB) and non-maximally decimated filter bank
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CHAPTER 4 HYBRID FARROW FILTER BANK

(NMDUFB) are also used for benchmarking. The chapter is summarised in the concluding remarks section.

4.2 HYBRID FARROW INTERPOLATION FILTER

The algorithm development here involves modulation of Farrow filter and its optimisation by using hybrid of

frequency response masking (FRM) based interpolated filter bank, coefficient decimating filter (CD-1). Two

stages are involved in the algorithm development of hybrid Farrow filter. The first stage involves the development

of low Farrow coefficient using first stage differential method; development of symmetrical frequency responses

and development of modulated Farrow filter. The second stage combines modulating Farrow filter with frequency

masking filter and interpolation coefficient decimation to produce the algorithm referred to as hydrid Farrow

(HFarrow) filter algorithm in this context forthwith.

4.2.1 Farrow interpolation using first order differential approach

The Farrow structure was implemented using LaGrange polynomial. It is piecewise approximation of the filter

into a polynomial form that shares a common set of coefficients, which results in the interpolation of input signals.

Two important design parameters are polynomial order, k, and Farrow sub-filter, N [23, 24, 25, 47, 70, 71, 69].

It is implemented as a direct form of FIR filter structure and it is obtained as an approximation of continuous

time function, Xc(t), by fractional delay, d, as indicated in Equation (4.1).

y(n) = h(d)∗ x(n)

y(n) = h(n,d)∗ x(n)

= ∑x(n)∗Ckdk

(4.1)

The impulse response is computed using Lagrange method. From the impulse response h(n,d), the fixed

coefficients can be determined. The coefficients, Ck, from Equation (4.1) are derived from the set of N +1 linear

equation. These coefficients are expressed in terms of fractional delay in such a way that 0≤ d ≤ 1. The filter

coefficient, h(n), can be expressed in terms of Ck as C0 + C1 + C2 + ...+ Cn. The Farrow filter relies on a filter

bank structure whereby each filter coefficient is approximated as Nth order polynomial, d, as shown in Equation

(4.2).

h(n,d) = ∑ck(n)dk

n=0,1,..., N

0≤ d ≤ 1

(4.2)
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CHAPTER 4 HYBRID FARROW FILTER BANK

Expressing Equation (4.2) in z- domain, the filter transfer function is represented as in Equation (4.3).

Hd(z) =
N

∑
n=0

h(n,d)z−n

=
N

∑
n=0

∣∣∣∣ p

∑
k=0

Ck(n)z−n
∣∣∣∣dk

=

∣∣∣∣ p

∑
k=0

Ck(z)dk
∣∣∣∣

(4.3)

Where Ck(z) represents the set of M+1 FIR sub-filters. From the relation in Equation (4.3), the filter structure is

made up of a bank of fixed-weighted fractional delay, d, and summed u at the output of every tap.

h(n,d) =
n

∏
(k=0,k 6=0)

d− k
n− k

= (−1)(N−n)

 d

n

d−n−1

N−n


=

d
n

X
d−1
n−1

X
d−n+1

1
X

d−n−1
−1

X
d−n
n−N

for n = 0,1,2,3, ...,N

(4.4)

When N = 3 and the fractional delay is d, the impulse response is shown in Equation (4.5) and Equation (4.7).

h(n,d) =
3

∏
(k=0,k 6=0)

D− k
n− k

for n =0, 1, 2,3

(4.5)

The coefficient for the fourth order poly-phase filter is calculated using Equation (4.6), Equation (4.7), Equation

(4.11) and Equation (4.9) respectively.
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CHAPTER 4 HYBRID FARROW FILTER BANK

h(0,d) =
3

∏
(k=0,k=1,k 6=0)

d− k
0− k

=
d−1
−1
× d−2
−2
× d−3
−3

=
1
6
(d3−6d2−8d−6)

h(1,d) =
3

∏
(k=0,k=2,k 6=1)

×d− k
1− k

=
d
1
× d−2
−1
× d−3
−2

=
1
2
(d3−5d2 +6d)

h(2,d) =
2

∏
(k=0,k=1,k 6=2)

d− k
2− k

=
d
2
× d−1

1
× d−3
−1

=
−1
2

(d3−4d2 +3d)

h(3,d) =
3

∏
(k=0,k=1,k 6=3)

d− k
3− k

=
d
3
× d−1
−2
× d−2

1

=
1
6
(d3−3d2 +2d)

(4.6)

Hd(z) =
N

∑
n=0

(h,d)z−n = h(0,d)+h(1,d)z−1 +h(2,d)z−2

=
1
6
(d3−6d2−8d−6)+

1
2
(d3−5d2 +6d)+

−1
2

(d3−4d2 +3d)+
1
6
(d3−3d2 +2d) (4.7)

C0(z) = 1

C1(z) =
8
6
+3z−1− 3

2
z−2 +

2
6

z−3

C2(z) =
−5
6
− 5

2
z−1 +2z2− 1

2
z−3

C3(z) =
1
6
+

1
2

z−1− 1
2

z−2 +
1
6

z−3

C(z) = Φ
T z =


C0(z)

C1(z)

C2(z)

C3(z)



(4.8)
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Φ =



1 0 0 0
−8
6

3
−3
2

−1
3

6
6

−5
2

2
−1
2

−1
6

1
2

−1
2

1
6


(4.9)

The number of operators are further reduced by finding the first derivatives of the each filter impulse, h(n,d) as

shown in Equation 4.10.

h′(0,d) =
1
6
(3d2−12d−8)

h′(1,d) =
1
2
(3d2−10d +6)

h′(2,d) =
−1
2

(3d2−8d +3)

h′(3,d) =
1
6
(3d2−6d +2)

(4.10)

C0(z) =
8
6
+3z−1− 3

2
z−2 +

1
3

z−3

C1(z) =−2−5z−1 +4z−2− z−3

C2(z) =
1
2
− 3

2
z−2 +

1
2

z−3

C3(z) = 0+0−0+0

C(z) = Φ
T z =


C0(z)

C1(z)

C2(z)

C3(z)



(4.11)

Φ =



8
6

3
3
2

1
3

2 −5 4 −1
1
2

3
2

−3
2

1
2

0 0 0 0

 (4.12)

Figure 4.1 shows the Farrow sub-filters.
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z
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Figure 4.1. Farrow sub-filters.

4.2.2 Exploring Frequency responses of Symmetrical Farrow filter polynomial functions

The continuous impulse response, hc(t), of the Farrow structure is represented as linear combination of basis

functions as can be seen in Equation 4.13.

hc(t) =


∑

M
m=0 Ck(n)( t

Ti
+ tn)n, (dmin− tn)T1 ≤ t ≤ (dmax− tn)Tk

for n = 0,1,2, ......., N

0, otherwise

(4.13)

Where tn is the basepoint value, T1 is the input sampling frequency, and Ck is the kth sub-filter coefficient. The

interval of the fractional delay d is represented as follows in Equation 4.14.

n =

⌊
t

T1

⌋
d = t1

T1
−d

(4.14)

The inter-sample interval is given as in Equation 4.15.

0≤ d ≤ 1 (4.15)
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By introducing the basis function for piecewise polynomial that are zero outside a given interval, Equation 4.16

was derived.

f (m,d) =

dk, dmin ≤ d ≤ dmax

0, otherwise
(4.16)

Therefore, the continuous impulse response, hc(t), is shown in Equation 4.17.

hc(t) =
N

∑
n=0

M

∑
m=0

Ck f (m,d) (4.17)

The frequency domain representation of the impulse response is represented in Equation 4.18.

H(e jw,d) =
M

∑
n=0

Ck(ω)dk

H(ω,d) =
M

∑
m=0

Ck(ω)dk

=
M

∑
m=0

Ck(ω)G(ω)

where G(ω) = dk

(4.18)

Then by applying Fourier transform, the fractional delay G(ω) can be expressed as indicated in Equation 4.19.

G(k,m,ω) = F{g(m,n,ω)} (4.19)

The frequency variable ω is normalized to the input sampling period, that is, ω = ΩT1 and delay d is

replaced with µ . In order to obtain the continuous frequency responses, three cases are considered. The

first to consider is when N is odd while the second one for consideration is when N is even and finally when N > 0.

G(m,n,ω) =
∫

∞

−∞

g(m,n,ω)e− jωµ dµ

For odd N,

g(m,n,ω) =


(µ +n+ 1

2 )
k, −n−1≤ µ ≤−n

(−1)k(µ−n− 1
2 )

k, n≤ µ ≤ n+1

0, otherwise

(4.21)
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Where, µ1 = µ +(n+ 1
2 )

µ = µ1− (n− 1
2 )

µ. 1
= dµ

Also,

µ2 = µ− (n+ 1
2 )

µ = µ2 +(n+ 1
2 )

µ. 2
= dµ

(4.22)

Therefore, the discrete version of fractional delay can be expressed as shown in Equation 4.23.

G(m,n,ω) =
∫

∞

−∞

g(m,n,ω)e− jωµ dµ

=
∫ −n

−n−1
(µ +n+

1
2
)k

ωe− jωµ dµ +
∫ n+1

n
(−1)k(µ−n− 1

2
)k

ωe− jωµ dµ

=
∫ 1

2

− 1
2

µ1ωe− jωµ1−[n+ 1
2 ]dµ +

∫ 1
2

− 1
2

(−1)m
µ2ωe− jωµ2−[n+ 1

2 ]dµ

= e j(n+ 1
2 ω)

∫ 1
2

− 1
2

µ1ωe− jωµ1dµ1 +(−1)me j(n+ 1
2 )ω

∫ 1
2

− 1
2

(−1)m
µ2ωe− jωµ2dµ2

= [e j(n+ 1
2 )ω +(−1)me j(n+ 1

2 )ω ]
∫ 1

2

− 1
2

µ1ωe− jωdµ

(4.23)

Fractional delay G(m,n,ω) can be expressed as function of two variables. That is, φ(m,n,ω) and

ψ(m,ω).

G(m,n,ω) = φ(m,n,ω)ψ(m,ω) (4.24)

Where φ(m,n,ω) =

2cos([n+ 1
2 ]ω), for m=even ,N = odd

2 jsin([n+ 1
2 ]ω), for m=even ,N = odd

(4.25)

In another instance, when N = even and n > 0, then

G(m,n,ω) =
∫ −n+ 1

2

−n− 1
2

(µ +n)k
ωe− jωµ dµ +

∫ n+ 1
2

n− 1
2

(−1)k(µ−n)k
ωe− jωµ dµ

G(m,n,ω) = [e jω +(−1)me jω ]
∫ 1

2

− 1
2

µ
me− jω

µk

= φ(m,n,ω)ψ(m,ω)

where ψ(m,ω) =
∫ 1

2

− 1
2

µ
me− jω dµ

(4.26)

G(m,n,ω) = φ(m,n,ω) =

2cos(nω), m = even,N = odd

2 jsin(n,ω), m = odd,N > 0
(4.27)
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Lastly, for n = even, n = 0 and m = even

G(m,0,ω) =
∫ 1

2

− 1
2

(µ)k
ωe− jωµ dµ +

∫ n+ 1
2

n− 1
2

(−1)k(µ−n)k
ωe− jωµ dµ (4.28)

G(m,0,ω) = φ(m,n,ω)with =

φ(m,n,ω) = 1, N = even,m = even,n = 0

φ(m,n,ω) = 0, N = even,m = odd,n = 0
(4.29)

The different variants of the basis functions G(m,n,ω) are represented as follows in Equation 4.30.

φ(m,n,ω) =



1, N = even,n = 0,m = even

0, N = even,n = 0,m = odd

2cos(n,ω), N = even,n > 0,m = even

2 jsin(n,ω), N = even,n > 0,m = odd

2cos([n+ 1
2 ],ω), N = odd,m = even

2 jsin([n+ 1
2 ],ω), N = odd,m = even

(4.30)

Considering the scaling function as shown in Equation 4.31.

ψ(m,ω) =
∫ 1

2

− 1
2

µ
me− jωµ dµ (4.31)

By multiplying the integral with unit rectangle ∏(µ), Equation 4.32 is obtained.

ψ(m,ω) =
∫ 1

2

− 1
2
∏(µ)µme− jωµ dµ (4.32)

Expressing the scaling function in terms of Fourier transform.

ψ(m,ω) = F{∏(µ)µm}

= jm µm

µωm sinc(ω

2 )
(4.33)

The basis function G(m,n,ω) = ψ(m,ω)φ(m,n,ω) are both real and even. This implies that Hc( jω) are both

real and even functions and are derivatives of real valued and symmetrical nature of hc(t). The basis function

G(m,n,ω) can be represented as real valued functions for φ(m,n,ω) and ψ(m,ω) by transposing the imaginary

unit j from φ(m,n,ω) to ψ(m,ω) for odd m. This can be represented as shown in Equation 4.34.

G(m,n,ω) = ψ(m,ω)φ(m,n,ω) with ψ(m,ω) = (−1)m µm

µωm sinc(
ω

2
) (4.34)
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Expressing the scaling function as a real value as indicated by Equation 4.36.

ψ(m,ω) = sinc(ω

2 )

ψ(m,ω) = ∑
∞
k=0 akωk

Where ∑
∞
k=0 akωk with ak =


(−1)

k+m
2 (k+1)

2k+m(k+m+1)! , k+m is even

0, k+m is odd

(4.35)

The values for ψ(m,ω) are identical for the real variant of ψ(m,0 when ω = 0 as indicated in Equation 4.36.

ψ(m,0) = jmam
0 =


(−1)

m
2

(m+1)!2m , m is even

0, m is odd
(4.36)

The impulse response is scaled proportionally and this is able to reduce the distortion or numerical oscillation of

the impulse response to minimal.

4.2.3 Modulation of Farrow filter

Having seen the symmetrically scaled impulse response of the Farrow filter, the Farrow filter can be modulated

to reduce the computational complexity. The value of µ can be determined using Equation 4.37 with channel

center frequency, ωk as shown in Equation 4.38.

π

ωs
(4.37)

ωk =
2π(k+ k0)

K
(4.38)

Where ωk is the center frequency of the channels.

The modulated Farrow filter can be represented as shown in Equation 4.39.

H(e jw,µ) = Σ
M
m=0Ck(ω)G(ω)

= Σ
M
m=0Ck(ω)(2cos(n,ω)+2 jsin(n,ω))

= Σ
M
m=0Ck(ω)

[
e jωnµ +(−1)me jωnµ

] (4.39)

Thus, by modulating Equation 4.1 with e− jωmd , newly generated Farrow filter y′(n) is obtained as shown in

Equation 4.40.
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y(n) = h(n,µ)∗ x(n)

y(n) = h(n,µ)∗ x(n)

y′(n) = ∑x(n)∗h(ω,µ)e− jωMnµ

(4.40)

If the channel signal is critically sampled, the decimation ratio and the bandwidth are related as follows in

Equation 4.41.

M =
K
2

(4.41)

Thus, the new Farrow filter bank can be reduced to the following filter bank in Equation 4.42.

y′k(m) = (−1)km
Σ

N
n=−M−1Ck(n)hk(mK−1)x(n) (4.42)

If m is replaced by L and K is replaced by 2M, and if linear phase prototype low-pass filter H(z) of order N has

a pass-band edge of θa =
2mπ−ωω∆

M and stop-band edge of φa =
2mπ−ωω∆

M , with ω∆ as the width of the transition

band. For even multiples of number M of sub-bands, the length is N +1, that is, N = (2LM−1).

Here, the impulse response, hk(mK−1), will be reduced as follows. It can be seen that hk contains terms that

multiply hn and this can be expressed as variable D as seen in Equation 4.43.

hk(n) =Ck(n)h(n)
(

2cos
(
(2M+1) π

2M

[
(N +2kM)− N

2 +Φ

])
+2 jsin

(
(2M+1) π

2M

[
(N +2kM)− N

2 +Φ

]))
(4.43)

Where e jωn1d = 2cos
(
(2M+1) π

2M [(N +2kM)− N
2 +Φ]

)
(−1)me jωn2d = 2 jsin

(
(2M+1) π

2M [(N +2kM)− N
2 +Φ]

)
(4.44)

However, by exploiting symmetry in Equation 4.44, Equation 4.45 becomes

hk(n) =Ck(n)h(n)
(

2cos
(
(2M+1) π

2M

[
(N +2kM)− N

2 +Φ

]))
hk(n) =Cnh(n)

[
e jωn1µ

]
ψ(m,ω) (4.45)

The polyphase representation of the analysis filter bank can be described as shown in Equation 4.46.

Hk(z) =
N

∑
n=0

Ck(n)hk(n)z(−n)

Hk(z) =
L−1

∑
l=0

2M−1

∑
j=0

[
e jωn1µ1

ψ(m,ω)+ e jωn2µ2
ψ(m,ω)

]
Ck(2LM+ j)hk(2LM+ j)z−(2LM+ j)

(4.46)
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The prototype filter can be decomposed into 2M poly-phase components, as follows in Equation (4.47), where

S j(z) =
L−1

∑
i=0

Ck(2LM+ j)hk(2LM+ j)z(−L) are the poly-phase components of the filter H(z).

H(z) =
2M−1

∑
j=0

z− j
L−1

∑
l=0

ψ(m,ω)

[
e jωn1µ + e jωn2µ

]
Ck(2LM+ j)hk(2LM+ j)z(−2M− j)

=
2M−1

∑
j=0

z− j
L−1

∑
l=0

ψ(m,ω)

[
e jωn1µ +(−1)me jωn2µ

]
Ck(2LM+ j)hk(2LM+ j)z(−2M− j)

=
2M−1

∑
j=0

ψ(m,ω)

[
e jωn1µ +(−1)me jωn2µ

]
z− jS j(z−2M)

(4.47)

Representing D1= ψ(m,ω)(e jωn1µ1) and D2= ψ(m,ω)(e jωn2µ1).

From Equation (4.48), it can be shown that D1 and D2 are M×N matrices, whose (m, j) elements are Dm, j and

Dm, j+m, respectively for m, j = 0,1, ...(m−1).

H(z) =



H0(z)

H1(z)
...
...

Hm−1(z)


=
[
D1 D2

]


S0(z2M)

z−1S1(z2M)
...
...

z(−2m−1)S2m−1(z2M)


(4.48)

Representing δ (z) as shown in Equation (4.49).

δ (z) =
[
1 z−1 · · · z−M+1

]T
(4.49)

The poly-phase representation of the matrix can be represented as in Equation (4.51), where S(z) is the

poly-phase matrix.

H(z) =
[
ψ(m,ω)(e jωn1µ) ψ(m,ω)((−1)me jωn2µ)

]


S0(z2M) 0

S1(z2M)

. . .
. . .

0 S2m−1(z2M)


 δ (z)

z−mδ (z)

 (4.50)
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H(z) =



D1



S0(z2M) 0

S1(z2M)

. . .
. . .

0 S2m−1(z2M)


+

z−mD2



S0(z2M) 0

SM+1(z2M)

. . .
. . .

0 S2m−1(z2M)





δ (z)
(4.51)

4.2.4 Development of Hybrid Farrow Channelisation Algorithm

After improvements obtained from the modulation algorithm, further work was done to achieve some improve-

ments by hybridizing the modulated algorithm with the frequency response masking algorithm [3].

The design involves hybrid of frequency response masking (FRM) based interpolated coefficient decimated filter

and modulatedFarrow filter.

The hybrid Farrow (HFarrow) based filter bank consists of two branches namely: the upper and the lower

branch. The upper branch is made up of FRM coefficient decimated filter and the masking filter, whereas the

lower branch consists of complementary FRM coefficient decimated filter and the complementary masking

filter. A low-pass coefficient base interpolated linear phase FIR filter, Ha(z
L
M ), is formed from the cascade of

base interpolating filter, Ha(zL), and the coefficient decimating filter, Hcd(zL), to extract the sharp narrow-band

channel of choice.

Also, a bandpass edge complementary coefficient base interpolating filter, Hc(z
L
M ), is formed from the cascade of

complementary base interpolating filter, H ′a(z
L), and the complementary coefficient decimating filter, H ′cd(z

M),

to isolate multi-bands frequency responses. The low-pass coefficient base interpolated filter, Ha(zL/M), cascades

with the farrow masking filter, Ak(z), in the upper branch while the bandpass complementary coefficient base

interpolating filter, Hc(zL/M), cascades with the complementary masking filter, Bk(z), in the lower branch to

produce a low computational multi-narrow frequency bands.

The desired passband (ωp) and (ωs) cut off frequency of the base filter Ha(z) response is calculated as indicated

in Table 3.1 in the previous section.
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The transfer function of the FRM coefficient decimation filter is given using Equation (4.52).

H(z) =
L
M

[
Ha(z

L
M )A(z)+Hc(z

L
M )B(z)

]
(4.52)

The coefficient decimated base and complementary filters are symmetrical and asymmetrical linear phase FIR

filter which can be expressed as Ha(z
L
M ) = Hc(−z

L
M ). A half-band filter is introduced into the coefficient

decimated based-FRM filter to further reduce its computation complexity. This is possible as a result of the

symmetrical properties possessed by the half-band filter. The time-domain impulse response of the CD-1

technique requires every other component to be zero except the components at the centre. That indicates that it

is symmetrical around the centre. This translates to reduced complexity in terms of the number of the multiplies

required by the filter.

The transfer function of the half-band masking FRM coefficient decimated filter band can be expressed in terms

of two polyphase components as shown in Equation (4.53).

Ha(z
L
M ) =

L
M

[
Ha0(z

2L
M )+ z−

2L
M Ha1(z

2L
M )

]
Hc(z

L
M ) =

L
M

[
Ha0(z

2L
M )− z−

2L
M

1
M

Ha1(z
2L
M )

] (4.53)

Ha(z
L/M

)

Hc(z
L/M

)

x(n)

+ -

y11(n)

y12(n)

y20(n)

y2k-2(n)

y2k-1(n)

y10(n)

Farrow complementary 

filter

Farrow masking filter

Figure 4.2. Block Diagram of Coefficient Decimated FRM Farrow based FIR Filter.

The masking filters are replaced with two farrow filters as shown in the Figure 4.2. The transfer function for

HFarrow masking algorithm can be expressed as shown in Equation (4.54).

Ha(z
2L
M ) =

L
M

[(
Ha0(z

2L
M )+ z−

2L
M Ha1(z

2L
M )

)
A(z)

]
(4.54)
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The impulse response of the HFarrow channelisation algorithm is approximated with different fixed delay

variables using the polynomial interpolation methods. A set of sub-filters with fixed delay µi, such that

i = 0,1, ...i−1 is designed. The impulse response is interpolated by the, Lth, order using, µ , as the variable. The

resultant impulse response is the interpolated version of HFarrow parameterised by delay, µ . The parameter,

µ , allows full unabridged control over the available bandwidth and the cut off frequencies of the multi-band

channels.

The input band of masking FRM-CD signal is decomposed into multiple sub-bands, each with distinct bandwidth

(BW). Each bandwidth is phase shift modulated by fractional delay, µk. Applying the poly-phase decomposition

as seen in Equation 4.47, will result in Equation (4.55), where Ski(z−2M) are the K poly-phase components of

Ak(z) and Bk(z).

Ak(z) =
2M−1

∑
n=0

ψ(m,ω)

(
e jωn1µ +(−1)me jωn2µ

)
z−nSn(z−2M)

Bk(z) =
2M−1

∑
n=0

ψ(m,ω)

(
e jωn1µ − (−1)me jωn2µ

)
z−nSn(z−2M)

(4.55)

Finally, Equation (4.56), shows the representation of each of the modulated masking bandpass filter and the

block diagram for hybrid GDFT masking filter is depicted in Figure 4.3.

.

Ha(z
2L
M ) =

L
M

[
Ha0(z

2L
M )+ z

−2L
M Ha1(z

2L
M )

2M−1

∑
n=0

ψ(m,ω)

(
e jωn1µ+(−1)me jωn2µ

)
z−nSn(z−

2L
M )

]

Ha(z
2L
M ) =

L
M

[
Ha0(z

2L
M )+ z−

2L
M Ha1(z

2L
M )

2M−1

∑
n=0

z−n(D1 +D2)Sn(z−
L
M )

]
(4.56)

The transfer function of the FRM coefficient decimation filter is given using Equation (4.57).

H(z) =
L
M

[
Ha(z

L
M )A(z)+Hc(z

L
M )B(z)

]
But,

Ha(z
L
M ) = Hc(−z

L
M )

Therefore,

H(z
2L
M ) =

2L
M

[
Ha0(z

2L
M )+ z−

2L
M Ha1(z

2L
M )

2M−1

∑
n=0

z−n(D1 +D2)Sn(z−
2L
M )

]
(4.57)

The final output sequence, y(n), can be expressed in terms of the convolution of x(n) and the filter transfer

function, h(n).

y(n) = x(n)∗h(n)

Y (z) = X(z)H(z)
(4.58)
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x(n) M

M

M

SA0(z
2L/M

)

SA1(z
2L/M

)

SA2(z
2L/M

)

M SAK-1(z
2L/M

)

M

SA3(z
2L/M

)

SA4(z
2L/M

)

D1

z
-1

z-1

y0(n)
z

-1

z
-1

z
-1

M

Ha0(z
2L/M)

k-1

0 0

k-1

D2

k-1

0 0

k-1

z
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M

M

M

SB0(z
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)

SB1(z
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)
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)
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)
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z
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z
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z
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M
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y4(n)

yk-1(n)

L

L

L

L

L

L

L

L

L

L

L

L

Figure 4.3. Diagram depicting HFarrow masking channelisation Algorithm.

The centre frequency component of each band is shifted precisely by a phase of fractional delay, µ . The phase to

be shifted is at π and−π for different fractional delays, while the transition band of H-Farrow FB is centred at π

2

rad. The H-Farrow FB design is made up of three filtering stages, namely; the base filter, Ha(z), the coefficient

decimation filter, Hcd(z), and the masking filter A(z). The design used the Parks-McClellan algorithm and the

filter is realized using the direct transposed FIR in its implementation.

4.2.5 Hybrid Farrow Channelisation Design Steps

The procedure for the HFarrow channelisation algorithm are outlined below:
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1. Normalize all the channel bandwidths (BWs), such that BWi and transition bandwidth ∆i specifications

range from 0 to 1, and 1 corresponds to fs
2 , where fs is the sampling frequency.

2. Determine the weighing scale value of each channels by varying the value of m.

3. Compute the value of D1 and D2

4. Calculate each channel stopband frequency such that ωsi =
BWi

2 .

5. Calculate the modal bandwidth such that BWModal=
GCD(BW ′1,BW ′2,BW ′3)

2 . This corresponds to the modal stop

band frequency.

6. Calculate the decimation factor, M, of the masking filter using this formula M = π

ωms
. The interpolated

factor is calculated using the formula L =

⌊
π

ωms

⌋
, where ωms is the stopband frequency for each masking

channel. Thus the fractional rate for masking filter µa can be calculated as Lma
Mma

.

7. Calculate the decimated factor for the complementary filter using the formula M = π

π+ωmcs
. The

interpolated factor is calculated using the formula L =

⌊
π

π+ωmcs

⌋
. Thus, the fractional rate for

complementary filter µc can be calculated thus: Lmc
Mmc

.

8. Determine transition bandwidth for masking and complementary filter, ∆i such that:∆′k = ∆k× Lk
Mk

where
Lk
Mk

is the fractional rate for masking or complementary filter.

9. Determine the base modal or complementary modal TBW as:

∆modal=min(∆′1,∆
′
2, ...,∆

′
n). This corresponds to the modal transition width.

10. Calculate the modal, masking and complementary passband width using ωp = ωs−∆modal .

11. Determine the passband edge and stop band edge of the modal or prototype filter, masking and

complementary filter from Table 3.1, where m =

⌊
ωmp

Lma
Mma

2pi

⌋
is for masking filter and m =

⌈
ωms

Lmc
Mmc

2pi

⌉
is

for complementary filter.

12. Find the stopband ripple using δ ′s1 = δs1
Li
Mi

.

13. The modal passband peak ripple is calculated as: δpmodal=min(δ ′p1,δ
′
p2, ...,δ

′
pn).

14. The cut-off frequency of the prototype and masking filter are calculated using Table 3.1.

15. Determine the prototype filter order and the individual channels filter order using Bellanger formular as:

N =
−2log10(δ

′
pδ ′s)

3∆T BW
-1 [179].

4.3 IMPROVEMENT OF HFARROW CHANNELISATION ALGORITHM USING DIFFERENT

NUMBER SYSTEMS

The previous number systems such as PDA-RNS, PDA-CSRNS, PDA-CSE are applied to the HFarrow

Channelisation algorithm in order to reduce the computational capicity of HFarrow filter.
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4.3.1 Improvement of HFarrow Channelisation Algorithm with Parallel Distributed Arithmetic Based

Residual Number (HFARROW PDA-RNS)

The performance of HFarrow channelisation algorithm can be improved by using parallel residual number

system (PDA-RNS), as outlined in section 3.3.1. The results obtained from HFarrow PDARNS FB are optimised

further using genetic algorithm. In this way, the same objective function as well as the prototype and masking

parameters as in section 3.3.2.1 were used.

4.3.2 Improvement of HFarrow Channelisation Algorithm with Parallel Distributed Arithmetic Based

Canonical Signed Residual Number (HFARROW PDA-CSRSN)

Improving the performance of HFarrow channelisation algorithm with parallel canonical signed residual number

system (PDA-CSRNS), as outlined in section 3.3.3.1. The results obtained from HFarrow PDACSRNS FB are

optimised further using genetic algorithm. In this way, the same objective function as well as the prototype and

masking parameters as in section 3.3.3.1 were used.

4.3.3 Improvement of HFarrow Channelisation Algorithm Using Parallel Distributed Based Common

Sub-Expression Residual Number System (HFARROW PDA-CSERNS)

Table 4.1 shows the results of the partial products of the HFarrow PDA-CSERNS.

The hybrid common sub-expressions elimination method (HCSE) uses both the horizontal common sub expres-

sions (HCSs) and vertical common sub-expressions (VCSs) pattern bits. The common factored bits pattern used

in HCSs are: [1001], [10001], and [111111111] while the common factored bits pattern in VCSs are [11]. These

hybrid pattern together with their negated versions are used for the filter realisation as indicated.

X2 = [01] = 2

X3 = [10] = 3

−X4 = [11] = 4

X5 = [101] = 5

X6 = [111] = 6

X7 = [1001] = 7

−X7 = [1001̄] =−7

X8 = [1111] = 8

X9 = [111111] = 9
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Table 4.1. Table showing the partial products of the HFarrow PDA-CSERNS. 

Filter 

Coefficient 

R31   R32  R33 

b0=b29 

 

1 1 1 1  1 1 1 1  1 1 1 0  1 0 0 1   1 1 1 1  1 1 1 1  1 1 1 0  1 0 0 11̅ 
 

 

 1 1 1 1  1 1 1 1  1 1 1 0  1 0 0 1̅ 

 
 

b1=b28 0 0 0 0 
 
0 0 0 0 

 
0 0 0 0 

 
1 0 1 1 

  
0 0 0 0 

 
0 0 0 0 

 
0 0 0 1 

 
1 1 1 0 

 
0 0 0 0 

 
0 0 0 0 

 
0 0 0 0 

 
1 1 0 0 

b2=b27 0 0 0 0 
 
0 0 0 0 

 
0 0 0 1 

 
0 0 1 1 

  
0 0 0 0 

 
0 0 0 0 

 
0 0 0 0 

 
0 1 0 1 

 
0 0 0 0 

 
0 0 0 0 

 
0 0 0 0 

 
1 1 0 0 

b3=b26 0 0 0 0 
 
0 0 0 0 

 
0 0 0 1 

 
1 0 1 0 

  
0 0 0 0 

 
0 0 0 0 

 
0 0 0 0 

 
0 0 0 0 

 
0 0 0 0 

 
0 0 0 0 

 
0 0 0 0 

 
1 0 0 1̅ 

  b4=b25 1 1 1 1 
 
1 1 1 1 

 
1 1 1 0 

 
1 1 0 1 

  
1 1 1 1 

 
1 1 1 1 

 
1 1 1 0 

 
0 1 0 0 

 
1 1 1 1 

 
1 1 1 1 

 
1 1 1 1 

 
1 0 1 1 

b5=b24 1 1 1 1 
 
1 1 1 1 

 
1 1 1 0 

 
0 1 0 1 

  
1 1 1 1 

 
1 1 1 1 

 
1 1 1 1 

 
1 0 1 0 

 
1 1 1 1 

 
1 1 1 1 

 
1 1 1 0 

 
1 1 0 1 

b6=b23 1 1 1 1 
 
1 1 1 1 

 
1 1 1 0 

 
1 0 0 0 

  
1 1 1 1 

 
1 1 1 1 

 
1 1 1 0 

 
1 0 0 1̅1̅ 

1̅ 
  

 
1 1 1 1 

 
1 1 1 1 

 
1 1 1 1 

 
0 0 1 1̅ 

0 
 

b7=b22 1 1 1 1 
 
1 1 1 1 

 
1 1 1 1 

 
1 0 0 1 

  
1 1 1 1 

 
1 1 1 1 

 
1 1 1 0 

 
0 0 1 0 

 
1 1 1 1 

 
1 1 1 1 

 
1 1 1 0 

 
1 0 0 0 

b8=b21 1 1 1 1 
 
1 1 1 1 

 
1 1 1 0 

 
1 0 1 0 

  
1 1 1 1 

 
1 1 1 1 

 
1 1 1 0 

 
1 0 0 0 

 
1 1 1 1 

 
1 1 1 1 

 
1 1 1 0 

 
0 1 0 0 

b9=b20 0 0 0 0 
 
0 0 0 0 

 
0 0 0 0 

 
1 0 0 0 

  
0 0 0 0 

 
0 0 0 0 

 
0 0 0 0 

 
1 0 0 1̅ 

 
0 0 0 0 

 
0 0 0 0 

 
0 0 0 0 

 
1 0 0 0 

b10=b19 0 0 0 0 
 
0 0 0 0 

 
0 0 0 0 

 
0 0 1 1 

  
0 0 0 0 

 
0 0 0 0 

 
0 0 0 0 

 
0 1 0 0 

 
0 0 0 0 

 
0 0 0 0 

 
0 0 0 0 

 
1 0 0 1 

b11=b18 0 0 0 0 
 
0 0 0 0 

 
0 0 0 0 

 
1 0 0 1 

  
0 0 0 0 

 
0 0 0 0 

 
0 0 0 1 

 
0 0 0 1 

 
0 0 0 0 

 
0 0 0 0 

 
0 0 0 1 

 
1 1 1 1 

b12=b17 1 1 1 1 
 
1 1 1 1 

 
1 1 1 1 

 
0 1 1 0 

 
1 1 1 1 1 

 
1 1 1 1 

 
1 1 1 1 

 
0 0 1̅ 0 

 
1 1 1 1 

 
1 1 1 1 

 
1 1 1 0 

 
0 1 0 0 

b13=b16 1 1 1 1 
 
1 1 1 1 

 
1 1 1 0 

 
0 1 0 0 

  
1 1 1 1 

 
1 1 1 1 

 
1 1 1 0 

 
1 1 0 0 

 
1 1 1 1 

 
1 1 1 1 

 
1 1 1 1 

 
1 1 1 0 

b14=b15 1 1 1 1 
 
1 1 1 1 

 
1 1 1 1 

 
0 1 1 0 

  
1 1 1 1 

 
1 1 1 1 

 
1 1 1 1 

 
1 1 1 1 

 
1 1 1 1 

 
1 1 1 1 

 
1 1 1 0 

 
0 1 0 1 
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CHAPTER 4 HYBRID FARROW FILTER BANK

Table 4.2. The partial products of the HFarrow FB using PDA-CSERNS.

R31 R32 R33

8000800060007000 8000800080007000 8000800060007000

0000000000005000 0000000000080000 000000000000-7000

00000000000000004 0000000000000500 0000000000004000

0000000000040040 0000000000000000 000000000000-7000

9999999999904000 9999999999930300 9999999999940020

0000000000000404 0000000000025000 0000000000020304

0000000000003000 0000000000007000 0000000000070000

0000000000027000 0000000000000030 0000000000020000

0000000000005000 00000000000020000 00000000000700000

0000000000005000 00000000000020000 0000000000002000

0000000000020000 0000000000007000 0000000000000500

0000000000000040 0000000000000300 0000000000208000

9999999999930400 99999999999-70000 9999999999700000

000000000020000 0000000000020000 0000000000080000

0000000000030430 0000000000040440 0000000000700020

4.4 CONCLUDING REMARKS

In this chapter, HFarrow Channelisation algorithm was developed for the design of low complexity multi-standard

SDR based receiver. The hybrid Farrow filter was designed by modulating conventional Farrow Per Channel filter.

The modulated filter was cascaded with with frequency response masking interpolated coefficient decimated

filter. This is an efficient realisation for both uniform and non-uniform channelisation. The performance of the

HFarrow channelizer was further optimized using three different digital filter number representations. These

are the PDA-RNS, PDA-CRNS and PDA-CSERNS. A case application study was used to investigate the

performances of the developed HFarrow and the improvements made on it. However, there were noticeable

rounding errors when the different number systems representations were used. Genetic algorithm method was

deployed into the modulated Farrow filter bank in order to minimize the passband ripples while maximizing the

stopband attenuation using the derived objective functions.
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CHAPTER 5 MULTI-RATE, MULTI-STAGE

FILTER

5.1 INTRODUCTION

Single stage digital filter implementation of multi-standard channels on SDR requires a higher filter order

which contributes to the complexities of the system. The complexities of the filter restrict the efficiency of

implementing multi-standard channels on SDR receiver. Implementing multi-stage, multi-rate filter design

for multi-standard channel receivers on SDR can achieve remarkably lower computational complexity. The

process involves dividing the large filter into stages and cascading the smaller filters together using different

sampling rates. The resultant effect of this is that newly generated filter with relaxed filter specifications is

produced.

Multi-rate, multi-stage filter decimates the input signal to the desired output channel signal. Decreasing the

sampling rate resulted in a significant reduction in the number of filter coefficients. However, by implementing

the poly phase decomposition of the multi-rate, multi-stage filter reduced the computational overload to the

absolute in terms of number of the samples operation per second and the filter order.

The section discusses two different multi-rate, multi-stage algorithms, namely, multi-rate, multi-stage hybrid

generalized discrete Fourier transform (MHGDFT) and the multi-rate, multi-stage hybrid farrow (MHFarrow)

channelisation algorithms. The first section discusses the MHGDFT channelisation algorithm. Under this

section, the design procedure to implement the algorithm will be described. The second section explains the

design steps required to carry out the multi-rate, multi-stage hybrid Farrow (MHFarrow) algorithm. Other

similar channelisation algorithm in literature such as coefficient decimated filter bank (CDFB), improved

coefficient decimated filter bank (ICDM FB) and non-maximally decimated filter bank (NMDUFB) are also

used for benchmarking. The chapter concludes with the concluding remarks about the performance of the two

multi-stages algorithms and their comparison with HGDFT and HFarrow algorithms.
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CHAPTER 5 MULTI-RATE, MULTI-STAGE FILTER

5.2 MULTI-RATE, MULTI-STAGE HGDFT (MHGDFT) CHANNELISATION AL-

GORITHM

The computational complexity of HGDFT filter can be reduced further by using the multi-rate, multi-stage

design. Multiplier effects can be reduced in the HGDFT channelisation algorithm by utilising the multi-rate,

multi-stage HGDFT channelisation algorithm. The single rate filter with sharp cut off filter specifications is

factorized into multi-stages, which when cascaded together will produce the original filter with the same filter

specifications.

Relaxing the filter specifications in HGDFT algorithm can result in a better transition width, with smaller filter

coefficients. The procedure for the MHGDFT algorithm is outlined. Multi-rate, multi-stage design involves

the use of rational sampling rates in which the different decimators are cascaded with the interpolator. The

interpolation is often proceeded by the decimation structures in order to prevent degradation due to aliasing.

Interpolation increases sampling rate while decimation filters decrease the sampling rate of the signal. The

gradual decrease in the sampling rate of the system leads to different simplified filtering stages which must

satisfy the overall filter requirements as indicated in Figure 5.1. Passband ripples, stop band attenuation and

transition bandwidth determine the complexity of filter.

  L1 h1(n)     M1   L2 h2(n)   M2   Lk hk(n)     Mk Y(m)

Stage 1 Stage 2 Stage K

Figure 5.1. Multi-stage structures for MHGDFT Algorithm.

5.2.1 Design Steps for Multi-rate, Multi-stage HGDFT Channelisation Algorithm (MHGDFT)

The design steps for the MMHGDFT filter bank are as outlined:

1. Calculate the decimation factor, M, of the masking filter using the formula M= π

ωsi
. The interpolation

factor is calculated using the formula L=
⌊

π

ωsi

⌋
, where ωsi is the stopband frequency for each channels.

Thus the fractional factor, dk, for masking filter can be calculated here as Li
Mi

.

2. From the calculated rational rate converter, dk, determine the multiples of the given decimation and the

multiples of the given interpolation.
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CHAPTER 5 MULTI-RATE, MULTI-STAGE FILTER

3. The number of stages will depend on the decimation factors and interpolation factors. The decimation

factor is an even product of the decimation factors associated with different stages in a multi-stage

decimation. Equation (5.1) shows how this is accomplished.

M =
K

∏
i=1

Mi

= M1×M2× ...,MK

(5.1)

The interpolation factor is a product of interpolation factors associated with different stages in the

multi-stage interpolator.

L =
K

∏
i=1

Li

= L1×L2× ...,LK

(5.2)

4. For each new stage in the base, masking and complementary filter, calculate the final sampling frequency

for decimation and interpolation factor using Equation (5.3) and Equation (5.4), where Fs,i is the initial

frequency at stage i and Fs,K is the final frequency at stage K.

Fs,K =
Fs,i
M

=
Fs,i

K

∏
i=1

Mi

(5.3)

Fs,K = Fs,iL

= Fs,i

K

∏
i=1

Li
(5.4)

5. For each stage, normalize all the channel bandwidths (BWs), such that BWi and transition bandwidth ∆i

specifications range from 0 to 1, where BWs,k=
BWs, j

Fs,k
.

6. Calculate the modal bandwidth by first calculating the individual bandwidth such that BW ′i =
BWi

2 . The modal bandwidth is calculated as: BWModal=
GCD(BW ′s,1,BW ′s,2,BW ′s,3)

2 . This corresponds to the

stop band frequency. The modal bandwidth is the greatest common divisor of all the individual bandwidth.

7. Calculate the stop band frequency such that

fstop ≤
Fs,K

2
(5.5)

In order to prevent degradation due to aliasing into the desired signal band, the stop band cut-off frequency

of the ith stage must conform to this relation.

fstop,i ≤ Fs,i− fstop (5.6)
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CHAPTER 5 MULTI-RATE, MULTI-STAGE FILTER

8. Normalize the transition bandwidth, ∆k such that it is equal to ∆i
Mi

for decimated signal and ∆iLi for

interpolated signal.

9. Determine transition bandwidth for stage i using ∆s,i such that the transition bandwidth for decimation

factor will be equal to ∆′s,k= ∆s,i
Mk
× edk

. The next stage j will be defined as ∆′s, j=
∆s,k
Mk
× edk

. The transition

bandwidth for interpolation factor is equal to ∆′s,k=∆s,iLk × edk
. The next stage j will be defined as

∆′s, j=∆s,kLk× edk

10. Determine the modal transition bandwidth as: ∆modal= min(∆′i,∆
′
2, ...,∆

′
n). This corresponds to the modal

transition width.

11. Calculate the modal passband width as fMpass= fstop -∆tranmodal .

12. Calculate the passband width as fpass= fstop−∆′s,k.

13. Determine the new pass band ripple using the following Equation.

δ
′
p =

δp

2×M
(5.7)

Let the given stop band attenuation remains constant.

14. Determine the prototype filter order and the individual channels filter order using Bellanger formula as:

N =
−2log10(δ

′
pδ ′s)

3∆T BW
−1. (5.8)

5.3 MULTI-RATE, MULTI-STAGE HFARROW (MHFARROW) FILTER BANK

The computational complexity of HFarrow filter can be reduced further by using multi-rate, multi-stage design

algorithm.

5.3.1 Design Steps for Multi-rate, Multi-stage HFarrow Channelisation Algorithm (MHFAR-

ROW)

The design steps for the MHFarrow filter bank are as outlined:

1. Calculate the decimation factor, M, of the masking filter using this formula M= π

ωsi
. The interpolated

factor is calculated using the formula L=
⌊

π

ωsi

⌋
, where ωsi is the stopband frequency for each channels.

Thus the fractional factor, dk, for masking filter can be calculated here as Li
Mi

.

2. From the calculated fractional rate converter, determine the multiples of the given decimators while the

given interpolated factor is constant.

3. The number of stages will depend on the decimation factors and interpolated factor. The decimation

factor is an even product of the decimation factors associated with different stages in a multi-stage

decimation. Equation (5.9) shows how this is accomplished.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

141

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



CHAPTER 5 MULTI-RATE, MULTI-STAGE FILTER

M =
K

∏
i=1

Mi

= M1×M2× ...,MK

(5.9)

L =
K

∏
i=1

Li

= L1×L2× ...,LK

(5.10)

4. For each new stage in base, masking and complementary filter, calculate the final sampling frequency for

interpolation and decimation factor using Equation (5.11), where Fs,i is the initial frequency at stage i and

Fs,K is the final frequency at stage K.

Fs,K =
Fs,i
M

=
Fs,i

K

∏
i=1

Mi

(5.11)

Fs,K = Fs,iL

= Fs,i

K

∏
i=1

Li
(5.12)

5. For each stage, normalise all the channel bandwidths (BWs), such that BWi and transition bandwidth, ∆i,

specifications range from 0 to 1, and where BWs,k= BWs, j
Fs,k

.

6. Calculate the modal bandwidth by first calculating the individual bandwidth such that BW ′i = BWi
2 . The

modal bandwidth is thus calculated as: BWModal=
GCD(BW ′s,1,BW ′s,2,BW ′s,3)

2 . This corresponds to the stop band

frequency.

7. Calculate the stop band frequency sucht that

fstop ≤
Fs,K

2
(5.13)

In order to prevent degradation due to aliasing into the desired signal band, the stop band cut-off frequency

of the ith stage must conform to this relation.

fstop,i ≤ Fs,i− fstop (5.14)

8. Normalize the transition bandwidth, ∆k such that it is equal to ∆i
Mi

for decimated signal and ∆iLi for

interpolated signal.

9. Determine transition bandwidth for stage i using ∆s,i such that the transition bandwidth will be equal

to ∆′s,k= ∆s,i
Mk
× dk. The next stage j will be defined as ∆′s, j=

∆s,k
Mk
× dk. The transition bandwidth for

interpolation factor is equal to ∆′s,k=∆s,iLk× edk
. The next stage j will be defined as ∆′s, j=∆s,kLk× edk
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CHAPTER 5 MULTI-RATE, MULTI-STAGE FILTER

10. Determine the modal TBW as: $∆modal=min(∆′i,∆
′
2, ...,∆

′
n). This corresponds to the modal transition

width.

11. Calculate the passband width as fp= stop−∆′s,k.

12. Determine the new pass band ripple using the following Equation.

δ
′
p =

δp

2×M
(5.15)

13. Determine the prototype filter order and the individual channels filter order using Bellanger formula as:

N =
−2log10(δ

′
pδ ′s)

3∆T BW
−1[179] (5.16)

.

5.4 CONCLUDING REMARKS

This section focuses on developing multi-rate, multi-stage HGDFT (MHGDFT) and multi-rate, multi-stage

Farrow (MHFarrow) channelisation algorithms. The approach involves multiple stages HGDFT and HFarrow

channelisation implementation with varying sampling rates cascaded together. Two up-sampler or interpolator

with higher sampling rates are proceeded by four decimator filters in the MMHGDFT and MMHFarrow filter.

The interpolator increases the sampling rate while the decimator filter reduces the sampling rate. Filter with

stringent filter specifications are produced with better transition bandwidth, optimised pass band ripples and

smaller filter coefficient in comparison with single filter implementation. The method is an effective approach to

further reduces the complexity of filter.
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CHAPTER 6 RESULTS AND DISCUSSIONS

6.1 INTRODUCTION

This Chapter presents the results and discussions of three algorithm developments with their various improvement

approaches for reducing complexity in multi-standards SDR based receiver.

This work will be categorised under three main sections. Section 6.2 contains the results and discussion of

developed hybrid generalised discrete Fourier transform (HGDFT) algorithm; followed by the result and

interpretations of the improvement approaches on the algorithm. Section 6.3 explains the results and discussion

of another algorithm approach described as hybrid Farrow (HFarrow) channelisation algorithms with its

improvement techniques while Section 6.4 reports the results and the discussion obtained for multi-rate,

multi-stage hybrid generalised discrete Fourier transform (MHGDFT) and multi-rate, multi-stage Farrow

(MHFarrow) channelisation algorithms.

6.2 RESULTS AND INTERPRETATIONS OF HYBRID GENERALISED DISCRETE FOURIER

TRANSFORM CHANNELISATION ALGORITHM (HGDFT)

Section 6.2 focused on the results as well as discussion of the HGDFT channelisation algorithm development

explained in Chapter 3. The results of the improvements on HGDFT filter bank (FB) with PDA-RNS were

summarised in Section 6.2.1. Section 6.2.2 explained in detail the results obtained when improvement was made

on HGDT with PDA-CRNS. While Section 6.2.3 described the results obtained when improvement was made

on HGDFT with PDA-CSERNS.

By adopting the design steps in Section 3.2.3, the following filter frequency characteristics in Table 3.2 were

realized and briefly summarised. Using the information contained in Table 3.2, the normalized channel bandwidth

of BT, ZigBee and WCDMA were 0.05, 0.2 and 0.25 respectively. The bandwidth for the channels were 0.025,

0.1 and 0.125. From Step 2 of Section 3.2.3, the passband width of the prototype filter was set to the greatest

common divisor of the signal bandwidth. The modal filter normalised frequency values was 0.025, which

corresponds to the stopband frequency. Decimation factor of each channel was calculated using the formula in
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CHAPTER 6 RESULTS AND DISCUSSIONS

Step 3 of Section 3.2.3.

Following the design illustration in Section 3.2.1.2 and extracting the 4th channel from the prototype filter, the

filter order was 678 as explained in Table 6.1. BT channels had stopband attenuation of 0.998 and filter order

of 230. Zigbee channels had stopband attenuation of 0.989 with filter order of 118. Also, for WCDMA, the

stopband attenuation was 0.997 with filter order of 90. Varying the values of m, n and M, new set of frequencies

were obtained with higher filter order as shown in Table 6.2. The coefficient of the prototype filter with values

of M = 40 and m = 10, had stopband deviation of 0.0316 with filter order of 240. BT channels had passband

deviation and stopband deviation of 0.1223 and 0.0316 had filter order of 240. The pass band group delay was

between 62.5 and 63 samples. Zigbee channels had pass band deviation and stopband deviation of 0.1223 and

0.0316 with the filter order of 120 while the pass band group delay was from 62.5 and 63 samples. WCDMA

channels had passband deviation and stopband deviation set to 0.001778 and 0.1223 while the filter order was

90 with the group delay of 44.5 and 45.5 samples. The total filter order for the three channels was 690. It can be

explained that the filter length generated is too high for multi-standard receiver system.

Table 6.1. The frequency characteristics of Modulated filter when m = 4

Filter m M stopband Passband Passband stopband Filter

Bank m M frequency (ωms) frequency(ωmp) ripples(δms) attenuation(δmp) length

Modal filter, Ha 4 40 0.025 0.0225 0.998 44 235

Blue tooth,Hma 4 40 0.025 0.0225 0.998 44 235

Zigbee, Hma 4 10 0.1 0.09 0.989 42 118

WCDMA,Hma 4 8 0.2 0.175 0.997 56 90

Table 6.2. The frequency characteristics of Modulated filter when m = 10

Filter stopband Passband Passband stopband Filter

Bank frequency (ωms) frequency(ωmp) attenuation(δmp) ripples(δms) length

Modal filter, Ha 0.025 0.0225 0.998 -58 240

Blue tooth,Hma 0.025 0.0225 0.998 -58 240

Zigbee, Hma 0.1 0.09 0.989 -62 120

WCDMA,Hma 0.2 0.175 0.987 -68 90

Following the design steps in Section 3.2.3 to the result obtained in Table 6.1, the following filter frequency

characteristics in Table 6.3 were realized. The fractional factor for BT, zigbee and WCDMA were calculated

from Step 3 of Section 3.2.3. Prototype low pass filter was computed by varying the fractional factor by 39
40 .

The transition bandwidth for the prototype filter was 0.00095, with passband attenuation of 0.1dB, stopband
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attenuation of −50dB, and the filter length of 180. When the rational factor of 39/40 was applied to BT, the

transition bandwidth changed to 0.00095, with passband ripple of 0.009751, stopband peak ripple of −39 and

filter order of 144. Also, with the fractional factor of 9
10 , the transitional width of zigbee was 0.0041, with

passband ripple of 0.009751, stopband peak ripple of −39 and filter order of 24.

Applying the fractional factor of 7
8 to WCDMA channels, the transition width obtained was 0.01, with passband

ripple of 0.0875, stopband peak ripple of −48.125 and filter order of 15. Figure 6.1 shows the magnitude

response of the modal filter. Also, when prototype complementary channels was varied with fractional factor of
8
9 , 8

9 , 8
9 and 7

8 , BT,zigbee, and WCDMA channels were obtained. The complementary transition bandwidth for

modal filter, BT, Zigbee and WCDMA were: 0.00258, 0.001, 0.004, 0.01 with the filter order of 200, 148, 24

and 11 respectively. Table 6.4 shows the filter characteristics of complementary masking filter using HGDFT

channelisation algorithm. Figure 6.1 shows the magnitude response of the modal filter.

Table 6.5 shows the multiplication complexity of different filter bank algorithms. Multipliers utilised by the

developed HGDFT filter were 511, while the multipliers used by interpolated coefficient decimation masking

filter (ICDM), coefficient decimated filter bank (CDFB), non- uniform modulated discrete Fourier transform

(NU-MDFT) and generalized discrete Fourier transform filter bank (GDFT FB) as seen in [30, 66, 181, 1] were

found to be 1745, 1545, and 1090 and 1444, respectively. Thus, number of multipliers utilized by the hybrid

GDFT filter bank were compared and found to be lower than those of the CDFB [66], ICDM [30, 181] and

GDFT [1] methods although there is trade off in complementary masking filter, Hmc in CDFT, ICDM FB and

GDFT TB.

Hybrid GDFT filter bank achieved 53 % decrement in the number of multiplications compared to NU-MDFT

[181]. Also, the developed HGDFT algorithm attained 71 % decrement in the number of multipliers compared

to the CDFB filter [66], 67 % multiplication decrement was achieved when compared to ICDM [30] and 64%

multipliers decrement compared to GDFT FB [1]. Figure 6.1, Figure 6.2, Figure 6.3 and Figure 6.4 showed the

magnitude responses of modal filter, BT, Zigbee and WCDMA masking filter. The modal filter is a lowpass

filter with passband attenuation of 0.1dB, stopband attenuation of −50dB, and the filter length of 180. Figure

6.2 shows the bandpasss filter for BT with passband ripple of 0.009751, stopband attenuation of −39 and filter

order of 144. Figure 6.3 represents the bandpass filter for Zigbee with passband ripple of 0.009751, stopband

attenuation of−39 and filter order of 24 and Figure 6.4 represents the bandpass filter for WCDMA with passband

ripple of 0.0875, stopband attenuation of −48.125 and filter order of 15.
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Table 6.3. The frequency characteristics of masking filters implemented using HGDFT filter bank.

Filter L
M stopband Passband Passband stopband Filter

Bank frequency (ωms) frequency(ωmp) attenuation(δmp) ripples(δms) length

Modal filter, Ha
39
40 0.025 0.02405 0.1 -50 180

Blue tooth,Hma
39
40 0.025 0.02405 0.0975 -39 144

Zigbee, Hma
9

10 0.1 0.0959 0.09 -39 24

WCDMA,Hma
7
8 0.125 0.1 0.0875 -48.25 15

Table 6.4. The frequency characteristics of complementary masking filter implemented using HGDFT

filter bank.

Filter L
M stopband Pass band Pass band Stopband Filter

Bank frequency (ωmcs) frequency(ωmcp) attenuation (δmcp) ripples (δmcs) length

Modal filter 8
9 0.026 0.024 0.1 -50 200

Bluetooth 8
9 0.026 0.024 0.088 -35.5 148

Zigbee 8
9 0.104 0.096 0.088 -35.5 24

WCDMA 7
8 0.135 0.115 0.0875 -48.25 41

Table 6.5. Multiplication complexity for non-uniform filter bank.

Filter Bank Filter Order Total number of multiplications

Ha Hma Hmc

CDFB [66] 3089 400 - 1745

ICDM FB [30] 2929 160 - 1545

NU-MDFT FB [181] 187 430 469 1090

GDFT FB [1] 160 511 - 1444

HGDFT FB 170 158 183 511
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Figure 6.1. Magnitude response for the modal filter using HGDFT channelisation algorithm.
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Figure 6.2. Magnitude response for the Blue-tooth masking filter using HGDFT channelisation al-

gorithm.
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Figure 6.3. Magnitude response for the Zigbee masking filter using HGDFT channelisation algorithm.
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Figure 6.4. Magnitude response for the WCDMA masking filter using HGDFT channelisation al-

gorithm.
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CHAPTER 6 RESULTS AND DISCUSSIONS

6.2.1 Improvement of HGDFT With PDA-RNS filter (HGDFT-PDARNS)

Table 6.6. Comparison of filter specifications, in terms of number of bits.

Filter Input Bits Passband Stopband No of Adders Amplitude Distortion

Ripples (dB) Attenuation

Prototype 12-bits 3.360 −11.204 185 0.20

filter 14-bits 0.087 −48.146 182 0.205

16-bits 0.09 -48.146 179 0.19

Blue-tooth 12-bits 3.457 −10.532 182 0.05

14-bits 0.094 −42.818 181 0.054

16-bits 0.095 −43.062 144 0.047

Zigbee 12-bits 0.089 −39.095 32 0.164

14-bits 0.088 −39.094 29 0.164

16-bits 0.089 -39.094 22 0.164

WCDMA 12-bits 0.089 −49.33 19 0.292

14-bits 0.089 −50.43 18 0.243

16-bits 0.0887 −50.34 17 0.242

Table 6.7. The frequency characteristics of masking filters implemented using HGDFT PDARNS filter

bank.

Filter L
M stopband Passband Passband stopband Filter

Bank frequency (ωms) frequency(ωmp) ripples(δmp) attenuation(δms) length

Modal filter, Ha
39
40 0.025 0.02405 0.09 -48.146 179

Blue tooth,Hma
39
40 0.025 0.02405 0.095 -43.062 144

Zigbee, Hma
9

10 0.1 0.0959 0.089 -39.094 22

WCDMA,Hma
7
8 0.125 0.1 0.0887 -50.34 17
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Table 6.8. The three RNS values from the filter coefficient.

Filter Double Precision Binary values Integer R31 R32 R33

Coeff. values values

b0=b29 0.01441862490369894 0000000111011001 473 8 25 11

b1=b28 0.02392873769930442 0000001100010000 784 9 16 25

b2=b27 0.025455867630145797 0000001101000010 834 28 2 25

b3=b26 0.003220390664297086 0000000001101010 106 13 10 7

b4=b25 -0.035174037047374741 1111101101111111 -1153 -6 -1 -31

b5=b24 -0.072204929013503033 1111011011000010 -2366 10 -30 -23

b6=b23 -0.081482771549880470 1111010110010010 -2670 -4 -14 -30

b7=b22 -0.041374486392402265 1111101010110100 -1356 -23 -12 -3

b8=b21 0.031642040537188047 0000010000001101 1037 14 13 14

b9=b20 0.109687967473366120 0000111000001010 3594 29 10 30

b10=b19 0.128854319531854060 0001000001111110 4222 6 30 31

b11=b18 0.083665355981792339 0000101010110101 2741 13 21 2

b12=b17 -0.026818540295058590 1111110010010001 -1391 -27 -15 -5

b13=b16 -0.121692802585422390 1111000001101100 -3988 -20 -20 -28

b14=b15 -0.026818540295058590 1111010101100101 -2843 -22 -27 -5

The results obtained in Section 6.2 were further improved using PDARNS. By replacing the HGDFT with the

HGDFT PDA-RNS filter, there was a 100% decrement in the number of multipliers used, from 511 to 0, in

which case the use of multipliers was totally eliminated.

Table 6.6 shows the comparison of filter specifications in terms of number of bits. Bits 8, 12 and 16 were used

during the simulation for comparing the prototype and the masking filters. The varied parameters were passband

ripples, δp′ , stopband attenuation, δs, the number of adders and amplitude distortion. It was observed from

Table 6.6 that the 16-bits showed a closer margin to the continuous filter values of HGDFT FB. Application

of HGDFT PDARNS FB to the 16-bits filter values using the procedure in Section 3.3.1, resulted in the filter

specifications shown in Table 6.7. Binary presentations of the HGDFT PDA-RNS frequency specifications are

shown in Table 6.8 and Table 6.9.
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Table 6.9. The Partial products in binary for the HGDFT PDA-RNS.

Filter R31 R32 R33

Coeff.

b0=b29 0000000000001000(8) 0000000000011001(25) 0000000000001011(11)

b1=b28 0000000000001001(9) 0000000000010000(16) 0000000000011001(25)

b2=b27 0000000000011100(28) 0000000000000010(2) 0000000000001001(25)

b3=b26 0000000000001101(13) 0000000000001010(10) 0000000000000111(7)

b4=b25 1111111111111010(-6) 1111111111111111(-1) 1111111111100001(-31)

b5=b24 1111111111110110(10) 1111111111100010(-30) 1111111111101001(-23)

b6=b23 1111111111111100(-4) 1111111111110010(-14) 1111111111100010(-30)

b7=b22 1111111111101001(-23) 1111111111110100(-12) 1111111111111101(-3)

b8=b21 0000000000001110(14) 0000000000001101(13) 0000000000001110(14)

b9=b20 0000000000011101(29) 0000000000001010(10) 0000000000011110(30)

b10=b19 0000000000000110(6) 0000000000011110(30) 0000000000011111(31)

b11=b18 0000000000001101(13) 0000000000010101(21) 0000000000000010(2)

b12=b17 1111111111100101(-27) 1111111111110001(-15) 1111111111111011(-5)

b13=b16 1111111111101100(-20) 1111111111101100(-20) 1111111111100100(-28)

b14=b15 1111111111101010(-22) 1111111111100101(-27) 1111111111111011(-5)

6.2.1.1 Optimisation of HGDT-PDARNS with Genetic Algorithm (HGDFT PDARNS-GA)

The results obtained in Table 6.7 were further optimised using PDARNS-GA. Table 6.10 shows the frequency

specifications for the masking and complementary masking filter using HGDFT PDARNS-GA. The RNS values

of the HGDFT PDARNS-GA FB were indicated in Table 6.12 with its equivalent binary values as shown in Table

6.13. Table 6.14 and Table 6.15 showed device utilisation comparison. The total hardware resources occupied

by HGDFT PDA-RNS were presented as follows: 1531 total slices, 3897 slices of LUTs, 3990 flip-flops, with

total power of 325.71 mW and total delay of 3.122ns. The total slices occupied by NU-MDFT CSD with Pareto

ABC were 2406, slice LUTs utilised were 8950, flip-flops consumed were 8980, and total power consumed was

1751 with total delay of 3.75ns. The performance of NU-MDFT filter optimized with SID-CSE showed that the

total slices consumed were 1633, slice LUTs utilised were 5901 with flip-flops of 5911 and total power of 1281

while the delay time was 2.6ns.

Analysis and evaluation of these performances, as depicted in Figure 6.5 showed that HGDFT PDA-RNS utilised

22% of the total LUT, 17% of the slices LUT, 17.3% of the flip-flops, 8.7% power consumption and 25% delay

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

152

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



CHAPTER 6 RESULTS AND DISCUSSIONS

in the execution time when compared with NU-MDFT CSD with Pareto ABC [181] and SID-CSE [181].

The filter achieved 78% decrement in the number of occupied slices from 2406 to 1531 slices. There was 91.3%

decrement in power consumption and 75% decrement in execution delay time.

Table 6.10. The frequency characteristics of masking filters implemented using HGDFT PDARNS-GA

filter bank.

Filter L
M stopband Passband Passband stopband Filter

Bank frequency (ωms) frequency(ωmp) ripples(δmp) attenuation (δms) length

Modal filter, Ha
39
40 0.025 0.02405 0.99984 -49.999984 176

Blue-tooth,Hma
39
40 0.025 0.02405 0.097484 -38.999984 143

Zigbee, Hma
9
10 0.1 0.0959 0.089984 -38.999984 22

WCDMA,Hma
7
8 0.125 0.1 0.087484 -48.249984 16

Table 6.11. The frequency characteristics of complementary masking filter implemented using HGDFT

PDARNS-GA filter bank.

Filter L
M stopband Passband Passband stopband Filter

Bank frequency(ωmcs) frequency(ωmcp) ripples (δmcp) attenuation (δmcs) length

Modal filter 8
9 0.026 0.024 0.099984 -49.999 180

Blue-tooth 8
9 0.026 0.024 0.087984 -35.4999 142

Zigbee 8
9 0.104 0.096 0.087984 -35.4999 24

WCDMA 7
8 0.135 0.115 0.087484 -48.249984 4
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Table 6.12. The three RNS values obtained from the filter coefficient of HGDFT PDARNS-GA.

Filter Double Precision Binary values Integer R31 R32 R33

Coeff. values values

b0=b29 0.014434814453125000 0000000111011001 473 8 25 11

b1=b28 0.02392578125000000 0000001100010000 784 9 16 25

b2=b27 0.025451660156250000 0000001101000010 834 28 2 25

b3=b26 0.003204345703125000 0000000001101010 105 12 9 6

b4=b25 -0.035186767578125000 1111101101111111 -1153 -6 -1 -31

b5=b24 -0.07220458984375000 1111011011000010 -2366 10 -30 -23

b6=b23 -0.0814881933593750000 1111010110010010 -2670 -4 -14 -30

b7=b22 -0.041381835937500000 1111101010110100 -1356 -23 -12 -3

b8=b21 0.0316467285156250000 0000010000001101 1037 14 13 14

b9=b20 0.10968017578125000 0000111000001010 3594 29 10 30

b10=b19 0.128845214843750000 0001000001111110 4222 6 30 31

b11=b18 0.083648681640625000 0000101010110101 2741 13 21 2

b12=b17 -0.0268249511718750 11111100 10010001 -879 -20 -17 -12

b13=b16 -0.121704101562500000 1111000001101100 -3988 -20 -20 -28

b14=b15 -0.0268249511718750 1111 1100 1001 0001 -879 -20 -17 -12

From Table 6.15, total devices utilisation were compared. Slice registers utilised by HGDFT PDA-RNS filter

bank were 3828 out of 419328. This showed drastic decrement in slice registers when compared with NU MDFT

FB in [181] which consumed 29,797 out of 301,440 and in SDR [182] which used 15,295 out of 58,880 and also

in SDR channelizer [183] which used up 29,797 out of 301,440. Also, the total slice LUTs used by HGDFT

PDA-RNS filter was found to be 3369 out of 209664, while the hardwarwe utilised by NU MDFT filter in [181]

was observed to be 5901 out of 298,600 and the device consumption rate in [183] was discovered to be 21,169

out of 150,720 and [182] used up 14,726 out of 58,880.
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Table 6.13. Partial products in binary for the HGDFT PDARNS-GA.

Filter R31 R32 R33

Coeff.

b0=b29 0000000000001000(8) 0000000000011001(25) 0000000000001011(11)

b1=b28 0000000000001001(9) 0000000000010000(16) 0000000000011001(25)

b2=b27 0000000000011100(28) 0000000000000010(2) 0000000000001001(25)

b3=b26 0000000000001100(12) 0000000000001001(9) 0000000000000110(6)

b4=b25 1111111111111010(-6) 1111111111111111(-1) 1111111111100001(-31)

b5=b24 1111111111110110(10) 1111111111100010(-30) 1111111111101001(-23)

b6=b23 1111111111111100(-4) 1111111111110010(-14) 1111111111100010(-30)

b7=b22 1111111111101001(-23) 1111111111110100(-12) 1111111111111101(-3)

b8=b21 0000000000001110(14) 0000000000001101(13) 0000000000001110(14)

b9=b20 0000000000011101(29) 0000000000001010(10) 0000000000011110(30)

b10=b19 0000000000000110(6) 0000000000011110(30) 0000000000011111(31)

b11=b18 0000000000001101(13) 0000000000010101(21) 0000000000000010(2)

b12=b17 1111111111101100(-20) 111111111110 11111(-17) 1111111111101111(-12)

b13=b16 1111111111101100(-20) 1111111111101100(-20) 1111111111100100(-28)

b14=b15 1111111111101100(-20) 111111111110 11111(-17) 1111111111101111(-12)

Table 6.14. Device and power utilisation.

Parameter Continuous Coefficients HGDFT PDA-RNS HGDFT CSD SID-CSE

PDARNS- with Pareto [181]

GA ABC[181]

Total slices 2507 1531 1520 2406 1633

Slice LUTs 8694 3897 3900 8950 5901

Flip- flops 10313 3990 3989 8980 5911

Total Power

(mW) 1865 325.71 325 1751 1281

Total Delay 45.125 3.122 3.21 3.75 2.6

(ns)
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Table 6.15. Comparison of device utilisation.

Parameter SDR in SDR channelizer SDR HGDFT HGDFT

[182] in [183] channelizer PDARNS PDARNS-GA

in NU MDFT filter

FB [181]

Slice Registers 15,295 out 29,797 out 5880 out 3828 3820

of 58,880 of 301,440 of 597,200 of 419328 of 419328

Slice LUTs 14,726 out 21,169 out 5901 out 3369 out 3369 out

of 58,880 of 150,720 of 298,600 of 209664 of 209664

Thus, Table 6.14 proves that the hardware resources utilisation for the implementation of HGDFT PDA-RNS

filter bank were found to be less than that in SDR channelizer [181, 182, 183]. The lower filter order in this

design, coupled with the modularity in RNS, clearly contributed to lower slice requirement, lower power

consumption when compared to design in [120, 181].

Also, from Table 6.14 and Table 6.15, the device utilisation were compared. The total hardware resources

occupied by HGDFT PDARNS-GA were presented as follows: total slices occupied were 1520; slice LUTs

utilised were 3900; the flip flops used were 3989; with total power of 325 mW and total delay of 3.21 ns.

Analysis and evaluation of these performances, as depicted in Figure 6.5 showed that improving HGDFT

PDARNS-GA filter utilised 21% of the total LUT, 15% of the slices LUT, 18% decrement in the flip-flops

used, 9% power consumption and 25% delay in the execution time when compared with HGDFT PDA-RNS,

NU-MDFT CSD with Pareto ABC [181] and SID-CSE [181]. The filter achieved an 79% decrement in the

number of occupied slices from 2406 to 1520 slices. There was 90% decrement in power consumption and

75% decrement in execution delay time. Figure 6.7 shows the bandpasss filter for BT with passband ripple of

0.097484, stopband attenuation of −38.999984 and filter order of 143. Figure 6.6 represents the bandpass filter

for Zigbee with passband ripple of 0.089984, stopband attenuation of −38.999984 and filter order of 22 and

Figure 6.8 represents the bandpass filter for WCDMA with passband ripple of 0.087484, stopband attenution of

−48.249984 and filter order of 16.
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Figure 6.6. Frequency response of Zigbee channels using HGDFT PDARNS-GA masking filter.
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Figure 6.7. Frequency response of BT channels using HGDFT PDARNS-GA masking filter.
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Figure 6.8. Frequency response of WCDMA using HGDFT PDARNSGA masking filter in comparison

with HGDFT PDA-RNS masking filter.

6.2.2 Improvement of HGDFT with Parallel Distributed Arithmetic Based Canonical Signed Residual

Number System (PDA-CSRNS)

A 29-tap FIR filter coefficients generated for HGDFT filter designed from Section 3.2.4 was used for the

implementation. The results obtained in Section 6.2 were further improved using PDACSRNS.

Table 6.16 shows the comparison of filter specifications in terms of number of bits. Bits 8, 12 and 16 were used

during the simulation for comparing the prototype and masking filters. The varied parameters were passband

ripples, δp, stopband attenuation, δs, the number of adders and amplitude distortion. It was observed from Table

6.16 that the 16-bits showed a closer margin to the continuous filter values of HGDFT FB. Application of

HGDFT PDACSRNS FB to the 16-bits filter values using the procedure in Section 3.3.1, resulted in the filter

specifications shown in Table 6.17. The generated filter coefficients were converted into binary formats. This

was later converted into CSD. Table 6.19 showed the generated CSD bits. The number of 1’s generated have

been reduced by 34.5% which leads to decrement in the complexity of the filter bank.
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Table 6.16. Comparison of CSRNS filter specifications using different word length.

Filter Input Bits Passband Ripples stopband No of Amplitude

(dB) Attenuation Adders from Distortion

(dB) SPT

Prototype 12-bits 3.355 −15.211 180 0.211

filter 14-bits 0.089 −48.243 179 0.212

16-bits 0.093 -48.24 176 0.21

Blue-tooth 12-bits 4.565 −11.521 179 0.0465

14-bits 0.0932 −42.82 197 0.0432

16-bits 0.09 −41.856 140 0.044

Zigbee 12-bits 0.0889 −39.12 29 0.166

14-bits 0.085 −39.11 27 0.165

16-bits 0.082 -40 20 0.168

WCDMA 2-bits 0.085 −43.638 17 0.28

14-bits 0.084 −50 17 0.2745

16-bits 0.083 −52.2 15 0.223
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Table 6.17. Filter frequency specifications and hardware complexity of HGDFTPDA-CSRNS FB.

Filter SPT Terms used Passband Stopband Total number of Adders Amplitude

ripples (dB) attenuation distortion

Prototype 7 SPTs 0.093 −48.243 168 0.211

filter 6 SPTs 0.0893 −48.243 169 0.2112

5 SPTs 0.096 -48.221 174 0.21

4 SPTs 0.095 -48.13 173 0.212

Blue-tooth 7 SPTs 0.09 −41.856 140 0.044

6 SPTs 0.091221 −41.234 138 0.0429

5 SPTs 0.0912 −41.22 139 0.0411

4 SPTs 0.0911 −41.12 139 0.0409

Zigbee 7 SPTs 0.082 −40 19 0.165

6 SPTs 0.082 −39.43 18 0.167

5 SPTs 0.0831 −38.78 18 0.165

4 SPTs 0.0841 −38.54 19 0.166

WCDMA 7 SPTs 0.084 −51.62 18 0.2744

6 SPTs 0.0835 −51.67 18 0.2745

5 SPTs 0.0834 −51.93 18 0.2746

4 SPTs 0.0832 −51.91 19 0.2745

3 SPTs 0.0832 −51.91 19 0.2743

Table 6.18. The frequency characteristics of masking filters implemented using HGDFT PDA-CSRNS

filter bank.

Filter L
M stopband Passband Passband stopband Filter

Bank frequency (ωms) frequency(ωmp) Ripples (δmp) Attenuation (δms) length

Modal filter, Ha
39
40 0.025 0.02405 0.096 -48.221 169

Bluetooth,Hma
39
40 0.025 0.02405 0.0912 −41.22 138

Zigbee, Hma
9
10 0.1 0.0959 0.0831 −38.78 18

WCDMA,Hma
7
8 0.125 0.1 0.0834 −51.93 18
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Table 6.19. Partial products of the HGDFT FB using PDA-CSRNS.

Filter R31 R32 R33

Coeff.

b0=b29 0000000000001000(8) 0000000000101̄001(25) 00000000000101̄01̄(11)

b1=b28 0000000000001001(9) 0000000000010000(16) 0000000000101̄001(25)

b2=b27 00000000001001̄00(28) 0000000000000010(2) 0000000000001001(25)

b3=b26 00000000000101̄01(13) 0000000000001010(10) 0000000000001001̄(7)

b4=b25 1111111111111010(-6) 1111111111111111(-1) 1111111111100001(-31)

b5=b24 111111111111010(10) 1111111111100010(-30) 1111111111101001(-23)

b6=b23 1111111111111100(-4) 1111111111110010(-14) 1111111111100010(-30)

b7=b22 1111111111101001(-23) 1111111111110100(-12) 1111111111111101(-3)

b8=b21 000000000001001̄0(14) 00000000000101̄01(13) 000000000001001̄0(14)

b9=b20 00000000001001̄01(29) 0000000000001010(10) 000000000010001̄0(30)

b10=b19 000000000000101̄0(6) 000000000010001̄0(30) 0000000000100001̄(31)

b11=b18 00000000000101̄01(13) 0000000000010101(21) 0000000000000010(2)

b12=b17 1111111111100101(-27) 1111111111110001(-15) 1111111111111101̄(-5)

b13=b16 11111111111101̄00(-20) 11111111111101̄00(-20) 1111111111100100(-28)

b14=b15 1111111111101010(-22) 1111111111100101(-27) 1111111111111101̄(-5)

6.2.2.1 Optimisation Of HGDFT PDACSRNS Genetic Algorithm (HGDFT PDACSRNS-GA)

The results obtained in Table 6.17 were further optimised using PDACSRNS-GA. Table 6.20 shows the frequency

specifications for the masking and complementary masking filter using HGDFT PDACSRNS-GA. The RNS

values of the HGFTB PDACSRNS-GA FB were indicated in Table 6.21 with its equivalent CSD bits were as

shown in Table 6.22. Table 6.23 and Table 6.24 showed device utilisation comparison.

The total slices occupied by HGDFT PDA-CSRNS were 1470; slice LUTs utilised were 3472; flip-flops

consumed were 3602; total power consumed was 341.36 with total delay of 3.22ns. Also, the total slices

occupied by NU-MDFT CSD with Pareto ABC were 2406, slice LUTs utilised were 8950, flip-flops consumed

were 8980, total power consumed was 1751 with total delay of 3.75ns. The performance of NU-MDFT filter

optimized with SID-CSE showed that the total slices consumed were 1633, slice LUTs utilised were 5901 with

flip- flops of 5911 and total power of 1281 while the delay time was 2.6ns.
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Table 6.20. The frequency characteristics of masking filters implemented using HGDFT PDACSRNS-

GA filter bank.

Filter L
M Stopband Passband Passband Stopband Filter

Bank frequency (ωms) frequency(ωmp) ripples(δmp) attenuation (δms) length

Modal filter, Ha
39
40 0.025 0.02405 0.0999864 -49.999864 167

Bluetooth,Hma
39
40 0.025 0.02405 0.097486 -38.999 137

Zigbee, Hma
9
10 0.1 0.0959 0.089986 -38.9999861 16

WCDMA,Hma
7
8 0.125 0.1 0.087486 -48.124986 17

Table 6.21. The three HGDFT PDACSRNS-GA values from the filter coefficient.

Filter Double Precision Binary values Integer R31 R32 R33

Coeff. values values

b0=b29 0.014439826589188383 0000000111011001 473 8 25 11

b1=b28 0.023925294525676558 0000001100010000 784 9 16 25

b2=b27 0.025452250396302972 0000001101000010 834 28 2 25

b3=b26 0.003219876117672146 0000000001101010 106 13 10 7

b4=b25 -0.0351689729181176006 1111101101111111 -1152 -6 -1 -31

b5=b24 -0.072194689289169181 1111011011000010 -2366 10 -30 -23

b6=b23 -0.081471081849437965 1111010110010010 -2670 -4 -14 -30

b7=b22 -0.041368668067425840 1111101010110100 -1356 -23 -12 -3

b8=b21 0.031637637425677975 0000010000001101 1037 14 13 14

b9=b20 0.109672239834519690 0000111000001010 3594 29 10 30

b10=b19 0.128836669712955410 0001000001111110 4222 6 30 31

b11=b18 0.08353350917422709 0000101010110101 2741 13 21 2

b12=b17 -0.026814421305748543 11111100 10010001 -2715 -13 -5 -24

b13=b16 -0.121675252764629870 1111000001101100 -3987 -12 -13 -6

b14=b15 -0.08285881403315159 1111 1100 1001 0001 -879 -20 -17 -12
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Table 6.22. The partial products in binary for the HGDFT PDACSRNS-GA.

Filter R31 R32 R33

Coeff.

b0=b29 0000000000001000(8) 0000000000101̄001(25) 00000000000101̄01̄(11)

b1=b28 0000000000001001(9) 0000000000010000(16) 0000000000101̄001(25)

b2=b27 00000000001001̄00(28) 0000000000000010(2) 0000000000001001(25)

b3=b26 00000000000101̄01(13) 0000000000001010(10) 0000000000001001̄(7)

b4=b25 1111111111111010(-6) 1111111111111111(-1) 1111111111100001(-31)

b5=b24 111111111111101̄0(10) 1111111111100010(-30) 1111111111101001(-23)

b6=b23 1111111111111100(-4) 1111111111110010(-14) 1111111111100010(-30)

b7=b22 1111111111101001(-23) 1111111111110100(-12) 1111111111111101(-3)

b8=b21 000000000001001̄0(14) 00000000000101̄01(13) 000000000001001̄0(14)

b9=b20 00000000001001̄01(29) 0000000000001010(10) 000000000010001̄0(30)

b10=b19 000000000000101̄0(6) 000000000010001̄0(30) 0000000000100001̄(31)

b11=b18 00000000000101̄01(13) 0000000000010101(21) 0000000000000010(2)

b12=b17 1111111111110101̄(-13) 111111111111 1101̄(-5) 1111111111101000(-12)

b13=b16 11111111111101̄00(-20) 11111111111101̄00(-20) 1111111111100100(-28)

b14=b15 11111111111101̄00(-20) 11111111111 00001̄(-17) 1111111111110001̄(-12)

Analysis and evaluation of these performances, as depicted in Figure 6.9 showed that improving HGDFT with

PDA-CSRNS utilised 21% of the total LUT, 15% of the slices LUT, 17.3% of the flip-flops used, 9% power

consumption and 26% delay in the execution time when compared with NU-MDFT CSD with Pareto ABC

[181].

The filter achieved a 79% decrement in the number of occupied slices from 2406 to 1470 slices. There was 91%

decrement in power consumption and 75% decrement in execution delay time.

From Table 6.24, total devices utilised were compared. Slice registers utilised by HGDFT with PDA-CSRNS

filter bank were 3723 out of 419328. This showed drastic decrement in slice registers when compared with

NU MDFT FB in [181] which consumed 29,797 out of 301,440 and in SDR [182] which used 15,295 out of

58,880 and also in SDR channelizer [183] which used up 29,797 out of 301,440. Also, the total slice LUTs

used by HGDFT with PDA-CSRNS filter were found to be 3723 out of 209664, while the hardware utilised
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by NU MDFT filter in [181] was observed to be 5901 out of 298,600 and the device consumption rate in [183]

was discovered to be 21,169 out of 150,720 and [182] used up 14,726 out of 58,880. Thus, Table 6.24 proves

that the hardware resources utilisation for the implementation of HGDFT PDA-CSRNS filter bank were found

to be less than that in SDR channelizer [181, 182, 183]. The lower filter order in this design, coupled with

the modularity in RNS and the decrement in the generated number of ones used, clearly contributed to lower

slice requirement, lower power consumption when compared to design in [120, 181]. Figure 6.10 shows the

bandpasss filter for BT with passband ripple of 0.0912, stopband attenuation of −41.22 and filter order of 138.

Figure 6.11 represents the bandpass filter for Zigbee with passband ripple of 0.0831, stopband attenuation of

−38.78 and filter order of 18.

The total hardware resources occupied by HGDFT PDACSRNS-GA were presented in Table 6.23. HGDFT

PDACSRNS-GA occupied 1440 total slices; 3445 slices of LUTs; 3602 flip-flops with total power of 324.98

mW and total delay of 2.791. Analysis and evaluation of these performances, as depicted in Figure 6.5 showed

that improving HGDFT PDACSRNS-GA filter bank utilised 20% of the total LUT, 15% of the slices LUTs,

15% of the flip-flops used, 8.9% power consumption and 24% delay in the execution time when compared with

HGDFT PDA-RNS, NU-MDFT CSD with Pareto ABC [181] and SID-CSE [181].

The filter achieved an 80% decrement in the number of occupied slices from 2406 to 1440 slices. There was

91.1% decrement in power consumption and 76% decrement in execution delay time.

Table 6.23. Device and Power utilisation.

Parameter Continuous HGDFT HGDFT CSD SID-CSE

Coefficients PDA-CSRNS PDACSRNS with Pareto [181]

-GA ABC[181]

Total slices 2507 1470 1440 2406 1633

Slice LUTs 8694 3472 3445 8950 5901

Flip- flops 10313 3586 3602 8980 5911

Total Power

(mW) 1865 341.36 324.98 1751 1281

Total Delay

(ns) 45.125 3.22 2.791 3.75 2.6
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Table 6.24. Comparison of device utilisation.

Parameter SDR SDR SDR HGDFT HGDFT

in [182] channelizer channelizer PDA- PDA

in [183] using CSRNS FB CSRNS-

NU MDFT FB [181] GA

Slice Registers 15,295 out 29,797 out 5880 out 3723 3723

of 58,880 of 301,440 of 597,200 of 419328 of 419328

Slice LUTs 14,726 out 21,169 out 5901 out 3409 out 3409 out

of 58,880 of 150,720 of 298,600 of 209664 of 209664
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Figure 6.9. Resources utilisation for different filter algorithm relative to HGDFT PDA-CSRNSGA.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

167

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



CHAPTER 6 RESULTS AND DISCUSSIONS

0.02 0.025 0.03 0.035 0.04 0.045 0.05

Normalised Frequency (  rad/sample)

-60

-50

-40

-30

-20

-10

0
M

ag
n
it

u
d
e 

(d
B

)

Continous filter

HGDFT PDA-CSRNS FB

HGDFT PDACSRNS-GA FB

Figure 6.10. Frequency response of BT channels using HGDFT PDACSRNS-GA in comparison with

HGDFT PDA-CSRNS masking filter and Continuous filter.
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Figure 6.11. Frequency response of Zigbee channels using HGDFT PDACSRNS-GA in comparison

with HGDFT PDA-CSRNS masking filter and Continuous filter.

6.2.3 Improvement of HGDFT Parallel Distributed Arithmetic Based Common Sub-Expression Elim-

ination RNS (PDA-CSERNS) Technique

Also, by replacing the multiplier in Table 6.3 with HGDFT PDA-CSERNS, there was 100% decrease in

multipliers consumed from 511 to 0, in which case the use of multipliers were totally eliminated. Only adders
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were used during the implementation. Table 6.25 and Table 6.26 showed silicon area complexity for the hybrid

GDFT with PDA-CSERNS filter.

The HGDFT with PDA-CSERNS method utilised 22% of the total slices, 16% of the slices LUTs, 18% of the

flip-flops used, 8.2% power consumption and 25% delay in the execution time. It was observed from Figure 6.12

that this filter achieved a 78% decrement in the number of occupied slices from 2406 to 1456. There was 91.8%

decrement in power consumption and 75% decrement in execution delay time. All these were in comparison

with [30, 181]. The lower filter order in this design clearly contributed to lower slice requirement, lower power

consumption and lower execution time compared to design using [120, 181]. Optimising with HGDFT PDA

CSERNS-GA improves the performances of HGDFT PDA-CSERNS filter. It was observed from Figure 6.12

that this HGDFT PDACSERNS-GA filter achieved a 79% decrement in the number of occupied slices from 2406

to 1455. There was 93% decrement in power consumption and 76% decrement in execution delay time.

Table 6.25. Device and power utilisation.

Parameter HGDFT HGDFT CSD with SID-CSE

PDA-CSERNS FB PDACSERNS-GA Pareto ABC

Total slices 1456 1455 2406 1633

Slice LUTs 3360 3360 8950 5901

Flip- flops 3540 3537 8980 5911

Total Power (mW) 334 330 1751 1281

Total Delay (ns) 3.18 3.14 3.75 2.6

Table 6.26. Comparison of device utilisation for HGDFT with PDA-CSERNS.

Parameter SDR SDR SDR HGDFT HGDFT

channelizer channelizer channelizer PDA- PDA

in [7] in [8] using CSERNS CSERNS

NU-MDDFT FB -GA

Slice Registers 15,295 out 29,797 out 5880 out 3500 out 3500 out

of 58,880 of 301,440 of 597,200 of 419328 of 419328

Slice LUTs 14,726 out 21,169 out 5901 out 3318 out 3316 out

of 58,880 of 150,720 of 298,600 of 209664 of 209664
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Figure 6.12. Plot of HGDFT FB with PDA-CSERNS.

6.3 RESULTS AND DISCUSSIONS FOR HFARROW CHANNELISATION ALGORITHM

This Section presents the results as well as discussion of the HFarrow algorithm development and its various

improvement methods as discussed in Chapter Four. Section 6.3 discusses the result obtained from the devel-

opment of HFarrow channelisation algorithm. Section 6.3.1 presents the results of the improvements made on

HFarrow with PDA-RNS. Section 6.3.2 explains in detail the results obtained when improvement is made on

HFarrow with PDA-CRNS. Section 6.3.3 discusses the results obtained with improvement of HFarrow with

PDA-CSERNS.

Using the information contained in Table 6.27, the normalized channel bandwidth of BT, ZigBee and WCDMA

were 0.05, 0.2 and 0.25 respectively. The channel bandwidths were 0.025, 0.1 and 0.125. From Step 2 of

Section 4.2.5, the passband width of the prototype filter was set to the greatest common divisor of the signal

bandwidth. The modal filter normalised frequency values was 0.025, which corresponds to the modal stopband

frequency.

Decimation factor for each channel was calculated using the formula in Step 3 of Section 4.2.5. The following

were the decimation factors for modal filter, BT, Zigbee, WCDMA: 39
40 , 39

40 , 9
10 , and 7

8 respectively. The modal

decimation factor was found to be 39
40 . When fractional rate, dk, of 39

40 was applied to the modal filter, transition

bandwidth computed was 0,002375, with passband peak ripple of 0.1dB, stopband peak ripple of −50dB, and
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the filter length of 132. Also, when fractional rate, dk of 39
40 was applied to the BT channels, transition bandwidth

computed was 0,0026, with passband peak ripple of 0.00975dB, stopband peak ripple of −39dB, and the filter

length of 107.

When the fractional rate of 9
10 was applied to Zigbee, the transition bandwidth was calculated to be 0,011,

with passband ripple of 0.09, stopband peak ripple of −39 and filter order of 24. When the fractional rate of 7
8

was applied to WCDMA, the transition bandwidth was calculated to be 0,021, with passband ripple of 0.0875,

stopband peak ripple of −48.125 and filter order of 9.

Also, stopband for complementary masking frequency, ωmcs, was calculated using Table 3.1. The value of

stopband edge, passband edge and the fractional rate were calculated using design Steps 5 through to Steps 9 in

Section 4.2.5. The complementary masking decimation factor for modal filter, BT, Zigbee and WCDMA were:
8
9 , 8

9 , 8
9 and 7

8 respectively. The complementary masking transition bandwidth for modal filter, BT, Zigbee and

WCDMA were: 0.00222, 0.00222, 0.0089, 0.021875 with the filter order of 209, 150, 37 and 13. Table 6.28

showed the filter characteristics of complementary masking filter using HGDFT channelisation algorithm. The

frequency characteristic input is shown in Table 6.27.

Table 6.27. The frequency characteristics of masking filters implemented using HFarrow filter bank.

Filter dk stopband Passband Passband stopband Filter

Bank frequency (ωms) frequency(ωmp) ripples (δmp) attenuation (δms) length

Modal filter, Ha
39
40 0.025 0.022625 0.1 -50 132

Blue-tooth,Hma
39
40 0.025 0.0224 0.0975 -39 107

Zigbee, Hma
9

10 0.1 0.089 0.09 -39 24

WCDMA,Hma
7
8 0.2 0.125 0.0875 -48.25 9

Figure 6.14 through to Figure 6.16 showed the magnitude response of the modal filter, Blue-tooth, Zigbee

and WCDMA respectively. The modal filter is a lowpass filter with passband attenuation of 0.1dB, stopband

attenuation of −50dB, and the filter length of 132 as shown in Figure 6.14. Figure 6.13 shows the bandpasss

filter for BT with passband ripple of 0.09751, stopband attenuation of −39 and filter order of 107. Figure 6.15

represents the bandpass filter for Zigbee with passband ripple of 0.09, stopband attenuation of −39 and filter

order of 24 and Figure 6.16 represents the bandpass filter for WCDMA with passband ripple of 0.0875, stopband

attenuation of −48.125 and filter order of 9. The number of multipliers utilised by the HFarrow filter bank were

analysed, compared and found to be lower than CDFB [66] and ICDM [30] methods as indicated in Table 6.29

and Table 6.30.
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Table 6.28. The frequency characteristics of complementary masking filter implemented using HFarrow

filter bank.

Filter dkc stopband Passband Passband stopband Filter

Bank frequency(ωmcs) frequency(ωmcp) ripples (δmcp) attenuation(δmcs) length

Modal filter 8
9 0.027307 0.02269 0.1 -50 147

Blue-tooth 8
9 0.027307 0.02269 0.092 -36.92 134

Zigbee 8
9 0.1080 0.0911 0.088 -35.5 29

WCDMA 7
8 0.2 0.125 0.0875 -48.25 9

Table 6.29. Multiplication complexity for non-uniform filter bank.

Filter Bank Filter Order Total number of multiplication

Ha Hma Hmc

Modal filter 279 - - 187

BT - 107 134 156

Zigbee - 24 29 37

WCDMA - 9 9 9

From the Table 6.30, the total number of multipliers used by HFarrow filter bank were 389 while the ICDM

expended 1545 multipliers, NU MDFFB consumed up to 1090, CDFB used up 1745 and FPCC consumed

980. Thus, the total number of multipliers utilised by HFarrow channelisation was 22% of the total number

of multipliers in CDFB algorithm, while it depleted 25% of the total number of multipliers in ICDM. The

percentage of multipliers used by HFarrow algorithm in comparison with NU MDFT FB was 37%. while

HFarrow algorithm used 39% of FPCC FB. HFarrow showed decrement in the following: 78% in CDFB, 75%

ICDM, 63% in NU MDFT and 61% of FPCC. There was a remarkable decrement in the number of multipliers

used in HFarrow compared with the algorithms used for the comparison as shown in the literature, although

there is trade of comolementary masking filter, Hmc in CDFT, ICDM FB and FPCC TB.
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Table 6.30. Comparison of different multiplication complexities for non-uniform filter bank.

Filter Bank Filter Order Total number of multiplication

Ha Hma Hmc

CDFB [66] 3089 400 - 1745

ICDM FB [30] 2929 160 - 1545

NU-MDFT FB[181] 187 430 469 1090

FPCC FB [1] - - 980

HFarrow filter Bank 187 100 102 389
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Figure 6.13. Magnitude response for the Bluetooth masking filter using HFarrow algorithm.
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Figure 6.14. Magnitude response for the modal filter using HFarrow algorithm.
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Figure 6.15. Magnitude response for the Zigbee masking filter using HFarrow algorithm.
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Figure 6.16. Magnitude response for the WCDMA masking filter using HFarrow algorithm.

6.3.1 Improvement of HFarrow Channelisation Algorithm with Parallel Distributed Arithmetic Based

Residual Number System (HFarrow PDA-RNS)

The results obtained in Table 6.27 were further improved using PDARNS. Table 6.32 compared the filter

specifications in terms of number of bits. Bits 8, 12 and 16 were used during the simulation for comparing

the prototype and masking filters. The varied parameters were passband ripples, δp, stopband attenuation, δs,

number of adders and amplitude distortion. It was observed from Table 6.32 that the 16-bits showed a closer

margin to the continuous filter values of HFarrow FB. Application of HFarrow PDA-RNS FB to the 16-bits filter

requirement using the procedure in Section 3.3.1, resulted in the filter specifications shown in Table 6.32. Table

6.33 and Table 6.34 presented the results obtained by improving HFarrow PDA-RNS filter.
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Table 6.31. Comparison of filter specifications, in terms of number of bits.

Filter Input Bits Passband Stopband attenuation No of adders Amplitude

Ripples (dB) (dB) distortion

Prototype 12-bits 14 −60.911 455 0.030

filter 14-bits 0.083 −47.242 152 0.205

16-bits 0.085 -48.146 130 0.19

Bluetooth 12-bits 0.0786 −38.214. 133 0.104

14-bits 0.0785 −38.213 133 0.103

16-bits 0.0779 −38.221 102 0.105

Zigbee 12-bits 0.0897 −38.103 36 0.104

14-bits 0.0851 −38.154 34 0.1106

16-bits 0.085 -38.124 25 0.115

WCDMA 12-bits 0.0891 −47.234 14 0.03

14-bits 0.0906 −47,235 16 0.0348

16-bits 0.0891 −47,228 7 0.031

Table 6.32. The frequency characteristics of 16- bits masking filters implemented using HFarrow

PDARNS filter bank.

Filter L
M Stopband Passband Passband Stopband Filter

Bank frequency (ωms) frequency(ωmp) ripples(δmp) attenuation(δms) length

Modal filter, Ha
39
40 0.025 0.02405 0.085 -48.146 130

Bluetooth,Hma
39
40 0.025 0.02405 0.0779 -38.221 102

Zigbee, Hma
9

10 0.1 0.0959 0.085 -38.124 25

WCDMA,Hma
7
8 0.125 0.1 0.0891 -47.228 7

From these performances, the plot in Figure 6.17 depicted that HFarrow with PDA-RNS utilised 18% of the

total LUT, 11% of the slices LUT, 12.2% decrement in the flip-flops used, 8% power consumption and 25%

delay in the execution time when compared with NU MDFT CSD with Pareto ABC [181].
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The filter achieved a 88% decrement in number of occupied slices from 2406 to 1206 slices. There was 92%

decrement in power consumption and 75% decrement in execution delay time. From Table 6.39, the total devices

utilised were compared. Slice registers utilised by HFarrow with PDA-RNS filter bank were 2800 out of 419328.

This showed a drastic decrement in slice registers when compared with NU MDFT FB in [181] which consumed

29,797 out of 301,440 and in SDR channelizer [182] which used 15,295 out of 58,880 and also in SDR [183]

which used up 29,797 out of 301,440. Also, the total slice LUTs used by HFarrow algorithm with PDA-RNS

filter were found to be 2799 out of 209664, while the hardware utilised by NU MDFT filter in [181] was observed

to be 5901 out of 298,600 and the device consumption rate in [183] was discovered to be 21,169 out of 150,720

and [182] used up 14,726 out of 58,880. Thus, Table 6.38 proved that the hardware resources utilisation for

the implementation of HFarrow with PDA-RNS filter bank were found lesser than that in SDR channelizer

[181, 182, 183].The lower filter order in this design, coupled with the modularity in RNS, clearly contributed to

lower slice requirement, lower power consumption when compared to design in [120, 181].

Table 6.33. The three RNS values from the HFarrow PDA-RNS filter coefficient.

Filter Double precision Binary values Integer R31 R32 R33

Coefficient values values

b0=b29 0.01441862490369894 0000000111011001 473 8 25 11

b1=b28 0.023928737699304842 0000001100010000 784 9 16 25

b2=b27 0.025455867630145794 0000001101000010 834 28 2 25

b3=b26 0.003220390664297086 0000000001101010 106 13 10 7

b4=b25 -0.035174037047374741 1111101101111111 -1153 -6 -1 -31

b5=b24 -0.072204929013503033 1111011011000010 -2366 10 -30 -23

b6=b23 -0.081482771549880470 1111010110010010 -2670 -4 -14 -30

b7=b22 -0.041374486392402265 1111101010110100 -1356 -23 -12 -3

b8=b21 0.031642040537188047 0000010000001101 1037 14 13 14

b9=b20 0.109687967473366120 0000111000001010 3594 29 10 30

b10=b19 0.128854319531854060 0001000001111110 4222 6 30 31

b11=b18 0.083665355981792339 0000101010110101 2741 13 21 2

b12=b17 -0.026818540295058590 1111110010010001 -1391 -27 -15 -5

b13=b16 -0.121692802585422390 1111000001101100 -3988 -20 -20 -28

b14=b15 -0.082869641432214508 1111010101100101 -2843 -22 -27 -5
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Table 6.34. The partial products in binary for HFarrow PDA-RNS.

Filter R31 R32 R33

Coefficient

b0=b29 0000000000001000(8) 0000000000011001(25) 0000000000001011(11)

b1=b28 0000000000001001(9) 0000000000010000(16) 0000000000011001(25)

b2=b27 0000000000011100(28) 0000000000000010(2) 0000000000001001(25)

b3=b26 0000000000001101(13) 0000000000001010(10) 0000000000000111(7)

b4=b25 1111111111111010(-6) 1111111111111111(-1) 1111111111100001(-31)

b5=b24 1111111111110110(10) 1111111111100010(-30) 1111111111101001(-23)

b6=b23 1111111111111100(-4) 1111111111110010(-14) 1111111111100010(-30)

b7=b22 1111111111101001(-23) 1111111111110100(-12) 1111111111111101(-3)

b8=b21 0000000000001110(14) 0000000000001101(13) 0000000000001110(14)

b9=b20 0000000000011101(29) 0000000000001010(10) 0000000000011110(30)

b10=b19 0000000000000110(6) 0000000000011110(30) 0000000000011111(31)

b11=b18 0000000000001101(13) 0000000000010101(21) 0000000000000010(2)

b12=b17 1111111111100101(-27) 1111111111110001(-15) 1111111111111011(-5)

b13=b16 1111111111101100(-20) 1111111111101100(-20) 1111111111100100(-28)

b14=b15 1111111111101010(-22) 1111111111100101(-27) 1111111111111011(-5)

6.3.1.1 Optimising the Performance of HFarrow PDA-RNS with Genetic Algorithm (HFarrow

PDARNS-GA)

Optimising the frequency specifications of HFarrow PDARNS filter with genetic algorithms, the following Table

6.35 was generated. The corresponding RNS values and its binary representations are shown in Table 6.36 and

Table 6.37. Following the procedure explained in Section 6.3.1, and implementing HFarrow filter coefficients

with PDA-RNS filter, there was 100% decrease in the multipliers utilised. The multipliers reduced from 526 to

0, in which case the use of multipliers was totally eliminated. Table 6.38 and Table 6.39 showed silicon area

complexity for the HFarrow with PDA-RNS filter.

The total hardware resources occupied by HFarrow with PDA-RNS were presented as follows: 1206 total slices,

2073 slices of LUTs, 2338 flip-flops, with total power of 333.53 mW and total delay of 3.328ns. The total slices

occupied by NU-MDFT CSD with Pareto ABC were 2406, slice LUTs utilised were 8950, flip-flops consumed

were 8980, total power consumed was 1751 with total delay of 3.75ns. The performance of NU-MDFT filter

optimized with SID-CSE showed that the total slices consumed were 1633, slice LUTs utilisation were 5901
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with flip-flops of 5911 and total power of 1281 while the delay time was 2.6ns.

Table 6.35. The frequency characteristics of 16- bits masking filters implemented using HFarrow

PDARNS-GA filter bank.

Filter L
M Stopband Passband Passband Stopband Filter

Bank frequency (ωms) frequency(ωmp) ripples (δmp) attenuation(δms) length

Modal filter, Ha
39
40 0.025 0.02405 0.0998 -49.146 130

Bluetooth,Hma
39
40 0.025 0.02405 0.0974876 -38.2314 101

Zigbee, Hma
9
10 0.1 0.0899876 0.085 -38.915 22

WCDMA,Hma
7
8 0.125 0.1 0.0874 -47.223 6

‘

Table 6.38 and Table 6.39 showed device utilisation comparison. The total hardware resources occupied by

HFarrow with PDARNS-GA were presented as follows: 1201 total slices, 2072 slices of LUTs, 2330 flip-flops,

with total power of 332 mW and total delay of 3.31 ns.

Analysis and evaluation of these performances, as depicted in Figure 6.17 showed that improving HFarrow with

PDA-RNSGA utilised 18% of the total LUT, 10% of the slices LUT, 11% in the flip-flops used, 8.3% power

consumption and 17% delay in the execution time when compared with NU-MDFT CSD with Pareto ABC

[181] and SID-CSE [181].

The filter achieved a 90% decrement in the number of occupied slices from 2406 to 1201 slices. There was

91.7% decrement in power consumption and 83% decrement in execution delay time. Figure 6.18, Figure 6.19

and Figure 6.20 showed the magnitude responses of BT, Zigbee and WCDMA masking filter. Figure 6.18

shows the bandpasss filter for BT with passband ripple of 0.00974876, stopband attenuation of −38.2314 and

filter order of 101. Figure 6.19 represents the bandpass filter for Zigbee with passband ripple of 0.085, stopband

attenuation of −38.915 and filter order of 22 and Figure 6.20 represents the bandpass filter for WCDMA with

passband ripple of 0.0874, stopband attenuation of −47.223 and filter order of 6.
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Table 6.36. The three RNS values from the filter coefficient of HFarrow PDARNS-GA.

Filter Double Precision Binary values Integer R31 R32 R33

Coefficient values values

b0=b29 0.014070901481142770 0000000111001101 461 27 13 32

b1=b28 0.024284784907422027 0000001100011100 796 21 28 4

b2=b27 0.025411988546488323 0000001101000001 833 27 1 8

b3=b26 0.004184957106717582 0000000010001001 137 13 9 5

b4=b25 -0.035688346150032906 1111101101101111 -1169 -9 -15 -19

b6=b23 -0.083206120226861024 1111010101011010 -2726 -2 -26 -13

b7=b22 -0.041002650704817206 1111101011000000 -1344 -20 0 -9

b8=b21 0.030419600003954141 0000001111100101 997 5 5 7

b9=b20 0.111713827678263960 0000111001001101 3661 3 13 31

b10=b19 0.128680005559823810 0000111001001101 4216 0 24 25

b11=b18 0.086238745715614962 0000101100001010 2826 5 10 31

b12=b17 -0.028272776806474137 1111110001100010 -926 -4 -2 -31

b13=b16 -0.121142675770288870 1111000001111111 -3969 -30 -31 -24

b14=b15 -0.086126817088436447 1111010011111010 -926 -4 -2 -31
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Table 6.37. The partial products in binary for the HFarrow PDARNS-GA.

Filter R31 R32 R33

Coeff.

b0=b29 000000000001 1011 0000000000001101 0000000000100000

b1=b28 0000000000010101 000000000001 1100 0000000000000100

b2=b27 0000000000011011 0000000000000001 0000000000001000

b3=b26 0000000000001101 0000000000001001 0000000000000101

b4=b25 1111111111110111 1111 1111 1111 0001 1111111111101101

b5=b24 1111111111110110 1111111111100010 1111111111101001

b6=b23 1111 1111 1111 1110 111111111110 0110 1111 1111 1111 0011

b7=b22 1111 1111 1110 1100 0000000000000000 1111111111110111

b8=b21 0000000000000101 0000000000000101 0000 0000 0000 0111

b9=b20 0000000000000011 0000000000001101 0000000000011111

b10=b19 0000000000000000 0000000000011000 0000000000011001

b11=b18 0000000000000101 0000000000001010 0000000000011111

b12=b17 1111 1111 1111 1100 1111 1111 1111 1110 1111 1111 1110 0001

b13=b16 1111 1111 1110 0010 1111 1111 1110 0001 1111 1111 1110 1000

b14=b15 1111 1111 1111 1100 1111 1111 1111 1110 1111 1111 1110 0001

Table 6.38. Device and power utilisation.

Parameter Continuous HFarrow HFarrow CSD SID-CSE

Coefficients PDARNS PDARNS-GA ABC[181]

[181]

Total slices 2507 1206 1201 2406 1633

Slice LUTs 8694 2073 2072 8950 5901

Flip- flops 10313 2338 2330 8980 5911

Total Power (mW) 1865 333.53 332 1751 1281

Total Delay (ns) 45.125 3.328 3.31 3.75 2.6
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Table 6.39. Comparison of device utilisation.

Parameter SDR in SDR channelizer SDR channelizer HFarrow HFarrow

[182] in [183] using NU MDFT PDA-RNS PDARNS

FB[181] FB -GA

Slice Registers 15,295 out 29,797 out 5880 out 2800 out 2789 out of

of 58,880 of 301,440 of 597,200 of 419328 41938

Slice LUTs 14,726 out 21,169 out 5901 out 2799 out 2793 out

of 58,880 of 150,720 of 298,600 of 209664 of 209664
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Figure 6.17. Plot of resources utilisation for HFarrow PDA-RNS filter.
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Figure 6.18. Plot of Bluetooth frequency response of HFarrow PDARNS-GA masking filter.
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Figure 6.19. Plot of Zigbee frequency response using HFarrow PDARNS-GA masking filter.
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Figure 6.20. Plot of WCDMA frequency response using HFarrow PDARNS-GA masking filter.

6.3.2 Improvement of HFarrow Channelisation Algorithm with Parallel Canonical Signed Residual

Number System (PDA-CSRSN)

Improving the performances of Table 6.27 using parallel canonical signed residual number system (PDA-CSRNS)

results in filter specifications shown in Table 6.40. Table 6.41 showed the frequency specifications and hardware

complexities for different SPT terms. Average of five SPT terms were used during the simulation. When

compared with what was obtained from the Table 6.30, the HFarrow filter utilised 30% of the total number of

multipliers used in CDFB filter; 34% of the entire mmultipliers used by ICDM and it uses 50% of the multipliers

NU MDFT filter. From Table 6.42, the number of multipliers used by HFarrow PDA-CSRNS have been totally

eliminated. Therefore, the total number of adders used during the implementation was 325.
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Table 6.40. Comparison of filter specifications, in terms of number of bits.

Filter Input Bits Passband Stopband Attenuation No of Adders Amplitude

Ripples (dB) (dB) Distortion

Prototype 12-bits 3.360 −11.204 404 0.20

filter 14-bits 0.083 −47.242 165 0.205

16-bits 0.085 -48.146 121 0.19

Bluetooth 12-bits 0.0905 38.233 132 0.112

14-bits 0.0902 −38.231 134 0.106

16-bits 0.0901 −38.2315 100 0.119

Zigbee 12-bits 0.0739 −38.261 24 0.111

14-bits 0.0851 −38.9149 23 0.1106

16-bits 0.085 38.915 22 0.115

WCDMA 12-bits 0.0891 −47.234 7 0.03

14-bits 0.089 −47,235 7 0.0348

16-bits 0.0897 −47,228 6 0.031
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Table 6.41. Filter frequency specifications and hardware complexity of HFarrow PDACSRNS FB.

Filter SPT Terms used Passband Stopband Total number of Adders Amplitude

Ripples (dB) Attenuation distortion

Prototype 7 SPTs 0.085 −48.146 159 0.19

filter 6 SPTs 0.086 −48.1433 157 0.19

5 SPTs 0.087 -48.138 145 0.19

4 SPTs 0.089 -48.138 162 0.187

Bluetooth 7 SPTs 0.0901 −38.231 138 0.119

6 SPTs 0.09112 −38.231 119 0.119

5 SPTs 0.0923 −38.435 132 0.119

4 SPTs 0.09235 −34.5 144 0.119

Zigbee 7 SPTs 0.085 −38.915 30 0.115

6 SPTs 0.0848 −36.123 35 0.115

5 SPTs 0.0841 −38.732 34 0.117

4 SPTs 0.0831 −38.65 31 0.117

WCDMA 7 SPTs 0.0897 −47.228 14 0.031

6 SPTs 0.0896 −47.226 14 0.031

5 SPTs 0.0894 −47.342 14 0.031

4 SPTs 0.08942 −45.24 13 0.031

Table 6.42. The frequency characteristics of 16- bits masking filters implemented using HFarrow

PDACSRNS filter bank.

Filter L
M Stopband Passband Passband Stopband Filter

Bank frequency (ωms) frequency(ωmp) ripples(δmp) attenuation(δms) length

(Number of Adders)

Modal filter, Ha
39
40 0.025 0.02405 0.087 -48.138 145

Bluetooth,Hma
39
40 0.025 0.02405 0.0923 -38.435 132

Zigbee, Hma
9

10 0.1 0.0959 0.0841 -38.732 34

WCDMA,Hma
7
8 0.125 0.1 0.0894 -47.342 14
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Table 6.43. The partial products in binary for the HFarrow PDACSRNS.

Filter R31 R32 R33

Coeff.

b0=b29 0000000000001000(8) 0000000000101̄001(25) 000000000000101̄01̄(11)

b1=b28 0000000000001001(9) 0000000000010000(16) 0000000000101̄001(25)

b2=b27 00000000001001̄00(28) 0000000000000010(2) 0000000000001001(25)

b3=b26 00000000000101̄01(13) 0000000000001010(10) 0000000000001001̄(7)

b4=b25 1111111111111010(-6) 1111111111111111(-1) 1111111111100001(-31)

b5=b24 111111111111101̄0(10) 1111111111100010(-30) 1111111111101001(-23)

b6=b23 1111111111111100(-4) 1111111111110010(-14) 1111111111100010(-30)

b7=b22 1111111111101001(-23) 1111111111110100(-12) 1111111111111101(-3)

b8=b21 000000000001001̄0(14) 00000000000101̄01(13) 000000000001001̄0(14)

b9=b20 00000000001001̄01(29) 0000000000001010(10) 000000000010001̄0(30)

b10=b19 000000000000101̄0(6) 000000000010001̄0(30) 0000 0000 0010 0001̄(31)

b11=b18 00000000000101̄01(13) 0000000000010101(21) 0000000000000010(2)

b12=b17 1111111111100101(-27) 1111111111110001(-15) 1111111111111101̄(-5)

b13=b16 11111111111101̄00(-20) 11111111111101̄00(-20) 1111111111100100(-28)

b14=b15 1111111111101010(-22) 1111111111100101(-27) 1111111111111101̄(-5)
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6.3.2.1 Optimisation of HFarrow PDA-CSRNS with Genetic Algorithm (HFarrow PDACSRNS-

GA)

Table 6.44. Comparison of HFarrow PDACSRNS-GA filter specifications, in terms of number of bits.

Filter Input Bits Passband Stopband No of Amplitude

Ripples (dB) Attenuation Adders Distortion

Prototype 12-bits 3.360 −11.204 404 0.20

filter 14-bits 0.083 −47.242 152 0.205

16-bits 0.085 -48.146 156 0.19

Blue-tooth 12-bits 0.0767 38.233 130 0.112

14-bits 0.0787 −38.231 133 0.106

16-bits 0.0787 −38.2315 133 0.119

Zigbee 12-bits 0.0739 −38.261 30 0.111

14-bits 0.0851 −38.9149 35 0.1106

16-bits 0.085 38.915 34 0.115

WCDMA 12-bits 0.0891 −47.234 14 0.03

14-bits 0.089 −47,235 14 0.0348

16-bits 0.0897 −47,228 13 0.031

Table 6.45. The frequency characteristics of 16- bits masking filters implemented using HFarrow

PDACSRNS-GA filter bank.

Filter L
M stopband Passband Passband stopband Filter

Bank frequency (ωms) frequency(ωmp) ripples (δmp) attenuation(δms) length

Modal filter, Ha
39
40 0.025 0.02405 0.0998 -49.9999941 179

Blue-tooth,Hma
39
40 0.025 0.02405 0.0974892 -38.2315 159

Zigbee, Hma
9
10 0.1 0.0959 0.0899892 -38.915 36

WCDMA,Hma
7
8 0.125 0.1 0.0889592 -47.228 14
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Table 6.46. The three RNS values from the filter coefficient of HFarrow PDA CSRNS-GA.

Filter Double Precision Binary values Integer R31 R32 R33

Coeff. values values

b0=b29 0.014071000751575113 0000000111001101 461 27 13 32

b1=b28 0.024285099060693826 0000001100011100 796 21 28 4

b2=b27 0.025412233654139922 0000001101000001 833 27 1 8

b3=b26 0.004185091179568477 0000000010001001 137 13 9 5

b4=b25 -0.03568829729818995 1111101101101111 -1169 -9 -15 -19

b5=b24 -0.0371915687490131136 1111101101101111 -2356 0 -12 -120

b6=b23 -0.083207125257840270 1111010101011010 -2726 -2 -26 -13

b7=b22 -0.041002941417636510 1111101011000000 -1344 -20 0 -9

b8=b21 0.030419712982115037 0000001111100101 997 5 5 7

b9=b20 0.111715176666545730 0000111001001101 3661 3 13 31

b10=b19 0.128681250470345290 0000111001001101 4216 0 24 25

b11=b18 0.086239997640985028 0000101100001010 2826 5 10 31

b12=b17 -0.028273354723455074 1111110001100010 -926 -4 -2 -31

b13=b16 -0.121144093925718830 1111000001111110 -3770 -12 -6 -25

b14=b15 -0.086127412946896853 1111010011111010 -926 -4 -2 -31

From Table 6.48, the following were the devices and power utilisation of HFarrow PDA-CSRNS: total slices

of 1192; slice LUTs of 2014; flip-flops of 2286; power consumption of 333.56mW and total delay of 3.33ns.

The device and power utilisation of CSE with Pareto ABC were as follows: 2406 total slices; 8950 slice LUTs;

8980 flip-flops; 1751mW total power and 3.75ns total delay and SID-CSE utilised the following hardware

resources: 1633 of total slices; 5901 of slice LUTs; 5911 of flip-flops; 1281 of total power and 2.6ns of total

delay. There was a remarkable cut down in the number of resources utilised in HFarrow compared with other

algorithms.

Also, from Figure 6.21, the number of slices utilised by HFarrow algorithm was 17% of the whole slices; 10.1%

of the slice LUTs was consumed during the channelisation operation. The power consumption was 8.7% while

the total operational delay was 25.5%.

Thus, there was considerable decrement in hardware resources of 83% in the total slices, 89.1% in the slice
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LUTs; 91.3% in the power and 74.5% decrement in execution time. There was a decrement in resources utilised

with HFarrow PDA-CSRNS, compared to when HFarrow PDARNS was used. Table 6.48 and Table 6.49

showed device utilisation comparison. The total hardware resources occupied by HFarrow PDACSRNS-GA

were presented as follows: 1190 total slices, 2016 slices of LUT, 2265 flip-flops, with total power of 333.24

mW and total delay of 3.33 ns. Figure 6.22, Figure 6.23 and Figure 6.24 showed the magnitude responses

of BT, WCDMA and Zigbee masking filter using HFarrow PDA CSRNS-GA algorithm. Figure 6.22 shows

the bandpasss filter for BT with passband ripple of 0.00974876, stopband attenuation of −38.2314 and filter

order of 159. Figure 6.24 represents the bandpass filter for Zigbee with passband ripple of 0.0899892, stopband

attenuation of −38.915 and filter order of 36 and Figure 6.23 represents the bandpass filter for WCDMA with

passband ripple of 0.0889592, stopband attenuation of −47.228 and filter order of 14.

Table 6.47. The partial products in binary for the HFarrow PDACSRNS-GA.

Filter R31 R32 R33

Coeff.

b0=b29 000000000001 1011 00000000000101̄01 0000000000100000

b1=b28 0000000000010101 000000000001 1100 0000000000000100

b2=b27 00000000001001̄01̄ 0000000000000001 0000000000001000

b3=b26 00000000000101̄01 0000000000001001 000000000000010

b4=b25 1111111111111001̄ 1111 1111 1111 0001 11111111111101̄01

b5=b24 111111111111101̄0 1111111111100010 1111111111101001

b6=b23 1111 1111 1111 1110 111111111110 101̄0 1111 1111 1111 0011

b7=b22 1111 1111 111101̄00 0000000000000000(0) 1111111111111001̄

b8=b21 0000000000000101 0000000000000101 0000 0000 0000 1001̄

b9=b20 0000000000000101̄ 00000000000101̄01 0000000000100001̄

b10=b19 0000000000000000 0000000000101̄000 0000000000101̄001

b11=b18 0000000000000101 0000000000001010 0000000000100001̄

b12=b17 1111 1111 1111 1100 1111 1111 1111 1110 1111 1111 1110 0001

b13=b16 1111 1111 1111 0100 1111 1111 1111 1010 1111 1111 1110 1001̄

b14=b15 1111 1111 1111 1100 1111 1111 1111 1110 1111 1111 1110 0001

Analysis and evaluation of these performances, as depicted in Figure 6.21, showed that improving HFarrow

PDA-CSRNSGA utilised 16% of the total LUT, 10.5% of the slices LUT, 10% of the flip-flops used, 8.3% power

consumption and 24.5% delay in the execution time when compared with HFarrow with PDA-RNS, NU-MDFT

CSD with Pareto ABC [181] and SID-CSE [181].
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The HFarrow PDACSRNS-GA filter achieved an 83% decrement in the number of occupied slices from 2406 to

1190 slices. There was 91.7% decrement in power consumption and 75.5% decrement in execution delay time.

This is attributed to the shrinkages in the available number of one’s required for computation.

Table 6.48. Device and power utilisation.

Parameter Continuous HFarrow with HFarrow CSD with SID-CSE

Coefficients PDA-CSRNS PDA CSRNS Pareto ABC [181]

-GA [181]

Total slices 2507 1192 1190 2406 1633

Slice LUT 8694 2014 2016 8950 5901

Flip- flops 10313 2286 2265 8980 5911

Total Power (mW) 1865 333.56 333.24 1751 1281

Total Delay (ns) 45.125 3.33 3.33 3.75 2.6

Table 6.49. Comparison of device utilisation.

Parameter SDR SDR SDR Channelizer HFarrow HFarrow

in [182] Channelizer using PDA-CSRNS PDACSRNS

in [183] NU MDFT FB FB -GA

Slice Register 15,295 out 29,797 out 5880 out 2254 out 2255 out

of 58,880 of 301,440 of 597,200 of 239616 of 239616

Slice LUT 14,726 out 21,169 out 5901 out 1976 out 1972 out

of 58,880 of 150,720 of 298,600 of 119808 of 119808
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Figure 6.21. Plot of resources utilisation for HFarrow PDA-CSRNS Channelisation algorithm.
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Figure 6.22. Plot of BT frequency response using HFarrow PDACSRNS-GA masking filter.
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Figure 6.23. Plot of WCDMA frequency response using HFarrow PDACSRNS-GA masking filter.
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Figure 6.24. Plot of Zigbee frequency response using HFarrow PDACSRNS-GA masking filter.
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6.3.3 Improvement of HFarrow Channelisation Algorithm with Parallel Distributed Arithmetic Based

Common Sub-Expression Residual Number System (HFarrow PDA-CSERNS)

When parallel distributed arithmetic based common sub-expressions residual filter (PDA-CSERNS) was applied

to improve the performance of HFarrow filter, the following results were obtained as depicted in Table 6.50.

Hardware resources occupied by HFarow with PDA-CSERNS were as follows: 923 total slices, 1692 slice

LUTs, 1725 flip-flops, 333.51mW power and 3.55ns total delay. The CSD with pareto ABC used the following

device and power: 2406 total slices, 8950 slice LUTs, 8980 flip- flops, 1751mW power and 3.75 ns total delay.

Also, the resources utilisation of SID-CSE were: 1633 total slices, 5901 slice LUTs, 5911 flip-flops, 1281mW

power and 2.6ns delay.

Figure 6.25 shows that HFarrow with PDA-CSERNS utilised 84% of the total slices, 80.1% in slice LUTs,

91.4% in power and 75% in delay time. Table 6.50 and Table 6.51 showed device utilisation comparison. The

total hardware resources occupied by HFarrow with PDACSERNS-GA were presented as follows: 920 total

slices, 1689 slices of LUTs, 1729 flip-flops, with total power of 333.51 mW and total delay of 3.52 ns.

Analysis and evaluation of these performances, as depicted in Figure 6.25 showed that improving HFarrow with

PDACSERNS-GA utilised 15% of the total LUT, 8.2% of the slices LUTs, 8.3% of the flip-flops used, 8.6%

power consumption and 24% delay in the execution time when compared with HFarrow with PDA-CSRNS,

NU-MDFT CSD with Pareto ABC [181] and SID-CSE [181].

The filter achieved an 85% decrements in the number of occupied slices from 2406 to 920 slices. There was a

91.9% decrements in power consumption and 76% decrements in execution delay time.

Table 6.50. Device and power utilisation.

Parameter Conti- HFarrow HFarrow CSD SID-

nous PDA- PDA-CSERNS with Pareto CSE[181]

coeff. CSERNS using GA ABC [181]

Total slices 2507 923 920 2406 1633

Slice LUTs 8694 1692 1689 8950 5901

Flip- flops 10313 1725 1729 8980 5911

Total Power (mW) 1865 333.51 333.51 1751 1281

Total Delay (ns) 45.125 3.55 3.52 3.75 2.6
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Table 6.51. Comparison of device utilisation.

Parameter SDR in SDR SDR HFarrow HFarrow

[182] Channe- Channelizer PDA- PDA

lizer using CSERNS CSERNS

[183] NU MDFT FB [181] -GA

Slice Registers 15,295 out 29,797 out 5880 out 2125 out 2118 out

of 58,880 of 301,440 of 597,200 of 239616 od 239616

Slice LUTs 14,726 out 21,169 out 5901 out 1641 out 1637 out

of 58,880 of 150,720 of 298,600 of 119808 of 119808
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Figure 6.25. Resources Utilization of HFarrow PDA-CSERNS in comparison with other algorithms.

6.4 MULTI-RATE, MULTI-STAGE HYBRID GENERALISED DISCRETE FOURIER TRANS-

FORM (MHGDFT) AND HYBRID FARROW (MHFARROW) FILTER BANKS

The Section presents results of MHGDFT and MHFarrow algorithms approaches for realising low complexity

multi-standard channelisation algorithm in SDR receiver. Section 6.4.1 discusses and presents the results
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of MHGDFT algorithm while Section 6.4.2 discusses and interprets the results obtained for MHFarrow algorithm.

6.4.1 Results and Discussion of MHGDFT ALGORITHM

Four different filtering stages were used for the realization. Table 6.52 through to Table 6.55 showed filter

specifications for multi-rate, multi-stage prototype and masking filters. Filter specifications were relaxed and this

leads to a decrement in the multipliers used as evidenced in the lower filter order as shown in Table 6.56. The

total number of multipliers used in MHGDFT filter bank were 111, while HGDFT filter obtained 511 multipliers,

CDFB [66] and ICDM filter bank [184] have 1745 and 1545 respectively. The lower filter order and multipliers

are due to cascade of different stages of filter.

Table 6.52. Filter specifications for the first stage MHGDFT algorithm.

Filter Bank M L ωs ωp δp′ δs′ filter Length

Modal filter - 39 0.4875 0.3964 0.0975 39 18

Bluetooth - 39 0.4875 0.3964 0.0975 39 14

Zigbee - 9 0.45 0.3592 0.09 39 4

WCDMA - 7 0.438 0.229 0.0875 48.25 2

Table 6.53. Filter specifications for the second stage MHGDFT algorithm.

Filter Bank M L ωs ωp δp′ δs′ filter length

Modal filter 2 - 0.1219 0.097 0.0992 48,25 6

Blue-tooth 2 - 0.1219 0.0991 0.0926 39 4

Zigbee 2 - 0.1141 0.08462 0.855 39 6

WCDMA 4 - 0.10958 0.08275 0.08531 48.25 6

Table 6.54. Filter specifications for the third stage MHGDFT algorithm.

Filter Bank M L ωs ωp δp′ δs′ filter length

Modal filter 4 - 0.4875 0.3037 0.0926 39 3

Bluetooth 4 - 0.01523 0.01236 0.0950 39 1

Zigbee 5 - 0.01141 0.008462 0.08775 39 10

WCDMA 2 - 0.01370 0.01034 0.08531 48.25 11
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Table 6.55. Filter specifications for the four stage MHGDFT algorithm.

Filter Bank M L ωs ωp δp′ δs′ filter length

Modal filter 5 - 0.02 0.0165 0.0975 39 13

Bluetooth 5 - 0.001523 0,001034 0.09555 39 13

Zigbee - - - - - - -

WCDMA - - - - - - -

Table 6.56. Multiplication complexity for non-uniform filter bank using MHGDFT algorithm.

Filter Bank Filter Order Total number of Multiplications

Ha Hma Hmc

CDFB [66]

3089 400 1745

ICDM [30]

FB 2929 160 1545

HGDFT FB 170 158 183 511

MHGDFT 40 71 71 111

6.4.2 Results and Discussion of MHFarrow Algorithm

Applying the design steps given in Section 5.3.1 to Table 6.27, the following multi-rate, multi-stage filter results

as indicated in Table 6.57 through to Table 6.60 were obtained respectively. With this procedure, cascading four

multi-rates, multi-stages filter together result in relaxation of the modal and masking filters with reduced filter

orders. Comparing the performance with the filter orders seen in Table 6.30. The total number of multipliers

used by MHFarrow were 106 compared to 389 found in HFarrow as illustrated in Table 6.61 and CDFB [66],

ICDM [30] and NU MDFT filter bank [181] with a higher number of multiplications. Fewer multipliers seen in

MHFarrow are the consequences of the relaxed filter specifications.
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Table 6.57. The filter specifications for the first stage MHFarrow algorithm.

Filter Bank M L ωs ωp δp′ δs′ filter Length

Modal filter - 39 0.4875 0.44118 0.1 50 16

Bluetooth - 39 0.4875 0.4368 0.975 39 13

Zigbee - 9 0.45 0.4005 0.09 39 4

WCDMA - 7 0.438 0.4375 0.0875 48.25 2

Table 6.58. The filter specifications for the second stage MHFarrow algorithm.

Filter Bank M L ωs ωp δp′ δs′ filter length

Modal filter 2 - 0.1219 0.097 0.0992 48,25 5

Blue-tooth 2 - 0.1219 0.1092 0.0926 39 3

Zigbee 2 - 0.1141 0.1001 0.855 39 4

WCDMA 4 - 0.10958 0.0547 0.08531 48.25 5

Table 6.59. Filter specifications for the third stage MHFarrow algorithm.

Filter Bank M L ωs ωp δp′ δs′ filter length

Modal filter 4 - 0.4875 0.3037 0.0926 39 2

Bluetooth 4 - 0.01523 0.01365 0.0950 39 1

Zigbee 5 - 0.01141 0.01001 0.08775 39 8

WCDMA 4 - 0.01370 0.0068 0.08531 48.25 8

Table 6.60. Filter specifications for the fourth stage MHFarrow algorithm.

Filter Bank M L ωs ωp δp′ δs′ filter length

Modal filter 5 - 0.02 0.0165 0.0975 39 12

Bluetooth 5 - 0.001523 0.001365 0.09555 39 12

Zigbee - - - - - - -

WCDMA - - - - - - -
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Table 6.61. Multiplication complexity for non-uniform filter bank using MHFarrow filter.

Filter Bank Filter Order Total number of Multiplications

Ha Hma Hmc

CDFB [66] 3089 400 - 1745

ICDM FB [30] 2929 160 - 1545

NU-MDFT FB[181] 187 430 469 1090

HFarrow filter bank 187 100 103 389

MHFarrow filter Bank 41 66 66 106

Table 6.62 and Table 6.63 showed resources utilisation of HGDFT and HFarrow filter with various improvement

methods. HFarrow PDACSERNS GA filter shows most optimised resources utilisation. Also, it can be deduced

from Table 6.64 that multi rate, multi stage hybrid Farrow (MMHFarrow) filter exhibits the lowest filter

computational complexity and it is to be preferred for channelisation of multi-standard receivers in SDR.

Table 6.62. Comparison of device and power utilisation of HGDFT filter and its improvement al-

gorithms.

Algorithms Total SLice Flip Total Total

slice LUTs flops Power (mW) delay (ns)

HGDFT PDARNS 1531 3897 3990 325.71 3.1222

HGDFT PDARNS-GA 1520 3990 3989 325 3.21

HGDFT PDA CSRNS 1470 3472 3586 341.36 3.22

HGDFT PDACSRNS-GA 1440 3445 3602 324.98 2.799

HGDFT PDACSERNS 1456 3360 3540 334 3.18

HGDFT PDACSERNS-GA 1455 3360 3537 330 3.14
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Table 6.63. Comparison of device and power utilisation for HFarrow filter and its improvement

algorithms.

Algorithms Total SLice Flip Total Total

slice LUTs flops Power (mW) delay (ns)

HFarrow PDARNS 1206 2073 2338 333.53 3.328

HFarrow PDARNS-GA 1201 2072 2330 332 3.31

HFarrow PDA CSRNS 1192 2014 2286 333.56 3.33

HFarrow PDACSRNS-GA 1190 2016 2265 333.24 3.33

HFarrow PDACSERNS 923 1692 1725 333.51 3.55

HFarrow PDACSERNS-ga 920 1689 1729 333.51 3.52

Table 6.64. Comparison of the three filter architectures in terms of multiplication complexity for

non-uniform filter bank.

Filter Bank Filter Order Total number of Multiplications

Ha Hma Hmc

CDFB [66] 3089 400 - 1745

HGDFT 170 158 511

HFarrow filter bank 187 100 103 389

MHGDFT 187 430 469 111

MHFarrow filter Bank 41 66 66 106

6.5 CONCLUDING REMARKS

In Section 6.2, HGDFT Channelisation algorithm was simulated for designing a low complexity multi-standard

SDR based receiver and the results presented. The method employed combination of modulated GDFT filter and

interpolation coefficient decimation filter in a process described as a hybrid GDFT filter. This is an efficient

realisation for both uniform and non-uniform channelisation.

From Section 6.2, the HGDFT channelisation algorithm achieved: 54%, 61% and 86% in comparison with

coefficient decimation filter bank (CDFB), interpolated coefficient decimated filter (ICDM) and non-uniform

modulated discrete Fourier transform (NU MDFT). The HGDFT channelisation algorithm was further improved

upon as explained: HGDFT with PDA-RNS filter as discussed in Section 6.2.1 achieved a 72.21% decrement in

the number of occupied slices from 2406 to 1531 slices. There was 90.29% decrement in power consumption

and 67.1% decrement in execution delay time when compared with NU-MDFT CSD with Pareto ABC [181]
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and SID-CSE [181]. Optimisation of HGDFT PDARNS-GA filter achieved a 79% decrement in the number of

occupied slices from 2406 to 1520 slices. There was 90% decrement in power consumption and 75% decrement

in execution delay time.

Improving HGDFT with PDA-CSRNS as explained in Section 6.2.2 achieved a 73.32% decrement in the number

of occupied slices from 2406 to 1470 slices. There was a decrement of 83% in power consumption and 89.88%

decrement in execution delay time. From the simulation results, the performance of HGDFT with PDA-CSRNS

filter shows high efficiency in terms of area and speed in comparison with the PDA-RNS. There was remarkable

decrement in the total slices, LUT utilisation, power and delay when the HGDFT channelisation algorithm was

improved with these number representations compared with the other methods in the literature. Optimisation of

the HGDFT PDA-CSRNS filter with HGDFTPDACSRNS-GA further reduces the computational complexities

with 80% decrement in the number of occupied slices from 2406 to 1440 slices. There was a decrement of

91.1% in power consumption and 76% decrement in execution delay time.

However, improvement of HGDFT with PDA-CSERNS as described in Section 6.2.3 showed higher per-

formances in terms of computational complexity decrement, resources used, processing speed, and power

consumption.

In Section 6.3, HFarrow Channelisation algorithm was simulated for designing a low complexity multi-standard

SDR based receiver and the results presented. The method employ a combination of modulated Farrow filter,

coefficient decimation filter and the FRM filter, in a process described as a hybrid coefficient decimation

filter. This is an efficient realisation for both uniform and non-uniform channelisation. From the simulation

results, HFarrow achieved multipiers decrement in the following: 70% in CDFB, 64% ICDM and 50% in NU

MDFT. Moreover, the computational complexities were reduced futher using parallel distributed arithmetics

with different number systems.

Improvement of HFarrow filter with PDA-RNS filter presented in Section 6.3.1 showed that the filter achieved a

82% decrement in number of occupied slices from 2406 to 1206 slices. There was a 96% decrement in power

consumption and 62% decrement in execution delay time in comparison with NU-MDFT CSD with Pareto ABC

[181] and SID-CSE [181]. Optimisation of the HFarrow PDARNS-GA resulted in a decrement in the following:

82% in total LUT used; 90% slice LUTs, 89% flip-flop and 83% delay.

Improvement of HFarrow with PDA-CSRNS algorithm presented in Section 6.3.2 showed a decrement in

hardware resources of 87% in the total slices, 94.9% in the slice LUTs; 98% in the power and 64%.

Also, when HFarrow with PDA-CSERNS was improved upon as discussed in Section 6.3.3, there were decrement
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of: 90% in the total slices, 96% in slice LUTs, 98% in power and 60% in delay time. Optimisation of HFarrow

PDACSRNS-GA filter achieved an 83% decrement in the number of occupied slices from 2406 to 1190 slices.

There was a 91.7% decrement in power consumption and 75.5% decrement in execution delay time.

The HFarrow-FB outperformed the existing channelisation as a result of the flexibility in its fractional delay.

This allows free selection of the cut off frequency and easy adjustment to the passband ripples while improving

the stopband attenuation. This results in suppression of the large lobes in the stopband and the cut off frequency

of the filter can be readily adjusted. Thus, low complexity filter bank is possible with the HFarrow FB and it can

be used to channelise signals from multi-standards signals. There was a remarkable decrement in the total slices,

LUT utilisation, power and delay when the HFarrow channelisation algorithm was improved with these number

representations, compared with the other methods in the literature.

However, HFarrow with PDA-CSERNS showed higher performances in terms of computational complexity

decrement, thus, a decrement of 84% in the total slices, 80.1% in slice LUTs, 90.4% in power and 75% in delay

time. Although, it was seen that the delay time of SID CSE was lower than the PDA-CSERNS, it can still be

proven that the HFarrow PDA-CSERNS showed better performances than the other improvement methods for

HFarrow filter.

In Section 6.4, two new multi-rates, multi-stages approaches for reducing the filter order, the number of

multiplications and the computational complexities are presented. The two approaches are: MHGDFT and

MHFarrow and they used fractional rate conversion methods. Employing fractional rate transformation in

MHGDFT and MHFarrow channelisation algorithm outperformed the single rate HGDFT and HFarrow filter

bank. Cascading filters in stages tend to relax the passband width and stopband attenuation, which invariably

results in reduced filter order and multipliers and computational complexities.

MHGDT filter bank accomplished 71% multipliers decrement when compared with HGDFT while MHFarrow

filter bank achieved up to 73% multipliers decrement rate in comparison with HFarrow filter bank. Table 6.64

shows comparison between the three proposed algorithms in terms of multiplication complexity. It can be

deduced from Table 6.64 that multi rate, multi stage hybrid Farrow (MMHFarrow) filter exhibits the lowest filter

computational complexity and it is to be preferred for channelisation of multi-standard receivers in SDR.
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The main aim of this work is to develop a low computational complexity channelisation algorithm for multi-

standard receiver platforms with the purpose of reducing computational load, increasing speed of operation

and reducing power consumption of the filter bank. The general objective is to explore combinations of low

complexity channelisation algorithms and number system with genetic algorithm that should give a flexible multi-

standard channelisation algorithm with low computational complexity, high speed, and low power consumption.

Major achievement upon execution of the set objectives are:

• Development of an hybrid generalised discrete Fourier transform filter bank and further improvement

using different number systems and genetic algorithms.

• Development of an hybrid Farrow channelisation algorithm and further improvement using different

number systems and genetic algorithm, by reducing the number of adders and multipliers used.

• Development of a multi-rate, multi-stage hybrid generalised discrete Fourier transform and hybrid Farrow

filter with computation complexity of the filter reduced to absolute minimum.

Some details of these achievement are summarized below.

7.1 HYBRID GENERALISED DISCRETE FOURIER TRANSFORM FILTER BANK (HGDFT-

FB)

Modulated GDFT filter bank was developed as substitute for conventional GDFT filter bank. HGDFT chan-

nelisation algorithm was formed by hybridising modulated GDFT, FRM and coefficient decimation 1 (CD-1)

method. An algorithm was written to these effects. The algorithm was simulated on multi-standard (three)

channels and the performance assessed based on parameters such as passband width, stopband width, stopband

attenuation, passband ripples, filter order and the total number of multiplications.
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HGDFT channelisation algorithm showed multiplier reduction in the following: 54% in CDFB, 61% ICDM and

86% in NU MDFT. The HGDFT filter takes advantage of GDFT modulation, symmetrical impulse response,

fractional sample rate converter from frequency response masking (FRM) interpolator coefficient decimation

factors to adjust the filter specifications, that result in relatively lower computational load. This achievement was

further improved using different number systems and genetic algorithm.

7.1.1 Improvement of HGDFT Algorithm with Parallel Distributed based Residual Number System

(PDA-RNS)

Major factor contributing to relatively high filter order seen in HGDFT filter are the multipliers and adders. An

approach to improve the performance of HGDFT channelisation algorithm by reducing the multipliers used

during filtering operations was considered.

Quantized 16-bit binary values obtained from HGDFT filter coefficients were transformed into integer

values. The integer values were partitioned into three residual numbers based on moduli values 2n, 2n− 1

and 2n+ 1. Parallel distributed arithmetic architecture was used for implementation of the three residual

values. It was observed that HGDFT PDA-RNS filter achieved 78% reduction in number of occupied

slices from 2406 to 1531 slices. There was 91.3% reduction in power consumption and 75% reduction in

execution delay time. Performance of the HGDFT PDA-RNS was attributed to the processing approach

used by parallel distributed arithmetic and the modular nature of residual number system. Improving the

performance of HGDFT PDARNS-GA resulted further in lower computational complexity as evidenced in the

resources utilised. HGDFT PDARNS-GA filter achieved an 79% reduction in number of occupied slices from

2406 to 1520 slices. There was 91% reduction in power consumption and 75% reduction in execution delay time.

7.1.2 Improvement of HGDFT Algorithm with Parallel Canonical Residue number system (PDA-

CSRNS)

Another approach was employed to improve the performance of HGDFT channelisation algorithm.

The algorithm was written and implemented on 16-bit quantized residual values obtained from the HGDFT

filter bank. The binary values of the three RNS values obtained were converted into canonical signed digits

by scanning the binary bits from left to right for the number of consecutive ones. In this way, the number of

computational operations were reduced since the number of ones were reduced. This filter achieved a 79%

reduction in the number of occupied slices from 2406 to 1470 slices. There was 91% reduction in power

consumption and 74% reduction in execution delay time.

The optimised HGDFT PDA-CSRNSGA filter achieved a 80% reduction in the number of occupied slices from

2406 to 1470 slices. There was 91.1% reduction in power consumption and 76% reduction in execution delay
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time.

7.1.3 Improvement of HGDFT Channelisation Algorithm using parallel distributed based common sub-

expression elimination (HGDFT PDA-CSE)

Hybrid generalised discrete Fourier transform parallel distributed arithmetic based common sub-expression

residual number systems (HGDFT PDA-CSERNS) was found very efficient in [Friend]realising and improving

the performance of HGDFT-filter bank. This is done by hybridizing the horizontal and vertical common

sub-expression elimination methods together and finding the most used set of bit patterns.

This improvement of HGDFT PDA-CSERNS achieved a 78% reduction in number of occupied slices from 2406

to 1456. There was 91.2% reduction in power consumption and 76% reduction in execution delay time.

Adders in HGDFT filter bank were downsized to remarkable extent and this resulted in reduced logical depth as

well as the critical paths. The reduced adder depth produces lesser computational complexity on the digital filter.

Simulations showed that the algorithm achieved 0:95% reduction in total slices, 3:23% reduction in slice LUTs,

1.8% reduction in flip-flops used, and 2% reduction in power consumed. Although the HGDFT filter algorithms

looks big, it is not more complex than other filter algorithm in the literature and thus the cost implication is

bearable.

7.2 HYBRID FARROW CHANNELISATION ALGORITHM (HFARROW)

Another method described here as HFarrow was explored for designing low computational complexity channel-

isation algorithm. Firstly, a low complexity modulated Farrow filter was developed. This was hybridized with

FRM, interpolation coefficient decimation factor. The algorithm was tested on three multi-standard receiver

channels with distinct filter specifications as indicated in Section 3.2.4.

Total number of multipliers used by HFarrow filter bank was 389 while ICDM expended was 1545, NU MDFFB

consumed up to 1090 , and CDFB used up 1745. The percentage of multipliers used by HFarrow algorithm in

comparison with NU MDFT FB was 50%. HFarrow showed multipliers reduction in the following: 70% in

CDFB, 64% ICDM and 50% in NU MDFT. There was remarkable reduction in the number of multipliers used

in HFarrow compared with the algorithms used in literature.

7.2.1 Improvement of HFarrow Algorithm with PDA-RNS (HFarrow PDA-RNS)

HFarrow PDA-RNS utilised the following resources: 18% of the total LUT, 11% of the slices LUT, 12.2% of the

flip-flops used, 8% power consumption and 25% delay in the execution time, when compared with NU-MDFT
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CSD Pareto ABC. This translates to a 82% reduction in number of occupied slices from 2406 to 1206 slices.

There was 92% reduction in power consumption and 75% reduction in execution delay time.

Optimisation of the HFarrow PDA-RNSGA resulted in 82%, 90 %, 89 % and 83% reductions respectively in

total LUT used, LUT slices, flip-flop, and execution time delay.

7.2.2 Improvement of HFarrow Channelisation Algorithm with PDA-CSRSN (HFarrow PDA-

CSRNS)

This method improves the resources utilisation of HFarrow filter bank. The computational capabilities of the

HFarrow PDA-CSRNS improve remarkably compared to the HFarrow PDA-RNS algorithm.

HFarrow with PDA-CSRNS utilised 17% of the total LUT, 10.1% of the slices LUT, 11.7% of the flip-flops

used, 8.7% power consumption and 25.5% delay in the execution time when compared with NU-MDFT CSD

with Pareto ABC. The filter achieved a 83% reduction in number of occupied slices, from 2406 to 1201 slices.

There was 91.3% reduction in power consumption and 74.5% reduction in execution delay time.

Optimisation using HFarrow with PDA-CSRNS resulted in 84% reduction in number of occupied slices from

2406 to 1190. There was 91.7% reduction in power consumption and 75.5% reduction in execution delay time.

It was observed that the HFarrow PDACSRNS-GA filter achieved an 83% reduction in the number of occupied

slices from 2406 to 1190 slices. The design is efficient in terms of hardware resources , power utilization and

delay.

7.2.3 Improvement of HFarrow Channelisation Algorithm with PDA-CSERNS (HFarrow PDA-

CSERNS)

PDA-CSERNS improves performance of HFarrow algorithm due to the ability to cut down the adder depth

and so reduce computational load of the filter. The improvement of HFarrow PDA-CSERNS over HFarrow

PDA-RNS can be explained in terms of resources utilisation.

Devices and power utilisation are 16% of the total slices, 9.9% of the slice LUTs, 8.6% of the power usage, but

the delay was 0.5% higher than HFarrow PDA-CSRNS.

Optimisation using HFarrow PDA-CSERNSGA resulted in 85% reduction in number of occupied slices from

2406 to 920. There was 91.9% reduction in power consumption and 76% reduction in execution delay time. It

can be proven that the optimising HFarrow PDA-CSERNS or with PDA-CSERNSGA gives better improvement

than HFarrow PDA-RNS.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

208

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



CHAPTER 7 CONCLUSION

HGDFT channelisation algorithm showed reduction in the following: 54% in CDFB, 61% ICDM and 86%

in NU MDFT while HFarrow showed reduction in the following: 70% in CDFB, 64% ICDM and 50% in

NU MDFT. The complexity of the two channelisation algorithms were reduced more when improved with

PDA-CSERNS method. Although the HFarrow filter algorithms looks big, it is not more complex than other

filter algorithm in the literature and thus the cost implication is bearable.

7.3 MULTI-RATE, MULTI-STAGE HYBRID GDFT (HGDFT) AND HYBRID FARROW (HFAR-

ROW) ALGORITHM

In Chapter 5.1, two different multi-rate, multi-stage approaches known as MHGDFT and MHFarrow filter

banks were presented to reduce the computational capability of HGDFT and HFarrow filter banks. MHGDFT

and MHFarrow filter bank achieved outstanding improvement over the single rate HGDFT and HFarrow filter

bank.

The MHGDFT filter bank have 71% lesser filter coefficients than HGDFT filter bank while MHFarrow filter

achieved 73% fewer filter coefficients than HFarrow filter bank. The new filter designs have significantly

reduced filter coefficients and filter multipliers.

7.4 FUTURE RESEARCH

The following extensions should be considered in future for this research work.

• Use of multi-stage cascaded integrator comb (CIC) and Inverse Sinc filter: The research in this

thesis was accomplished using FIR-based filter to reduce the algorithms computational complexities.

Multi-stage CIC and Inverse Sinc filter should be considered for low computational complexities of SDR

channelisation algorithm in the future. Comparision should be made between single stage CIC and

multi-stage CIC filter as well as the inverse Sinc filter. Also the multiplierless single stage and multi-stage

CIC filter should also be studied. Multiplierless filter could be expected to reduce the computational

capabilities of SDR filter to minimum.

• Improvement of the Hybrid algorithm using Serial or multi-bit serial architecture: The Hybrid algorithms

deployed in the research thesis should incorporate serial or multi-bit serial distributed based design. The

algorithm should include pipelining of multi-bit serial distributed filter. The system architecture and

the system clock should be investigated. This could improve the performance of SDR computational

complexity.

• Real time practical implementations of the hybrid algorithms on field programmable gate array (FPGA):

The research in the thesis was carried out using the MATLAB and FPGA co-simulations. In the future

works, the real time practical implementations should be considered. Two added benefits could be derived
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from this approach. The first merit of using FPGA is the full digitization of the architecture and secondly

is the faster response time.

7.5 CONCLUDING REMARKS

Channelisation algorithms for processing multi-standard receivers are computationally intensive processes due

to high volume of digital filtering and high sampling rate involved at the digital front-end. The effect on the

Software Defined Radio (SDR) receiver are increase in power consumption, higher delay which manifests in

form of data loss or signal distortion, and higher resources utilisation.

The complexity increment in GDFT filter is attributed to extra three phase modifications added to is time and

frequency offset which produce multiplicative complexity in the filter. The resultant effect is higher filter order

and higher delay in software defined radio (SDR) mobile systems.

Also, in FPCC, complexity compromise is reached during the process of approximating higher frequency band

with high level of distortion at passband ripples and stop band attenuation. A substantial higher filtering operation

is required in order to approximate a given design specification with prescribed tolerance. This resulted to higher

filter order and higher delay in multi-standard receivers software defined radio.

Developed hybrid Generalised Discrete Fourier Transform (HGDFT), hybrid Farrow (HFarrow), multi-rate,

multi-stage HGDFT (MHGDFT) and multi-rate, multi-stage Farrow (MHFarrow) are found as an effective

methods for reducing the computational complexities of the conventional GDFT and Farrow filter in SDR

channelisation algorithm for multi-standard based receiver platform. The developed algorithms undergo different

processes such as modulation process of conventional GDFT and Farrow filter, symmetrical behaviour of impulse

response, fractional delay from interpolated coefficient decimation filter enhances low computational capability

of the developed filter.

In order to cater for the upcoming development in the wireless receiver, the HGDFT and the HFarrow algorithms

are further improved using these number systems approaches. These are parallel distributed arithmetic based

residual number system (PDA-RNS), parallel distributed arithmetic’s based canonical signed residual number

sytem (PDA-CSRNS), parallel distributed based diminished 1 canonical signed residual number system (PDA-

DCRNS) and parallel distributed based common sub-expression elimination method (PDA-CSERNS).

However, representing the HGDFT and HFarrow channelisation algorithm with these parallel distributed number

systems resulted in distortion of the pass-band ripples and stopband attenuation. Therefore, genetic algorithm

is deployed to HGDFT and HFarrow parallel distributed number systems. Remarkable improvements in

filter complexities were achieved as the pass-band ripples are minimised while the stop-band attenuation are

maximised.
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The results obtained were simulated using MATLAB and co-simulated on Altera FPGA using the very high

speed integrated circuits (VHSIC) hardware descriptive language.

Reduction in filter orders and multipliers as seen in HGDFT PDARNS-GA and HFarrow PDARNS-GA indic-

ated that the algorithms are effective for executing low complexity channelisation in multi-standard receiver

systems. Moreover, the total replacement of the multipliers with adders as seen in HGDFT PDACSRNS-GA,

HGDFT PDADCRNS-GA, HGDFT-PDACSE-GA resulted in lower complexities as evidenced by the resources

allocations, slice LUT, ALUT registers, power consumption and delay execution time. Implementing HFarrow

PDACSRNS-GA and HFarrow PDA-CSE GA algorithms achieved lower complexities than HGDFT parallel

distributed based number sytems equivalent developed.

Optimum lower complexities reduction were recorded when multi-rate, multi-stage HGDFT (MHGDFT) and

HFarrow (MHFarrow) algorithms were implemented for multi-standard based SDR receiver.
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