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a b s t r a c t 

Transient heat fluxes imposed on solid surfaces can significantly affect the heat transfer and pressure 

drop of flow boiling processes in diverse fields ranging from microprocessor electronics cooling to waste- 

heat recovery and large-scale direct steam generation in concentrated solar applications. A series of sim- 

ulated transients were applied in this experimental study to investigate the saturated flow boiling of 

R-245fa in a horizontal pipe. The test section consisted of an 8.31 mm inner diameter, 800 mm long 

heated pipe. The imposed transient conditions involved spatially uniform but temporally varying heat 

fluxes imposed on the pipe. A baseline condition with a saturation temperature of 35 °C, a heat flux of 

7.5 kW/m 

2 and a mass flux of 200 kg/m 

2 s was considered over a vapour quality range from 0.10 to 0.85. 

Motivated by direct steam generation application case studies and based on actual solar direct normal ir- 

radiation data, reductions with an amplitude of 75% of the baseline heat flux were imposed over a period 

of 30 s. The waveform types were step, triangular and sinusoidal pulses, and were applied in a controlled 

fashion. It was found that during the step perturbation, the heat transfer coefficient was approximately 

30% lower than the steady state condition. The triangular and sinusoidal perturbations resulted in heat 

transfer coefficients that were 8% lower than that of the steady state. The pressure gradient through the 

test section was unaffected by the imposed perturbations. 

© 2021 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 

1

o

v

b

t  

[

u

r

i

t

c

t

e

c

fl

a

a

c

c

o

i

t

t

c

s

t

u

fl

t

t

h

0

. Introduction 

Concentrated solar power (CSP) is one of the most attractive 

ptions for decoupling electricity generation and heating from con- 

entional technologies based on fossil fuels. Many studies have 

een performed to investigate the suitability of CSP for desalina- 

ion of water [ 1 , 2 ], process heating [3] , combined heat and power

4] , and distributed power generation [5] . Although it was first 

sed for power generation in the early 1900s [6] , it has lately 

eceived renewed attention [7-9] . In CSP systems, direct normal 

rradiation (DNI, the portion of sunlight that is perpendicular to 

he surface of the earth), is optically focused onto a collector pipe 

arrying a fluid. The fluid is heated for use in a process applica- 

ion or as part of a thermodynamic energy conversion cycle. Sev- 

ral techniques exist, including the utilization of linear solar fo- 

using onto horizontal pipes via, for instance, parabolic trough re- 

ectors. This focal method is attractive because it only requires 
∗ Corresponding Author. 
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 simple one-dimensional solar tracking system, is highly afford- 

ble and scalable, and has been commercially viable for over a 

entury [10] . 

Several CSP plants are already in commercial operation. This in- 

ludes systems that use thermodynamic cycles such as the Stirling 

r Rankine cycles [11] . Each cycle type operates on different work- 

ng fluids and have different associated advantages and disadvan- 

ages. 

Rankine cycles, that operate with water/steam in the liquid, 

wo-phase and vapour regions are commonly used with CSP. The 

ollected solar heat is used to produce high pressure superheated 

team to drive steam turbines. Typically, an intermediate heat 

ransfer fluid, such as molten salts, are heated in the solar field and 

sed to produce the steam via a heat exchanger. When the working 

uid is heated directly into steam within the solar filed, without 

he use of the intermediate heat exchanger, the process is referred 

o as direct steam generation (DSG). The main advantages of this 

irect heating approach are the inherent reduced complexity of the 

ystem architecture [12] , reduced thermodynamic losses, and the 

ossible alleviation of the relatively low temperature limit imposed 
nder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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a  
Nomenclature 

A Area [m 

2 ] 

Bi Biot number [-] 

c p Isobaric specific heat capacity [J/kgK] 

d Diameter [m] 

EB Energy balance error [-] 

G Mass flux [kg/m 

2 s] 

h Specific enthalpy [J/kg] 

I Electric current [A] 

k Thermal conductivity [W/mK] 

L Length [m] 

m Mass [kg] 

˙ m Mass flow rate [kg/s] 

p Pressure [Pa] 

˙ q Heat flux [W/m 

2 ] 
˙ Q Heat transfer rate [W] 

t Time [s] 

T Temperature [K, °C] 

V Electric voltage [V] 

V Volume [m 

3 ] 

x Vapour quality [-] 

Special characters 

α Heat transfer coefficient [W/m 

2 K] 

ε Void fraction [-] 

ρ Density [kg/m 

3 ] 

σ Surface tension [N/m] 

Subscripts 

c Cross-sectional 

C Characteristic 

cond Condenser 

Cu Copper 

f Saturated liquid 

frict Friction 

g Saturated vapour 

h Heated 

i Inner 

in Inlet 

mom Momentum 

o Outer 

out Outlet 

pre Preheater 

ref Refrigerant 

s Surface 

sat Saturation 

static Static 

test Test section 

w Water 

wall Pipe wall 

y molten salt technologies. This can ultimately result in improved 

hermodynamic energy conversion efficiencies, and lower capital 

nd operating costs. 

Depending on the heat flux densities and operating tempera- 

ure requirements, organic working fluids can also be considered 

nstead of water [ 13 , 14 ]. This results in the term “organic Rank-

ne cycles (ORCs)”, and is of particular interest in distributed, low- 

oncentration [5] or dual-fuel [15] systems. The lower associated 

perating pressure, also makes this an attractive option for DSG 

SP. Many different fluids, including alkanes, ammonia and refrig- 

rants such as R-134a and R-245fa (amongst others) have been 

onsidered for different applications [16-18] . Specifically, theoret- 

cal studies of such solar ORC systems have suggested system effi- 
2 
iencies of 7% [19] , with actual experimental ORC systems demon- 

trating an average cycle efficiency of 5% [20] . ORC systems em- 

loying R-245fa have been investigated particularly in the con- 

ext of small-scale, low-temperature generation applications, with 

 modified ORC system being proposed for temperatures below 

0 °C [21] . Additionally, R-245fa ORC systems have been studied for 

aste-heat recovery in heavy-duty diesel engines [ 22 , 23 ] and for 

ombination with high-concentration solar photovoltaics (PV) [24] . 

ome of the other applications of relevance to R-245fa include mi- 

roelectronic chip electronics cooling [25] , and battery cooling sys- 

ems in, for instance, electric vehicles. In all of these applications 

ow boiling of the fluid is either a necessity or beneficial to the 

ntended process. 

Regardless of the application, temporal variations in the im- 

osed heat flux can be expected. In solar systems operating with 

SG in particular, heat flux variations are directly linked to changes 

n the DNI which, for example, can be caused by temporary cloud 

overage [26] . This could potentially be problematic in such sys- 

ems in which the fluid has to be superheated before delivery to 

 turbine or directly to an end-user. To ensure stable and reliable 

erformance, the correct design and operation of the solar field is 

mportant. Thus far, studies that focused on the effect of a decrease 

nd increase in the flow boiling heat flux on the heat transfer co- 

fficient in the collector pipes have been limited. 

Ait Lahoussine Ouali et al. [27] found that cloud coverage had 

 significant impact on the simulated gross power output of a 

roposed CSP plant in Morocco. Feldhoff and Hirsch [28] noted 

hat the current annual DNI yield predictions relied on steady- 

tate heat balances and did not take into account short-term vari- 

tions caused by cloud coverage. Eck and Hirsch [29] developed 

 transient simulation tool to model the impact of cloud shading 

nd found that following a cloud disturbance on a section of the 

arabolic trough, a significant amount of time was needed for the 

ystem to reach steady state. The orientation of the field was also 

f particular importance. 

Wang et al. [30] constructed a test section incorporating non- 

niform heat flux to simulate better the heat flux distribution on 

he collector pipe of an actual parabolic trough. Using R-245fa as 

uid, they found that the non-uniformity of the heat flux enhanced 

ucleation boiling, and that the transition to the fully annular flow 

attern occurred earlier than for uniform heat flux. 

Chen et al. [31] investigated the heat transfer coefficient of sat- 

rated liquid R-134a on the verge of commencing flow boiling un- 

er flow rate oscillations. They conducted tests in a narrow annu- 

ar duct with a hydraulic diameter of 4 mm under a mean mass 

ux of 300 to 500 kg/m 

2 s. Saturation temperatures were varied 

etween 10 and 15 °C, with a heat flux of 0 to 45 kW/m 

2 . The

scillations were of a triangular form, with an amplitude varying 

etween 0% and 30% of the mass flux under investigation. The pe- 

iod of the oscillation ranged between 20 and 120 s. It was found 

hat the time-averaged heat transfer coefficients were not notice- 

bly affected by either the amplitude or the period of the mass flux 

scillation. 

Studies that directly consider the effect of an unsteady heat flux 

re limited. Chen et al. [32] investigated the effect of an oscillating 

eat flux on the heat transfer of R-134a in an annular duct. The 

uct consisted of an outer Pyrex glass pipe with an inner diam- 

ter of 20 mm in which the refrigerant flowed. Inside this was a 

mooth copper pipe with an outer diameter of 10, 16, or 18 mm, 

orresponding to hydraulic diameters of 10, 4 and 2 mm. The in- 

er pipe wall thicknesses were 1, 1.5, and 2.5 mm respectively. The 

eat flux was provided by a cartridge heater inside this copper 

ipe. A saturated liquid inlet state at 15 °C was used and constant 

ass fluxes of 300 and 500 kg/m 

2 s were considered. The heat flux 

n the inner pipe was oscillated in a triangular wave between 0 

nd 30 kW/m 

2 with a mean heat flux of 15 kW/m 

2 , over periods
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f 2 to 600 s. It was found that the influence on the time-averaged

eat transfer coefficient was negligible, regardless of the amplitude 

r period of the heat flux oscillation. The wall temperature of the 

nner pipe followed the imposed heat flux, with a time lag due to 

he thermal inertia of the copper wall. When the period of oscilla- 

ion was small enough (2 s), the wall temperature was unaffected. 

Park et al. [33] conducted a study on the possible detrimen- 

al effect of repeated flow oscillations on the heat transfer coeffi- 

ient of R-134a at a mean mass flux of 300 kg/m 

2 s. They used a

tainless-steel pipe with a 5 mm bore, at a saturation temperature 

f 27 °C. The heat flux was kept between 10.3 and 11.2 kW/m 

2 .

he flow was oscillated sinusoidally with an amplitude of 59% to 

31% of the mean mass flux, for periods between 10 and 130 s. 

t was found that, if the amplitude and period of oscillation re- 

ained below a certain threshold, the mean heat transfer coeffi- 

ient remained unaffected. The wall temperature closely followed 

he oscillation for certain periods and amplitudes. 

Wang et al. [34] conducted a study of the influence of an im- 

osed heat flux oscillation on the onset of boiling and the heat 

ransfer coefficient of saturated liquid FC-72 flowing over a flat 

late. They considered a rectangular waveform with an amplitude 

f 10 to 50% of the mean heat flux (10 kW/m 

2 ) and periods of be-

ween 10 and 30 s, at a saturation temperature of 55 °C. The time- 

veraged heat transfer coefficient was found to be unaffected by 

he imposed waveform, but the instantaneous temperature mea- 

ured at the wall followed the imposed heat flux with a delay. 

The fact that the measured wall temperature fluctuates with the 

pplied heat flux as reported in the literature investigating tran- 

ient heat fluxes opens up another possible failure mechanism par- 

icular to CSP systems. In an industrial parabolic trough system, the 

eceiver geometry consists of a metal tube inside a glass sheath, 

esponsible for maintaining a vacuum around the tube in order to 

imit heat transfer losses. This seal can be broken for many rea- 

ons, which make the replacement of these evacuated tubes one 

f the chief operating costs encountered in practice [35] . Although 

t is not the subject of this particular study, it is interesting to note 

hat many studies have been conducted in an attempt to quan- 

ify and solve this problem [36-41] . Any temperature response data 

athered is thus also of interest to engineers developing parabolic 

rough systems. 

To the authors’ knowledge, there has been a scarcity of exper- 

mental research focused on actual DNI data, and in particular on 

ny temporal fluctuations to the imposed heat flux due to tran- 

ient variations in the DNI. The effect of these conditions on the 

eat transfer and pressure drop in boiling flows through horizon- 

al pipes has yet to be studied in detail. 

In a previous paper [42] , the influence of an inlet vapour qual- 

ty perturbation on the heat transfer coefficient was considered. It 

as found that the expected heat transfer coefficient differed by 

p to 30% from the achieved value, and that there was an under- 

nd overprediction during the downward and upward perturba- 

ions. While the heat transfer coefficient is nominally independent 

f the heat flux, many studies on two-phase boiling flow in par- 

icular have found that this is not the case. The steady-state heat 

ransfer coefficient depends on the applied heat flux in many in- 

tances. 

In this study, perturbations of the heat flux during saturated 

ow boiling are considered, with particular focus on the instanta- 

eous heat transfer coefficient, wall temperature and pressure drop 

n a horizontal pipe. R-245fa is selected as fluid because of its be- 

ign nature, low saturation pressure, and the fact that it is being 

ctively investigated for use in many practical applications [43-45] . 

dditionally, guidelines for the development of experimental facil- 

ties with which to conduct these tests are in their infancy, which 

his study also aims to address. 
d

3 
. Experimental methods 

.1. Facility and apparatus 

The experimental set-up, which consisted of a closed refriger- 

nt loop operated with R-245fa, is shown schematically in Fig. 1 . 

t has been reported in a previous article [42] , but for the benefit

f the reader, the relevant aspects are briefly repeated here. Sub- 

ooled liquid was pumped from the liquid receiver and circulated 

hrough the electrically heated preheater (between Points A and 

), the electrically heated test section (between Points C and D), 

nd a water-cooled condenser (between Points E and F). The pre- 

eater was used to control the inlet vapour quality to the test sec- 

ion, while the test section was used to perform diabatic thermal 

easurements from which to derive the flow boiling heat transfer 

oefficients. The condenser was used to remove the heat added to 

he fluid in the preheater and test section, and to return the fluid 

o a subcooled liquid state. By altering the condenser water flow 

ate, the overall operating pressure and the associated saturation 

emperature could be adjusted. 

The entire facility, except the test section, was constructed from 

mooth hard-drawn copper pipe with an outer diameter of 12.7 

m. To ensure that only liquid entered the pump, the liquid re- 

eiver (which had a capacity of 18 L) was placed approximately 1.5 

 above the pump suction side. A GATHER magnetically coupled 

ariable speed gear pump (with a rated operating range of 14.4 to 

40 L/h) was used to control the mass flow rate through the test 

ection. When required, small adjustments to the flow rate could 

lso be made via a bypass line equipped with a hand-operated 

eedle valve. The test line mass flow rate was measured with a 

icroMotion CMF010 Coriolis flow meter which had a maximum 

ated range of 0.04 kg/s with an accuracy of 0.1% of the flow rate. 

The preheater consisted of two 1.9 m copper pipe sections onto 

hich electrically insulated constantan wire was wound tightly 

round the circumference. Each section had a resulting electrical 

esistance of 35 � and was connected separately to two 3 kW 

lektroAutomatik EA8360-30 DC power supply units which had an 

ccuracy of 0.2% of the output voltage and current. The test sec- 

ion, which consisted of two sight-glasses, a heated copper tube, 

nd several temperature and pressure measurement probes are 

iscussed in detail in the next section. The condenser (a tube- 

n-tube heat exchanger) was connected to a large external water 

eservoir which provided cooling water at approximately 6 °C. The 

ater was circulated via a fixed-speed EBARA centrifugal pump 

nd the water flow rate was adjusted with a three-way valve. A 

icroMotion CMF025 Coriolis flow with a maximum flow rate of 

.4 kg/s, and an accuracy of 0.1% of the current flow rate was used 

o measure this water flow rate. 

For monitoring and control purposes, several pressure transduc- 

rs, thermocouples and resistance temperature detectors (RTDs) 

ere installed at the locations indicated in Fig. 1 by P, T , and

TD respectively. GEMS 2200 series absolute pressure transducers, 

ith an accuracy of 0.2% of the full scale (which was 2 MPa) were 

sed before and after the gear pump. All other pressure monitoring 

ocations were equipped with Sensotec FP20 0 0 absolute pressure 

ransducers, with an accuracy of 0.25% of the full scale of 3.4 MPa. 

ll pressure taps were orientated horizontally and had a diameter 

f 0.8 mm, which was smaller than 10% of the pipe diameter. Ther- 

ocouple measuring locations ( T ) were each equipped with four 

-type thermocouples (with an 0.1 °C accuracy each before calibra- 

ion) positioned externally around the pipe circumference on the 

op, bottom, left, and right, and attached with thermal tape. Ad- 

itional temperature measurement was done via Omega 1/10 DIN 

t100 RTDs (0.03 °C accurate) directly before the preheater, di- 

ectly before the test section, directly after the test section, and 

irectly after the condenser. Thermal insulation with a conductiv- 
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Fig. 1. Experimental test facility schematic showing flow boiling apparatus. 

Fig. 2. Test section schematic (not to scale). 
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ty of 0.036 W/mK [46] was installed to a minimum radius of 80 

m around the entire flow loop. 

.2. Test section 

Because linear focal methods in CSP uses collector tubes that 

re installed in a near-horizontal inclination, a horizontal test sec- 

ion arrangement was considered in this study. The test section, 

hown in Fig. 2 , consisted of a calming section with a length of

00 mm, an inlet sight glass, a heated length ( L h ) of 800 mm, and

n outlet sight glass. The calming and heated section were con- 

tructed from hard-drawn copper pipe with an outer diameter ( d o ) 

f 9.53 mm and an inner diameter ( d i ) of 8.31 mm. In order to

ompare results with existing studies in the literature, the inner 

iameter was selected such that the pipe was in the conventional 

ize range (larger than 3 mm inner diameter [47] ). 

In order to reduce interference of upstream bends, the length 

f the calming section was selected to be approximately 60 times 

he internal diameter. This satisfies the recommendations of Cho 

nd Tae [48] who found that upstream flow disturbances caused by 

ends and twists can influence the downstream flow characteristic 

nd heat transfer mechanism for a length of up to 48 times the 

nternal diameter. To retain a smooth transition before and after 

he heated length, the sight glasses had the same inner diameter 
4 
s that of the copper pipe. Both the inlet and outlet sight glasses 

ere manufactured from 60 mm long borosilicate glass tubes, with 

 thermal conductivity of 1.14 W/mK. 

A heating method similar to that used in the preheater was 

sed in the test section. An electrically insulated constantan resis- 

ance wire (coloured red in Fig. 2 ) with a resistance of 180 � was

ound tightly around the tube over a length of L h (800 mm). It 

as connected to an adjustable 1.5 kW ElektroAutomatik EA8360- 

5 DC power supply with an accuracy of 0.2% of the output voltage 

nd current. 

Several thermocouple locations (black circles and labelled T in 

ig. 2 ) were used. The inlet and outlet fluid temperatures ( T in and

 out ) were measured before and after the inlet and outlet sight 

lasses by four T-type thermocouples each, spaced equally around 

he circumference of the tube (top, bottom, left and right). The tips 

ere located in shallow divots and then soldered in position. The 

all temperature profile along the length and around the circum- 

erence of the heated portion was determined via 32 T-type ther- 

ocouples that were installed in a similar way. The thermocouples 

ere grouped in 8 sets of 4 thermocouples each (spaced equally 

long the axial length at a pitch of 100 mm and also located at 

he top, bottom, left and right). Care was taken to prevent direct 

eating of the thermocouple tips from the neighbouring heating 

lement passes by leaving gaps around the tips. 
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Table 1 

Selected thermophysical properties of R-245fa at a saturation temperature of 35 °C [49] . 

Pressure 

(kPa) 

Density (kg/m 

3 ) Specific enthalpy (kJ/kg) Specific heat (kJ/kgK) 

Liquid Vapour Liquid Vapour Liquid Vapour 

212 1311 12 246 432 1.34 0.935 
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The inlet and outlet absolute pressure over the test section 

ere measured by Sensotec FP20 0 0 transducers (as mentioned 

reviously). The differential pressure was measured using a Vali- 

yne DP15 transducer. The differential pressure transducer had an 

.6 kPa membrane installed and had an accuracy of 0.5% of this 

ull scale. The inlet and outlet pressure taps were located as indi- 

ated by P in Fig. 2 , 800 mm ( L h ) apart, and had the same relative

ize as the other pressure taps mentioned previously. 

The test section was insulated to a minimum radius of 100 mm 

sing the same type of insulation mentioned previously. Calcula- 

ions were done under worst-case scenarios that showed that the 

eat loss from the test section was less than 0.5% of the applied 

eat in this study. 

A specialised Photron Mini-UX high-speed camera was used at 

he inlet and outlet sight glass during this study to record and ver- 

fy the flow patterns. It had a maximum resolution of 1 280 by 1 

24 pixels, a maximum frame rate of 4 0 0 0 frames per second, and

n internal memory capacity of 8 GB. 

.3. Experimental procedure 

.3.1. Calibration 

Because the accuracy of test section temperature measurement 

as of significant importance, special care was taken to calibrate 

he thermocouples indicated in Fig. 2 . For this purpose, two pre- 

alibrated Pt100 resistance temperature detectors (with an accu- 

acy of 0.03 °C) were mounted ahead and after the test section 

ahead of Point C and after Point D in Fig. 1 and Fig. 2 ), such that

heir measuring tips were wholly immersed in the fluid flow. The 

all thermocouples were calibrated in situ against these Pt100s 

uring adiabatic and isothermal steady-state conditions by passing 

 single-phase liquid at the desired temperature through the test 

ection. This procedure was repeated at intervals of 5 °C between 

5 °C and 45 °C, and the obtained data was used to derive cal- 

bration curves for each thermocouple. Following calibration, the 

hermocouples had an average accuracy of 0.05 °C, less than the 

anufacturer’s stated accuracy of 0.1 °C. In the interests of conser- 

atism, the manufacturer’s value was used. 

The differential pressure transducer was calibrated to an accu- 

acy of 0.2% by using a digital manometer with an accuracy of 0.5% 

f the full scale with a water-filled U-tube manometer. 

.3.2. Test matrix and measurement procedure 

A mass flux ( G ) of 200 kg/m 

2 s was considered because the re-

ulting flows observed in the pipe diameter fell within the range of 

egimes encountered in applications of interest (in particular DSG). 

 saturation temperature of 35 °C was chosen chiefly because of 

afety concerns. Although lower than the minimum found in the 

oiling sections of actual low-temperature ORC systems (which are 

pwards of 80 °C), it still falls within the temperature range for 

lectronics cooling, battery cooling systems, and waste heat re- 

overy applications. Some thermophysical properties for R-245fa at 

5 °C are shown in Table 1 . 

The reference heat flux (before and after the perturbation) was 

elected to be 7.5 kW/m 

2 (which is easily achievable in small 

arabolic troughs [10] ) and was based on the expected operation 

f a small solar-driven ORC system at a DNI of 0.75 kW/m 

2 and 

 concentration ratio of 10. In order to determine the amplitude, 
5 
eriod, and perturbation time profile of interest during conditions 

f temporary cloud coverage, actual weather data was considered. 

or this purpose, DNI data (measured by a Kipp and Zonen CHP1 

yrheliometer, with a maximum uncertainty of 2% of the current 

eading, and logged at intervals of 60 s) was obtained from a 

eather station located at the University of Pretoria in South Africa 

25.7545 ° S, 28.2314 ° E, elevation 1 339 m). Even though the rate 

f the decrease in DNI depended on aspects such as cloud density 

nd wind speeds, some insights were obtained from the weather 

tation data. A typical cloudy and windy day on 26 August 2017 

as selected at random. The recorded DNI data from 06:00 in the 

orning to 18:00 in the evening is presented in Fig. 3 a. A detailed

0-min window during mid-morning between 10:30 am and 11:00 

m, is shown in Fig. 3 b, along with the measurement accuracy of 

ach data point. 

Fig. 3 b indicates that the DNI varied significantly from a high 

f approximately 0.8 kW/m 

2 at 10:32 to a low of 0.2 kW/m 

2 at 

0:33, which represented a DNI reduction of 75%. The recorded 

ind speed was approximately 20 km/h. Coupled with the cloud 

over, this scatter is understandable. Unfortunately, the temporal 

esolution of the recording instrumentation was not high enough 

o capture the actual DNI on a sub-minute scale, but based on the 

inute scale data, it is clear that within a one-minute time inter- 

al, large perturbations in the DNI were present. 

In order to represent a hypothetical set of sub-minute scale be- 

aviours, three DNI perturbation time profile types were consid- 

red in this research. These are indicated in Fig. 4 , and include a 

tep pulse (indicated in blue), a triangular ramp-down and ramp- 

p pulse (indicated in pink) and a sinusoidal reduction and recov- 

ry pulse (indicated in teal). In all of these profiles, a temporal re- 

uction of 75% of the concentrated DNI was considered, and was 

ased on the measured DNI reductions mentioned previously. A 

ime length of 30 s was selected because it reflected the timescale 

f the drastic changes presented in Fig. 3 b. The three shapes of the 

erturbations were chosen to vary between extremely rapid cloud 

overage (the step perturbation) and a more moderate, constant 

ate of cloud coverage (the triangular perturbation). The sinusoid 

as chosen to represent winds driving clouds that can affect the 

ncident sunlight. These shapes also corresponded to the observed 

hapes in Fig. 3 b. The indicated numbers (1 to 4) in Fig. 4 signify

he time instance points at the start, middle and end of the per- 

urbation pulses, as well as a restored steady state after the per- 

urbation. These instances are referred to in the results discussion 

ection. 

As mentioned earlier, the inlet thermodynamic state to the test 

ection was primarily selected to cover some commonly expected 

ow patterns. Fig. 5 shows a Wojtan-Ursenbacher-Thome [50] flow 

attern map constructed based on the selected mass flux, heat flux 

nd saturation temperature. Tests were conducted at 16 different 

nlet vapour quality conditions ( x in ) ranging from 0.1 to 0.85 at in- 

ervals of 0.05. The figure indicates that the majority of test con- 

itions were anticipated to fall within the annular flow pattern re- 

ion, with the rest being slug or intermittent flow. The prevalence 

f these flow patterns was visually confirmed via the high-speed 

amera, as shown later in Fig. 6 . 

It is important to note that even though the inlet vapour quality 

as held constant during each experiment, the variation of the ap- 

lied heat flux had an influence on the average vapour quality in 
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Fig. 3. Direct normal irradiation (DNI) measured on 26 August 2017 for: (a) all sunlit daytime hours, and (b) a 30-min view from 10:30 am to 11:00 am. 

Fig. 4. Applied perturbation time profiles under consideration. 

t

s

0

c

Fig. 5. Inlet test conditions plotted on a Wojtan-Ursenbacher-Thome [50] flow pat- 

tern map, constructed specifically for a mass flux of 200 kg/m 

2 s, heat flux of 7.5 

kW/m 

2 , and saturation temperature of 35 °C. 

p

c

i

he test section, and is discussed in more detail later. At steady- 

tate conditions, the vapour quality increased by approximately 

.08 from the inlet to the outlet of the heated length. All inlet 

onditions were investigated for each of the previously-mentioned 
Fig. 6. Flow patterns observed at an inlet vapour quality 

6 
erturbation cases ( Fig. 4 ), while the behaviour under steady-state 

onditions was used as the reference datum condition. 

In order to confirm the presence of the flow patterns indicated 

n Fig. 5 , the high-speed camera in Fig. 2 was utilised. Recordings 
of (a) 0.15, (b) 0.25, (c) 0.30, (d) 0.45, and (e) 0.85. 
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f all the vapour qualities in the test matrix were captured at 2 

 0 0 frames per second at a resolution of 1 280 by 720 pixels at the

nlet sight glass. Screenshots of the recordings for specific vapour 

ualities of interest are shown in Fig. 6 . The vapour qualities of 

.15 ( Fig. 6 a), 0.25 ( Fig. 6 b), and 0.30 ( Fig. 6 c) were chosen since

hey straddle the transition lines in Fig. 5 at a mass flux of 200

g/m 

2 s, while the vapour qualities of 0.45 and 0.85 ( Figs. 6 d and

 e) were used to confirm annular behaviour. 

According to Fig. 5 , a vapour quality of 0.15 should show a slug

ow pattern. The observed flow pattern alternated between inter- 

ittent and slug flow however, which should only happen at a 

apour quality of 0.20. This indicates that the flow pattern map 

ransition between slug and intermittent flow possibly needs ad- 

ustment. A vapour quality of 0.25 showed the intermittent flow 

attern, agreeing with the flow pattern map. The annular flow pat- 

ern was visible for vapour qualities 0.3 and up, confirming the ac- 

uracy of the flow pattern map. The flow patterns for the majority 

f vapour qualities tested (0.30 to 0.85) were thus of the form most 

ften encountered in industrial systems (that of annular) and the 

ow pattern map was deemed sufficiently accurate. 

All perturbations and the data logging procedure were initi- 

ted once steady state conditions had been achieved for at least 

0 min. This was judged to have been reached when the mass flux 

emained within 2.5% of 200 kg/m 

2 s, the saturation temperature 

as within 0.5 °C of 35 °C and the actual inlet vapour quality was

ithin 0.03 of the target vapour quality. The upper and lower lim- 

ting values for the flow to be considered steady state were explic- 

tly chosen to fall outside the uncertainty band. Once steady state 

ad been achieved, and the overall test facility energy balance er- 

or percentage (calculated below in Eq. (1) ) was < 5%, a pertur- 

ation was initiated, as a single-pulse profile (step, triangular or 

inusoidal). Data samples were captured at approximately 2 Hz to 

atch the ability of the power supply control interfaces. 

.3.3. Data processing and analysis 

A key metric in achieving a steady state operating condition is 

he diabatic energy balance error. This entails accounting for all the 

nergy added or removed in the control volume consisting of the 

reheater, test section and condenser: 

 EB = 100 

(
1 −

˙ Q pre + 

˙ Q test 

˙ Q cond 

)
(1) 

here ˙ Q pre is the heating rate in the preheater, ˙ Q test is the heating 

ate in the test section, and 

˙ Q cond is the heat transfer rate removed 

n the condenser. The pumping power to the gear pump and heat 

oss or gain from the test facility tubing through the insulation 

ere ignored because the losses through the insulation was less 

han 0.5% (as described previously) and the pump was not part of 

he control volume under investigation. 

The condensation heat transfer rate was determined via the en- 

rgy balance principle based on the water-side measurements: 

˙ 
 cond = 

˙ m w 

(
h w , out − h w , in 

)
(2) 

here ˙ m w 

is the mass flow rate of the water obtained from the 

ater Coriolis flow meter, and h w , out and h w , in are the specific 

nthalpies of the water at the outlet and inlet. These were ob- 

ained from the measured water temperature at Points E and F in 

ig. 1 via the CoolProp thermodynamic library [49] . 

The heating rate of the preheater was determined using the 

eneralised power equation, neglecting heat loss through the pre- 

eater thermal insulation: 

˙ 
 pre = V pre I pre (3) 

here V pre and I pre are the voltage and current of the preheater 

ower supply unit, as obtained from the instantaneous values com- 

unicated to the control software. The heating rate of the test sec- 
7 
ion was determined in a similar way, but based on the voltage and 

urrent applied to the test section. 

Next, the inlet vapour quality of the R-245fa was verified by 

sing the following definition: 

 in = 

h in − h f 

h g − h f 

(4) 

here h in is the inlet specific enthalpy, and h f and h g are the spe- 

ific enthalpies of the saturated liquid and vapour, respectively. The 

atter enthalpies were obtained from CoolProp [49] at the govern- 

ng saturation temperature, calculated as the arithmetic averaged 

emperature in the test section based on the inlet and outlet R- 

45fa temperatures (as discussed later). h in was calculated from 

he energy balance around the preheater located between Points 

 and B (see Fig. 1 ), and the adiabatic fluid line between Points B

nd C: 

 in = h C = h B = 

˙ Q pre 

˙ m ref 

+ h A (5) 

ere ˙ m ref is the mass flow rate of the R-245fa obtained from the 

efrigerant line Coriolis flow meter, and h A , h B , and h C are the spe- 

ific enthalpies of the fluid at Points A, B, and C. The value of 

 A was obtained from the measured temperature and pressure at 

oint A via CoolProp [49] . 

The instantaneous heat transfer coefficient at time t , α(t ) , was 

etermined using Newton’s law of cooling as is common in engi- 

eering practice: 

( t ) = 

˙ q i ( t ) 

T̄ i , wall ( t ) − T sat 

(6) 

ith ˙ q i (t) being the instantaneous inner-surface (wall) heat flux, 

 sat being the saturation temperature over the test section, 

nd T̄ i , wall (t) ≈ T̄ wall (t) being the instantaneous spatially-averaged 

all temperature determined from the 32 wall thermocouples. 

he assumption that the inner and outer wall temperature were 

quivalent, was checked against a lumped capacitance analysis and 

ourier conduction calculation as mentioned later. 

The saturation temperatures before and after the heated sec- 

ion were obtained from the arithmetic averages of the thermocou- 

le measurements at stations T in and T out . These were compared 

gainst the readings obtained from the two Pt100s before and af- 

er the test section and also cross-checked against the expected 

aturation temperature at the recorded absolute pressure readings 

rom the locations indicated in Fig. 2 . It was found for adiabatic 

onditions that the Pt100 readings and the thermocouple readings 

ere within 0.1 °C of each other. 

The inner-surface heat flux was calculated from an unsteady en- 

rgy equation, as follows: 

˙ 
 i ( t ) = 

˙ q test ( t ) − ˙ q Cu ( t ) ; ˙ q Cu ( t ) = 

˙ Q Cu 

A s 
; ˙ q test ( t ) = 

˙ Q test ( t ) 

A s 
(7) 

here A s = πd i L h is the inner-wall surface area based on the inner 

ipe diameter and the heated length, while ˙ q i (t) is the net heat 

ux on the inner wall (imposed from the solid wall onto the flow 

f R-245fa) at time t . The latter was calculated from the known 

pplied electric heating power ( ˙ Q test ) and the unsteady heat accu- 

ulation in the copper pipe wall ( ˙ Q Cu ). This energy balance as- 

umes that the heat transfer through the exterior thermal insu- 

ation is negligible. Also note that under steady-state conditions, 
˙ 
 Cu = ˙ q Cu = 0 . 

As before, ˙ Q test (t) was determined using the instantaneous volt- 

ge ( V test ) and current ( I test ) readings from the power supply con- 

rol interface, while the heat accumulation in the copper was ob- 

ained by calculating the change in energy content of the pipe wall 

ver a certain time: 

˙ 
 Cu ( t ) = m Cu c p 

d T wall ( t ) (8) 

d t 
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Table 2 

Parameter ranges and uncertainties. 

Parameter Range Uncertainty 

Singular temperature measurement point 35 – 45 °C 0.1 °C 
Mass flux ( G ) 200 kg/m 

2 s 0.6% 

Inlet vapour quality ( x in ) 0.10 – 0.85 0.03 

Heat flux ( ̇ q ) 1.9 – 7.5 kW/m 

2 0.4% 

Heat transfer coefficient ( α) 1.5 – 7.0 kW/m 

2 K 2% 

Differential pressure (dP) -8.6 – 8.6 kPa 0.043 

Fig. 7. Two-phase flow validation, showing steady-state mean heat transfer coeffi- 

cients for a mass flux of 200 kg/m 

2 s, heat flux of 7.5 kW/m 

2 , and saturation tem- 

perature of 35 °C with predicted values. 
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Here, m Cu is the mass of the pipe, determined from the density 

nd volume of copper, and c p is the specific heat capacity of the 

ipe wall material (obtained from Ref. [51] ). 

To check the assumption that the wall temperature was radially 

pproximately uniform, the Biot number was calculated as follows: 

i = 

αL C 
k wall 

(9) 

here α is the heat transfer coefficient, k wall is the wall thermal 

onductivity, and L C is the characteristic length, defined in terms 

f the copper volume ( V Cu ) and the inner surface area ( A s ) as: 

 C = 

V Cu 

A s 
= 

π
4 

(
d 2 o − d 2 

i 

)
L h 

πd i L h 
= 

d 2 o − d 2 
i 

4 d i 
(10) 

t was found that for a sampling interval of �t ≈ 0.5 s, the Biot 

umber was an order of magnitude smaller than 0.1 in the worst 

ase considered. This indicates that there was an undetectable in- 

tantaneous difference between the outer-wall (measured), inner- 

all and average wall temperatures. This was also confirmed via a 

ne-dimensional Fourier conduction calculation based on the ther- 

al resistance of the copper wall. The difference in temperature 

etween the outer and inner wall was found to be less than 0.01 °C, 

nd thus could be considered negligible. 

The total pressure difference ( �p total ) was obtained from the 

ifferential pressure transducer. This difference can be separated 

nto the contributions of the static pressure difference ( �p static ), 

he momentum pressure difference ( �p mom 

), and the frictional 

ressure drop ( �p frict ) as: 

p total = �p static + �p mom 

+ �p frict (11) 

Because the test section was horizontal, the static pressure dif- 

erence (elevation head) was disregarded. Since the heated length, 

 h , was also the length between the pressure ports on the test 

ection, the frictional pressure drop gradient was calculated as fol- 

ows: 

�p frict 

L h 
= 

�p total − �p mom 

L h 
(12) 

The momentum pressure drop was calculated using the follow- 

ng equation [52] : 

p mom 

= G 

2 

{[
( 1 − x out ) 

2 

ρf ( 1 − ε out ) 
+ 

x out 
2 

ρg ε out 

]
−

[
( 1 − x in ) 

2 

ρf ( 1 − ε in ) 
+ 

x in 
2 

ρg ε in 

]}
(13) 

n which G is the mass flux of the refrigerant through the test sec- 

ion, ρf and ρg are the densities of the saturated liquid and vapour 

espectively, and ε out and ε in refer to the void fraction at the outlet 

nd inlet to the test section. The void fraction was calculated us- 

ng the Steiner [53] adaptation for horizontal tubes of the Rouhani- 

xelsson [54] drift flux model: 

 = 

x 

ρg 

⎧ ⎨ 

⎩ 

[ 1 + 0 . 12 ( 1 − x ) ] 

(
x 

ρg 
+ 

1 − x 

ρf 

)
+ 

1 . 18 

G 

[ 

gσ
(
ρf − ρg 

)
ρf 

2 

] 0 . 25 

( 1 − x ) 

⎫ ⎬ 

⎭ 

−

(14) 

n which σ refers to the surface tension of the fluid and x refers to 

he relevant local vapour quality (inlet or outlet). 

.3.4. Uncertainty analysis 

The uncertainties of the calculated and measured values were 

etermined using the method proposed by Dunn and Davis [55] , 

nd are shown in Table 2 . 
8 
.3.5. Validation 

Before the main testing commenced, several validations were 

one covering both single- and two-phase flow conditions for qual- 

ty assurance purposes. Single-phase liquid validation consisted of 

etermining experimental Nusselt numbers for various Reynolds 

umbers and comparing them against those predicted by existing 

orrelations. It was found that the system delivered Nusselt num- 

ers within 5% of those predicted by the Gnielinski [56] and Meyer 

t al. [57] correlations. Full details can be found in previous work 

42] . 

The two-phase boiling validation was done by obtaining the 

teady-state heat transfer coefficients for the entire vapour quality 

ange at a mass flux of 200 kg/m 

2 s, a heat flux of 7.5 kW/m 

2 , and

 saturation temperature of 35 °C. Experimentally-derived values 

ere compared against predictions by the Wojtan-Ursenbacher- 

home [58] , Fang et al. [59] and Gungor-Winterton [60] correla- 

ions, as indicated in Fig. 7 . For reference, ±10% and ±30% bands 

bove and below the experimentally obtained heat transfer coeffi- 

ient are also included as black dotted lines. 

It was found that the experimentally-derived heat transfer co- 

fficients were within 10% of the Fang et al. [59] and Wojtan- 

rsenbacher-Thome [58] correlation predictions and within 30% 

f the Gungor-Winterton [60] correlation prediction for almost all 

apour quality conditions. 

. Results and discussion 

Consider Fig. 8 for an inlet vapour quality of 0.30. The response 

or all three perturbation types (step, sinusoidal and triangular) is 

ncluded and indicated by the blue, teal and pink lines, respec- 

ively. The instantaneous inner-wall heat flux ( Eq. (7) ) is plotted 

n Fig. 8 a, while the response of the measured wall and saturation 

emperatures is given in Fig. 8 b. The spatially-averaged heat trans- 

er coefficients are shown in Fig. 8 c. The mean heat transfer co- 
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Fig. 8. (a) Step, sinusoidal and triangular heat flux perturbations, and response of 

(b) wall and saturation temperatures, and (c) mean heat transfer coefficient for a 

vapour quality of 0.30, mass flux of 200 kg/m 

2 s, and initial heat flux of 7.5 kW/m 
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Fig. 9. Heat transfer coefficient as a function of the actual heat flux for step, sinu- 

soidal and triangular heat flux waveforms for a vapour quality of 0.30, mass flux of 

200 kg/m 

2 s, and initial heat flux of 7.5 kW/m 
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s  
fficient shown is the instantaneous value obtained using Eq. (6) , 

n which the mean of the eight thermocouple stations ( T 1 to T 8 
n Fig. 2 ) is used. The timescale covered is 90 s, starting 10 s be-

ore the introduction of the perturbation, including the 30 s span 

f the perturbation, and running until 50 s after the perturbation 

as completed. The cause for the jagged appearance of the heat 

ux was the sampling rate at which the power supply interfaces 

esponded to commands from the controlling software. 

For ease of discussion, the four instance points indicated in 

ig. 4 are also highlighted in Fig. 8 . As mentioned, these points rep-

esent the moments immediately before the perturbation at time 0 

 (1), midway through the perturbation at time 15 s (2), the end of 

he perturbation at time 30 s (3), and long after the perturbation 

ulse to represent a return to steady state at time 45 s (4). The 

ncertainties for the temperatures and heat transfer coefficient are 

lso shown at these points for illustrative purposes. 

During the step perturbation (the blue line in Fig. 8 ), the dis- 

harge from the copper pipe is most visible, as can be judged by 

he steady downward gradient in the instantaneous inner-surface 

eat flux between Points 1 and 3. During this time, the copper dis- 

harged approximately 70% of its available thermal energy to the 

uid. The rate at which this discharge occurred decreased as the 

all temperature approached the R-245fa saturation temperature. 

he initiation of the single-step perturbation at Point 1 (at time 

eference 0 s) almost immediately had an effect on the heat trans- 

er coefficient. The coefficient dropped from the initial steady-state 

alue of approximately 2 400 W/m 

2 K to a value of approximately 

00 W/m 

2 K (33% of its initial value), and recovered to a pseudo- 

teady-state value of approximately 1 900 W/m 

2 K (80% of its initial 

alue) in the first 25 s of the perturbation, before the upward step 

ccurred. Almost immediately after the upward step occurred, the 
9 
eat transfer coefficient spiked to a value of approximately 6 400 

/m 

2 K (166% higher than the initial value) before settling back to 

ts pre-perturbation value of 2 400 W/m 

2 K at Point 4. It is impor-

ant to note that the heat transfer coefficient did not mirror the ap- 

lied heat flux during the time span of the heat flux perturbation. 

his is clear from the mentioned relative percentage increases or 

ecreases in the heat transfer coefficient, which do not align with 

he relative reduction and increase in the inner-wall heat flux. Of 

nterest to note is that due to the thermal wall storage effect, the 

eat flux did not immediately return to its unperturbed level of 7.5 

W/m 

2 at Point 3, but rather took approximately ten seconds to do 

o. 

Next, the sinusoidal and triangular perturbations (teal and pink 

ines in Fig. 8 ) are considered. Based on the actual inner-wall heat 

ux profiles, these two perturbations are almost indistinguishable, 

eaning the resulting temperature measurements and calculated 

eat transfer coefficient will largely be the same. Therefore, the 

eneral trends of both perturbation types are discussed together. 

lso included in Fig. 8 are Points A and B, which denote the time 

uring these perturbations when the heat transfer coefficient ex- 

ibited a local minimum and maximum respectively. For the ex- 

mple case presented in Fig. 8 with an inlet vapour quality of 0.3, 

he minimum and maximum heat transfer coefficient occurred at 

pproximately 14 s and 26 s after the initiation of the perturbation. 

hile Point A almost coincided with Point 2 (when the applied 

eat flux was at its lowest), Point B occurred before the maximum 

eat flux was at its highest (i.e., before Point 3). 

Once again, the heat transfer coefficient did not mirror the ap- 

lied heat flux. The heat transfer coefficient reached a local mini- 

um of approximately 1 200 W/m 

2 K (50% of the initial value) at 

oint A, even though the inner-wall heat flux was at its minimum 

t that point (75% lower than the unperturbed value). However, 

t Point B, the heat transfer coefficient reached a maximum of 3 

00 W/m 

2 K (42% higher than its initial value), while the inner-wall 

eat flux was still recovering and was at 80% of its initial value. 

nce the perturbation was complete, the heat transfer coefficient 

gain returned to the unperturbed level at Point 4. 

Fig. 9 offers a different perspective on the obtained results and 

an be used to better visualise the influence of the heat flux on 

he heat transfer coefficient. The instantaneous heat transfer coef- 

cient is plotted against the instantaneous inner-wall heat flux for 

ach of the perturbation profiles. For reference, the same time in- 

tance points (1 to 4) as well as Points A and B in Fig. 8 c are also
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Fig. 10. The mean heat transfer coefficient obtained for four different vapour qualities, indicating qualitatively similar results. 
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ncluded. For reference, the uncertainty is also shown for these 

oints, being most visible at Point 3 of the step perturbation. 

It is evident that for all the perturbation profile cases, signifi- 

ant hysteresis-type effects were present. The average heat trans- 

er coefficient during the first 15 s of the perturbation (Points 1 to 

) was always significantly lower than during the last 15 s (Points 

 to 3) and during the steady-state recovery period (Point 3 to 4), 

ven though the mass flux remained constant. The variation in the 

eat transfer coefficient was the greatest during the step perturba- 

ion profile (blue line). The average heat transfer coefficient from 

oints 1 to 2 was 1 180 W/m 

2 K, while for Points 2 to 3 and 3 to 4,

he coefficients were 1 750 and 3 440 W/m 

2 K respectively. For the 

inusoidal and triangular perturbation responses, again appearing 

elatively similar to each other in Fig. 9 (as was the case in Fig. 8 ),

he average heat transfer coefficients during Periods 1 to 2, 2 to 3, 

nd 3 to 4 were approximately 1 720, 2 700 and 2 640 W/m 

2 K. 

Besides for the inlet vapour quality case of 0.30 considered up 

o this point, similar trends were observed at the other vapour 

ualities. This is highlighted by the heat transfer coefficient results 

ncluded in Fig. 10 , for vapour qualities of 0.15, 0.30, 0.45, and 0.60.

Although it was not possible to see the behaviour of the actual 

uid in the test section itself, certain hypotheses can be made to 

ttempt to explain the decrease in heat transfer coefficient. It is ac- 

epted that flow boiling consists of two major contributors: that of 

onvective boiling (affected by the mass flux) and that of nucleate 

oiling (affected by the heat flux and nucleation sites). Because the 

ass flow rate remained relatively constant (as is shown later) and 

he heat flux was changed, it is plausible that the impact of nucle- 
10 
te boiling was the lead cause of the reduction of the heat transfer 

oefficient. It is possible that the bubble formation (especially for 

he step perturbation) was curtailed by the decrease, and amplified 

y the increase. The resolution and frame rate of the outlet sight 

lass videos was unfortunately too low to capture this behaviour, if 

t occurred. The outlet sight glass may also have been too far from 

he heated length, causing any bubbles formed to collapse before 

eing visible. 

As mentioned previously, the variation in the heat flux influ- 

nced the average vapour quality in the test section during an 

xperiment. Because the heat transfer coefficient was affected by 

he vapour quality, as shown in Fig. 7 , it should be pointed out 

hat the variations in the average heat transfer coefficients (visi- 

le in Fig. 8 c and Fig. 9 ) cannot be attributed to the change in the

verage vapour quality in the test section. At the operating mass 

ux of 200 kg/m 

2 s, the reference-applied heat flux of 7.5 kW/m 

2 

at approximately Points 1 and 4) resulted in a maximum steady- 

tate vapour quality increase ( �x max = 

˙ Q test , max 

h g −h f 
) over the test sec- 

ion of 0.08 (or 8%). As the applied heat flux changed, the vapour 

uality difference over the test section also changed, and at the 

owest applied heat flux (such as at approximately Point 2), the 

quivalent minimum steady-state vapour quality increase ( �x min ) 

ver the test section could be expected to be only 0.02 (or 2%). 

hus, even though the inlet vapour quality remained constant dur- 

ng an experiment, the average vapour quality in the test section, 

 ave = 

1 
2 ( x in + x out ) , was influenced by the applied heat flux. Dur- 

ng any experiment (irrespective of the inlet vapour quality), the 
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Fig. 11. Maximum average difference in mean heat transfer coefficient for the different stages of the perturbation compared to the steady-state value for all tested qualities 

for a mass flux of 200 kg/m 

2 s, and an initial heat flux of 7.5 kW/m 

2 . 
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ariation of the average vapour quality was at most 0.03 (or 3%), 

etermined as follows: �x ave = 

1 
2 ( �x max − �x min ) . 

When considering the impact of x ave on the average heat trans- 

er coefficient in Fig. 7 , we note that a change of 0.03 in x ave will

esult in a change of only ∼90 W/m 

2 K in the heat transfer coeffi- 

ient. This is based on a first-order linear approximation of data 

n Fig. 7 , which has an average gradient ( �α
�x ave 

) of about 3 100

/m 

2 K from x = 0 to x = 1. Therefore, the large variations in the

eat transfer coefficients during the time span of the perturbation 

annot be explained in terms of the vapour quality. 

The relevant average heat transfer coefficients for the Periods 1 

o 2, 2 to 3, and 3 to 4, as well as the baseline steady-state condi-

ion for all flow test cases are tabulated in Table 3 and plotted in

ig. 11 . 

In the figure, the time-averaged heat transfer coefficient is 

hown for the time periods discussed before (1 is pre-perturbation, 

 is midway through the perturbation, 3 is at the end of the per-

urbation, and 4 is 15 s after the perturbation). The step perturba- 

ion is shown in Fig. 11 a, the sinusoidal perturbation in Fig. 11 b,

nd the ramp triangular perturbation in Fig. 11 c. The sum of the 

verage heat transfer coefficient from 1 to 2, 2 to 3, and 3 to 4

s also shown for discussion. This is the total of the average heat 

ransfer coefficient over the entire perturbation (time 1 to 4). 

Fig. 11 indicates that, apart from the low vapour qualities of 

.10 and 0.15 (where the flow pattern was not yet fully annular), 

imilar behaviour can be observed for all vapour qualities. The total 
11 
verage heat transfer coefficient in Fig. 11 a is always less than the 

teady-state value, but the magnitude cannot be compared with 

he 75% reduction in DNI. The heat transfer coefficient was on av- 

rage 30% lower than for steady state. For the sinusoidal and trian- 

ular perturbations, the total heat transfer coefficients in Fig. 11 b 

nd Fig. 11 c, were also on average 8% lower than for steady state, 

n spite of the heat transfer coefficient being momentarily higher 

han the steady-state heat transfer coefficient between Points 2 

nd 3 (as indicated in Fig. 8 c). 

Comparing the triangular perturbation in this study with simi- 

ar work by Chen et al. [32] , many similarities are noted, most no- 

ably that their heat transfer coefficient also reached a local mini- 

um at approximately the same time as the applied heat flux, but 

eached a local maximum appreciably higher than for the steady 

tate before the heat flux had returned to its unperturbed level. 

hey also found that vapour quality had a negligible qualitative ef- 

ect. However, they found that the time-averaged heat transfer co- 

fficient was not appreciably affected by any amplitude or period 

f perturbation, while in this study that difference was on average 

%. 

The step perturbation can be compared with the work by Wang 

t al. [34] . Although they tested the commencement of flow boil- 

ng from a vapour quality of 0, many similarities can still be seen. 

he increase in heat flux (as opposed to the strict decrease in this 

tudy) showed the opposite behaviour of what was observed in 

ig. 8 c. The sharp decrease and gradual recovery of the heat trans- 
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Table 3 

Summary of heat transfer coefficient data for all tested inlet vapour qualities and perturbations. 

x in 

Steady-state heat 

transfer coefficient 

(W/m 

2 K) 

Average heat transfer coefficient (W/m 

2 K) 

Point 1 to 2 Point 2 to 3 Point 3 to 4 

Step Sin. Triang. Step Sin. Triang. Step Sin. Triang. 

0.10 1 890 1 100 1 440 1 480 1 620 2 440 2 320 3 220 2 220 2 160 

0.15 2 000 1 080 1 490 1 540 1 560 2 340 2 270 3 200 2 280 2 230 

0.20 2 210 1 100 1 590 1 640 1 580 2 470 2 400 3 150 2 400 2 380 

0.25 2 320 1 150 1 640 1 690 1 640 2 440 2 450 3 300 2 490 2 520 

0.30 2 430 1 180 1 720 1 770 1 750 2 700 2 640 3 440 2 640 2 650 

0.35 2 600 1 300 1 880 1 900 1 870 2 830 2 810 3 730 2 820 2 840 

0.40 2 770 1 401 2 020 2 070 2 000 2 980 3 060 3 950 3 030 3 060 

0.45 2 980 1 510 2 130 2 270 2 150 3 270 3 230 4 260 3 280 3 270 

0.50 3 110 1 560 2 210 2 300 2 200 3 460 3 210 4 580 3 430 3 410 

0.55 3 260 1 600 2 360 2 370 2 370 3 490 3 570 4 720 3 580 3 570 

0.60 3 400 1 620 2 380 2 350 2 490 3 760 3 680 4 770 3 690 3 770 

0.65 3 520 1 770 2 460 2 560 2 480 3 810 3 760 5 240 3 830 3 940 

0.70 3 730 1 930 2 560 2 620 2 600 4 110 3 930 5 210 4 000 4 040 

0.75 3 810 1 940 2 760 2 820 2 780 4 330 4 340 5 290 4 160 4 150 

0.80 4 100 1 930 2 760 2 800 2 850 4 350 4 420 5 810 4 350 4 390 

0.85 4 330 2 140 2 860 3 150 2 970 4 770 4 690 6 180 4 630 4 710 

Fig. 12. (a) Step, sinusoidal and triangular heat flux perturbations, and response of 

(b) mass flux, and (c) pressure drop gradient for a vapour quality of 0.30, mass flux 

of 200 kg/m 

2 s, and initial heat flux of 7.5 kW/m 

2 . 
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Fig. 13. Frictional pressure drop predicted by the Müller-Steinhagen and Heck cor- 

relation compared to the experimental frictional pressure drop. 
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er coefficient in Fig. 8 c is mirrored by an increase and recovery in

heir work. 

Finally, the pressure drop was considered for each perturbation, 

nd no significant differences between the heat flux cases were 

ound to exist. This is illustrated in Fig. 12 for a representative ex- 

mple at a vapour quality of 0.30. Uncertainties are again included 

t the points of interest. As can be seen, the influence of any 

ulse perturbation is undetectable. This is understandable, since 
12 
he change in mass flux and vapour quality was not large enough 

o significantly impact either the friction or momentum pressure 

rop. The reason for the mass flux changing almost imperceptibly 

fter a perturbation is due to the closed nature of the system and 

he fact that the volume and density of the fluid changes with the 

mall vapour quality change. 

For interest’s sake, the frictional pressure drop gradient, as cal- 

ulated in Eq. 12 , was compared to that predicted by the Müller- 

teinhagen and Heck correlation [61] for all vapour qualities con- 

idered. This correlation was selected due to its simplicity and ro- 

ustness. The results are shown in Fig. 13 . 

The predicted frictional pressure drop for all three perturba- 

ions are almost identical, indicating that it was unaffected by the 

erturbation type. The predictions fall within the expected accu- 

acy for the correlation as has been observed by other authors. 

In practical CSP applications, engineers responsible for the de- 

ign of the solar collector need to take the prevailing weather con- 

itions into account. If large clouds and windy conditions occur 

egularly, affecting the DNI (as shown in the step perturbation), the 

xpected heat transfer coefficient can be lower by up to 30%. If the 

loud cover is relatively sparse and intermittent, the reduction in 
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eat transfer coefficient will be less, but as shown by the triangular 

nd sinusoidal perturbations, can still be significant. In electronics 

nd battery cooling, this reduction in heat transfer coefficient also 

eeds to be taken into account, and the cooling systems sized ap- 

ropriately. 

. Further discussion and conclusions 

In this paper, we presented results from experimental research 

nto the thermal (and friction) response of two-phase flow boiling 

o intermittent variations in imposed wall heat flux, motivated by a 

umber of practical and solar DSG applications in particular where 

ny irradiance variation will result in direct heat flux variations on 

he internal boiling flows. 

In particular, the aim of this study was to simulate the effect of 

artial sub-minute cloud coverage variations on the DNI, with the 

alues and shapes of the perturbations being informed by actual 

ata. The study was conducted in a laboratory set-up especially 

uilt for this purpose. Data gathered from this study will inform 

uture experimental and computational work in this space. 

Tests were done over inlet vapour qualities ranging from 0.10 to 

.85, at a mass flux of 200 kg/m 

2 s, a base heat flux of 7.5 kW/m 

2 ,

nd a saturation temperature of 35 °C. Simulated DNI profiles were 

mposed using a single-pulse perturbation of step, sinusoidal and 

riangular ramp waveforms. The most important conclusions are as 

ollows: 

• All vapour qualities considered showed qualitatively similar re- 

sults. 
• During a step perturbation, the applied heat flux was supple- 

mented visibly by the thermal inertia of the copper pipe. 
• Importantly, the heat transfer coefficient did not mirror the ap- 

plied heat flux, as exhibited by the differing percentages of re- 

duction or increase. 
• The sinusoidal and triangular waveforms exhibited almost in- 

distinguishable results. 
• During the sinusoidal and triangular perturbations, while the 

applied heat flux was increasing, the heat transfer coefficient 

reached a local maximum higher than the unperturbed value 

before the perturbation was complete. 
• The total average heat transfer coefficient was significantly 

lower during all perturbations than the unperturbed value. 
• The change in vapour quality over the test section during the 

perturbation tests did not account for the change in heat trans- 

fer coefficient. 
• The pressure drop was unaffected by any perturbation. 
• The Müller-Steinhagen and Heck correlation provided accept- 

able pressure drop predictions. 

In closing, it should be noted while the gathered heat trans- 

er coefficient data following the conventional definition based on 

ewton’s law of cooling ( Eq. (6) ) is useful for practical applications, 

ome questions do arise concerning the usefulness of using this 

articular definition in unsteady heat transfer problems. For exam- 

le: Are the extreme values of the heat transfer coefficient when a 

tep change to the heat flux is imposed truly representative of the 

ow’s ability to remove heat from the solid, or just a mathemati- 

al artefact due to the formulation of the heat transfer coefficient 

efinition? 

In steady-state problems, the conventional heat transfer coef- 

cient definition is a powerful tool in designing thermal systems, 

owever, interpreting heat transfer results through the lens of this 

efinition in an unsteady problem has known limitations, and fur- 

hermore, in unsteady problems the simultaneous heat conduc- 

ion through the solid pipe wall and the convective heat trans- 

er to/from the fluid phase can lead to so-called ‘conjugate’ heat 
13 
ransfer phenomena in which the solid itself is actively control- 

ing the thermal performance of the system. Alternative definitions 

f the heat transfer coefficient were presented and discussed, and 

he possibility of heat transfer augmentation in a fluid exposed to 

nsteady conjugate heat transfer was investigated by Mathie and 

arkides [62] , and applied by Mathie et. al [63] who confirmed 

and quantified) this experimentally in falling film flows. The com- 

lexity concerning the definition, calculation and interpretation (or 

sefulness) of the heat transfer coefficient that was raised in this 

ork, has also been considered in other studies in the literature. 

or example, an alternative to using the heat transfer coefficient 

o predict the wall temperature was also explored by Degiovanni 

nd Remy [64] , while the thermal losses associated with conjugate 

eat transfer in thermal machines were considered by Mathie et. 

l [65] . This research is ongoing, and until a consensus emerges 

oncerning an improved methodology for characterising and quan- 

ifying heat transfer in unsteady flows, the heat transfer coefficient 

s defined by Newton’s law of cooling remains the more common 

pproach used in the literature and in engineering practice. In or- 

er to quantify the effect of changing heat flux further, more tests 

re recommended at different mass fluxes, heat fluxes, and time 

eriods for the perturbations. The results of this study will be use- 

ul in the design and sizing of solar collector fields, but are also 

ransferrable to similar applications where flow boiling occurs in 

he presence of heat flux transients. 
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