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The heavens keep telling 
the wonders of God, 
and the skies declare 

what He has done. 

Each day informs 
the following day; 

each night announces 
to the next. 

They don't speak 
a word, and 

there is never the 
sound of a voice. 

Yet their message 
reaches all the earth, 

and it travels 
around the world. 

Psalm 19:1-4 
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An analysis of the variability and predictability of seasonal temperature over South Africa is 

conducted. Possible relationships between global scale sea-surface temperature fields and 

seasonal temperature over South Africa are sought by means of a statistical technique namely 

singular value decomposition. Associations between sea-surface temperature and seasonal 

temperature over South Africa are evident and in particular, associations between El Nino I 

Southern Oscillation related signals from the oceans and seasonal temperature over the 

eastern half of the country. Also, a long-term warming trend in the ocean temperatures have 

important influences on the temperature variability over South Africa. In this study canonical 

correlation analysis is used to construct a forecast scheme for the prediction of seasonal 

temperature over South Africa at different lead times. Evolutionary patterns in the ocean 

temperature field are used as predictors. Categorical seasonal temperatures are predicted and 

evaluated for an independent test period to verify the skill and therefore usefulness of such 

predictions. 
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'n Analiese van die veranderlikheid en voorspelbaarheid van seisoenale temperatuur in Suid

Afrika is uitgevoer. Waarskynlike verbande tussen globale skaal see-oppervlak temperature en 

seisoenale temperature oor Suid-Afrika is gesoek deur middel van 'n statistiese tegniek naamlik 

singuliere waarde ontleding. Die belangrikste verbande tussen see-oppervlak temperature en 

seisoenale temperature oor Suid-Afrika word geassosieer met die El Nino/Suidelike Ossilasie 

verskynsel. Hierdie verband is veral duidelik oor die oostelike helfte van die land. Verder word 

die langtermyn globale verhitting van oseane ook in verband gebring met seisoenale 

temperatuur oor Suid-Afrika. In hierdie studie word kanoniese korrelasie analiese gebruik om 

'n voorspellingskema op te stel waarmee seisoenale temperature oor Suid-Afrika voorspel kan 

word vir verskillende na-yl periodes. Evolutionere patrone in die see-oppervlak temperatuurveld 

word gebruik as voorspellers. Kategoriese seisoenale temperature word voorspel en geevalueer 

oor 'n onafhaklike toets periode om die vaardigheid en gevolglik ook die toepasbaarheid van 

hierdie voorspellings te bepaal. 
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CHAPTER 1 

BACKGROUND 

1.1 Introduction 

South Africa is a country well known for its sunshine and relatively warm, subtropical climate 

and although generally dry and warm, South Africa plays a major role in the economic network 

of southern Africa. Skilful seasonal climate predictions could benefit the economy (tourism, 

agriculture, industries etc.) if applied during planning and decision making processes (Madden, 

1977; Preisendorfer and Mobley, 1984; Livezey and Barnston, 1988; Preisendorfer eta/., 1988; 

Palmer and Anderson, 1994). The development of skilful forecast methods has become a high 

priority of the South African Weather Bureau and other research organisations in southern 

Africa. This dissertation focuses on the predictability of seasonal surface-air temperature in 

South Africa. 

Various factors are known to affect the continental surface-air temperature distribution on both 

short- and longer time scales such as height above sea level, distance from the sea, 

cloudiness, rainfall, advection and subsidence, to name but a few. The physical configuration 

and location of South Africa engender unique and extremely variable climate characteristics, 

both in time and space. Some of the important temperature features are discussed below. 

1.2 South African Temperature Characteristics 

The orography of South Africa (Figure 1.1) is known to influence the temperature distribution 

over the country. The escarpment forms an imposing climatic division between the high plateau 

(about 1250m above sea-level, reaching 3000m in the Lesotho Highlands) and the low lying 

coastal regions in the eastern and south-eastern side. The effect of altitude is particularly 

evident in the Tugela, Orange and Limpopo river valleys where temperature is higher than on 

the surrounding high-lying country. Generalized isotherms of mean surface temperature tend 

to follow these contours of the land surface with the lowest temperatures occurring along the 

eastern escarpment (Schulze, 1965). 
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Figure 1.1 Orography of South Africa. Height in meters above sea-level 

The climate of southern Africa is influenced strongly by its position in relation to the major 

circulation features of the southern hemisphere. The subcontinent lies within the subtropics and 

its climate is influenced by systems of both tropical and extra-tropical origin (Tyson, 1986; 

Levey, 1993). Surface-air temperature fields change in response to climatic controls, and the 

. variation from the mean pattern throughout the year is a function of the prevailing airflow type 

(Taljaard, 1996). With subtropical anticyclonic airflow, positive temperature anomaly fields ar~ 

predominant, except in local coastal regions where airflow is onshore. With westerly cyclonic 

disturbances temperature anomaly fields reverse, and negative temperature departures 

predominate. In all seasons and with all airflow types the temperature anomaly gradient is 

directed along mean streamlines of airflow (Lengoasa, 1988) and positive anomalies occur in 

the direction of the wind with increasing distance from the coastline over which the air first 

crosses the subcontinent. It is quite clear that air circulation over South Africa is among the 

major determinants of spatial patterns of surface temperature fields. 

2 
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Horizontal distribution of temperature over the earth's surface is a function of both location 

properties and the energy transferred by the oceans and atmosphere. South Africa is situated 

south of latitude 22 °30'S and is bounded by oceans on all sides except the north. Because of 

the different ocean characteristics, air masses with significantly different properties predominate 

around the west, south and east coasts of southern Africa. Subsequently the frequent influxes 

of these air masses on to the plateau are likely to create temperature and humidity gradients 

over land. From the south-western Indian Ocean, with the accompanying warm Agulhas current 

warm, moist air is fed into the subcontinent from the east and south-east. Cold upwelling on the 

west coast is responsible for vastly different climatic features. Since the ocean is believed to 

be the major breeding area for weather and climate of southern Africa, it is understandable that 

the different characteristics of the oceans surrounding South Africa result in diverse climate 

features (both rainfall and temperature) over the subcontinent. On the west coast, for example, 

the annual mean surface-air temperature is about 15 oc and on the east coast, on the same 

latitude, about 21 °C. The difference of soc is believed to be a direct result of the distinct 

oceanic features. The annual mean sea-surface temperatures along the east coast is found to 

be higher than along the west coast. Also, the absolute humidity and average depth of the layer 

of maritime air on the east coast are both almost double that along the west coast. These 

factors result in east coast maritime air to be less stable than along the west coast (Taljaard, 

1996). 

Figure 1.2 depicts the annual cycle of monthly mean temperature for St Lucia (east coast), 

Kimberley (central interior) and Cape Columbine (west coast). From the figure it is clear that the 

annual curves of mean temperature vary in different regions of South Africa in mainly four 

respects: space (from place to place), range (difference between mean summer and mean 

winter temperatures), phase (time of year when highest maximum or minimum temperatures 

occur) and symmetry (or asymmetry, which is defined as the departure from a symmetrical 

curve) (Schulze, 1965). 
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Figure 1.2 Annual cycle of mean temperature forSt Lucia(*), 

Kimberley (broken line) and Cape Columbine (x). 

In January the lowest temperatures follow the Drakensberg range from the Northern Province 

(Figure 1.3), across the Lesotho massif to the Eastern Cape, and then westwards from the 

Stormberg to the Roggeveld ranges (Western Cape). The warmest regions are the Orange 

River Valley, Limpopo Valley, Tugela River Valley and the Lowveld (eastern Mpumalanga and 

eastern Northern Province). During summer months, the Great Karoo (southern parts of 

Northern Cape and parts of Western and Eastern Cape) and Little Karoo (Western Cape) are 

also classed as hot, but the annual variation of temperatures in these areas result in them being 

colder than the south coast in winter (Schulze, 1965). Low temperature along the west coast 

occur in contrast with the high temperature of the adjacent interior, resulting in a steep 

temperature gradient between coast and interior. The mean temperatures along the south and 

east coasts differ very little from those of the adjacent interior. A belt of relative high 

temperature is found immediately seawards from the main escarpment of the Eastern Cape. 

The regional distribution of the duration of summer shows that the summer season is shortest 

on the south coast and increases in length towards the north. The outstanding feature, 

however, is that summer lasts longer over the eastern Highveld than over the western interior 

in the same latitude. One reason being the annual march of sunshine duration, which is also 

closely related to solar radiation and cloudiness (Taljaard, 1996). 
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Figure 1.3 Provincial map of South Africa. 

The coldest areas in South Africa (during all months) are confined to the edge of the great 

escarpment, from Sutherland (southern parts of Northern Cape) to north of Belfast 

(Mpumalanga), as well as right on the west coast. The major contrast between land and sea 

which exists along the west coast in summer, disappears in winter. The east and south coasts 

are warm zones in winter. 

Range 

The highest annual variation of mean maximum and minimum temperatures is found in the 

western interior and decreases to the coast and to the north. The smallest variation in mean 

temperature is found on the north-west coast near Port Nolloth. At coastal stations, the 

minimum temperatures are inclined to be stable and not subject to large fluctuations, while the 

maximum temperature tends to show occasionally large extremes. In the interior the opposite 

is shown to be the case (Schulze, 1965). This is in accord with the fact that the coastal belt 

is subject to occasional hot berg winds, whereas the interior suffers from periodic influences 

of cold subantarctic air. 
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The effect of cloudiness is to reduce the amount of solar radiation reaching the surface during 

daytime. Generally, if a cloud layer persists for a long period, the surface temperature remains 

well below its normal daily cycle. On the other hand, cloud cover at night tends to raise the 

minimum temperature by several degrees because of the absorption effects at the surface and 

the insulating effects of the clouds. The result is that under cloudy conditions the difference 

between maximum and minimum temperature is greatly reduced. The effect of increased 

cloudiness upon mean temperatures against the eastern escarpment is reflected in the 

decreased range of temperatures in that area (Schulze, 1965). 

Phase 

Air temperature is very much affected by the absorption of solar energy by the atmosphere and 

the long wave earth radiation. There is not, however, a one-to-one relationship in time between 

highest solar input and highest temperatures on a daily or seasonal scale (Tyson, 1986). Earth 

revolution causes maximum and minimum insolation to occur at the time of solar solstices in 

each hemisphere. Thus, June and December represent the time of least and greatest solar 

receipts respectively in the Southern Hemisphere, but these months are not the coldest or 

warmest in South Africa. A one to two month lag is common in many parts of the world (Oliver 

and Hidore, 1984). 

In the western parts of South Africa both the maximum and minimum of the annual temperature 

cycle tend to occur later than in the east. Also, from Figure 1.2, the warmest and coldest 

months along the west coast (e.g. Cape Columbine) lag those over the interior (e.g. Kimberley) 

by about a month. Similar features hold true for other stations as well. The different thermal 

properties of water and land cause a large phase shift in mean temperatures along coastal 

regions. 

Symmetry 

Asymmetry (the departure of a station's temperature curve from a symmetrical curve) increases 

northwards over the country. Over the Highveld the asymmetry is greater than over the western 

interior. This is mainly because spring temperatures in the northern regions are higher than 

those indicated by a symmetrical curve. In the Great Karoo an almost perfect sine cu~e in the 

mean temperature variation is evident. This is a result of the cloudless conditions which exist 
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almost throughout the year over the western interior. On the coasts the annual variation of 

mean temperature is delayed due to the influence of the oceans which only respond with a 

period of a month or more to external heat output. 

Anomalously hot or cold periods are common features in South Africa, but are generally of shari 

duration (two to three days). Warm episodes tend to last somewhat longer than colder periods. 

The most intense warm periods also last longer than those of lesser intensity, which is contrary 

to the behaviour of cold spells. Long lasting warm spells are generally a result of a persistent 

synoptic circulation such as a strong upper-air high pressure system accompanied with 

subsidence over the continent. A tropical cyclone lingering in the Mozambique channel may also 

cause subsidence over the eastern and north-eastern regions that could last a number of days. 

Cold spells are usually the result of an extra-tropical cyclone and accompanying cold front 

activity that moves across the country. Cold or warm spells do not show a particularly well 

marked seasonal change in frequency, but the tendency during summer is for the greatest 

number of cold spells to occur over the south-eastern and eastern escarpment, whereas in 

winter a predominance of cold spells is indicated over the western parts. Cold air invasions in 

winter therefor seem to enter South Africa more directly from the west, while in summer cold 

air reach the interior over the escarpment from the southeast and east. This is mainly due to 

the seasonal shift of the subtropical high pressure belt (Schulze, 1965). 

On a climatological timescale, the tendencies of the southern hemisphere temperature records 

reveal an increase in temperatures with a warming of about 0.6°C between 1880 and 1980 

(Hansen and Lebedeff, 1987). The highest rate of warming in the southern hemisphere 

occurred since 1965. Monthly mean temperatures over the period 1940-1989 show little 

evidence of any trend over South Africa and only a few coastal regions had significant 

temperature increases. Studies on seasonal and monthly time scales revealed that minimum 

temperatures, however, have been increasing in the north in spring, whereas for stations further 

east no specific trend is apparent over the period 1940-89 (Muhlenbruch-Tegen, 1992). Also, 

in summer positive trends have been confined to the north-west. When comparing temperature 

trends over South Africa with those of rainfall, a negative correlation is found at all stations 

(Schulze, 1965). 
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1.3 Relation Between Sea-surface Temperature and Surface-air Temperature 

It is accepted that oceans play a vital role in global climate (Barnett eta/. 1994; Barnston. 1994; 

and others). This is because the oceans have a large thermal inertia and act as a heat and 

moisture source for the atmosphere. In its own right, the El Nino/Southern Oscillation (ENSO) 

phenomenon is intensively researched because of its large effects on the climate and economy 

in various regions of the world. The southern oscillation (SO) refers to an atmospheric pressure 

fluctuation which oscillates at two centres that are thousands of kilometres apart. This 

oscillation in the surface pressure field across the Pacific ocean is associated with major 

changes in rainfall and temperature patterns and wind fields in all parts of the world (Philander, 

1990; Barnett eta/., 1991; Glantz eta/., 1991 ). The term 'EL Nino' has become reserved for the 

sequence of changes in the circulation across the Pacific ocean and Indonesian archipelago 

when sea-surface warming is particularly strong. The analysis of ENSO response in surface-air 

temperature (and precipitation) is difficult because the magnitude and extent of surface ENSO

related signals may vary from episode to episode. 

Much of the work relating the SO to surface parameters has focussed on precipitation. 

Regarding temperature, Walker and Bliss (1932) indicated southern oscillation-temperature 

relations in some regions of the globe. SO-temperature correlations indicate that the strongest 

relationships between SO and temperature occur in the tropics. Berlage(1966) found some 

relationships between the high-phase SO 'relaxations' and northwest European cold winters. 

Newell and Weare (1976) first showed that tropical temperature anomalies in the troposphere 

are in phase with sea-surface temperature (SST) anomalies in the equatorial Pacific. Outside 

the tropics, relationships between the phase of ENSO and temperatures are not as well defined 

as the tropical responses and are rather an indirect result through tropical forcing of circulation 

patterns. Work relating ENSO and surface-air temperature variations has been performed by 

van Loon and Madden (1981 ), Kiladis and van Loon (1988) and Kiladis and Diaz (1989). 

Recently, Halpert and Ropelewski (1992) presented a comprehensive examination of the 

temperature patterns associated with the high and low extremes of the SO. They concluded that 

ENSO does influence surface temperatures on regional to global spatial scales, with greatest 

effect in the tropics. 

In the tropics surface-air temperature anomalies are in general of the same sign as the 

underlying equatorial sea surface temperature (SST) anomalies. During warm episodes (EI 
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Nirio), surface-air temperatures are above-normal in the eastern equatorial Pacific. Conversely, 

ambient temperatures in this region are below-normal during cold events (La Niria). In the 

south-central and western Pacific Ocean, air temperatures are anomalously cold during warm 

episodes and warm during cold episodes, as this region experience SST anomalies out of 

phase with those in the central and eastern Pacific (Rasmusson and Carpenter, 1982). The 

general increase or decrease in surface temperature throughout the global tropics is a delayed 

response to the warming or cooling of the equatorial SSTs, primarily in the Pacific. In some 

continental subtropical regions, such as southeast Africa, the sea-surface and ambient 

temperature relationships are probably influenced by variations in cloud cover, adiabatic 

warming in the subsiding air and advection (Lengoasa, 1988). These areas were found to 

generally experience above-normal seasonal temperature during anomalously warm conditions 

in the equatorial Pacific Ocean when it is also anomalously dry over the subcontinent, and 

below-normal seasonal temperature (above-normal precipitation) during anomalously cold 

conditions (Ropelewski and Halpert, 1987; 1989). 

1.4 Seasonal Temperature Forecasting 

Status 

The status and use of long-range predictions (e.g. monthly and seasonal averages of 

temperature and precipitation) have often been the subject of debate in meteorological literature 

(e.g. Barnston and Livezey, 1989; Chervin and Bettge, 1983; 1985; Barnett eta/., 1994). Such 

reliable and accurate forecasts would be enormously valuable in any number of venues (Knox 

eta/., 1985). However, indications are that long-range skill is likely to be highly localised, with 

particular regions, seasons, regimes and phenomena contributing to predictable signals in a 

generally noisy record. This opinion has been shared by both producers (Gilman, 1985) and 

users (Knox eta/., 1985) of long-range forecasts alike, and also the broader meteorological 

community. In fact, the policy statement of the American Meteorological Society (AMS) (1983) 

asserts that" at longer ranges .... typically a month or season .... forecast skill is smalf' and that 

"slight skill exists in forecasting average temperature for the month or season". However, the 

AMS goes on to say that "even small improvements should be of substantial economic benefif'. 

The idea is supported by studies such as Katz et a/. (1985) arguing that the relationship 

between quality (skill and accuracy) and the value of long-range predictions is highly non-linear. 

Any small gain in quality might enhance the value of long-range predictions considerably. 
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Predictions of the seasonal behaviour of the atmosphere are made using empirically- and 

physically-based models. Physical models attempt to forecast the time-averaged future 

atmospheric conditions by simulating the dynamic and thermodynamic processes which 

determine the state of the overlying atmosphere. Empirical models rely on past statistical 

associations between lower-boundary forcing or atmospheric precursors and the climatic 

variable being forecasted {Barnett and Preisendorfer, 1987; Hastenrath, 1990a; b; Chu and He, 

1994). 

Coupling between ocean and atmosphere in the tropical regions are more direct than in the 

extra tropics {Gill, 1980; Livezey, 1990a; b). Local efforts, utilizing general circulation models 

{GCM), have been restricted in determining the response of the atmospheric circulation to SST 

boundary forcing {Jury eta/., 1996; Rautenbach, 1997; van Heerden and Rautenbach, 1997). 

Therefore, extra tropical seasonal predictions remain largely an empirical exercise. Speculation 

has recently focused on the possibility that coupled GCMs could extend the range of dynamic 

predictability, but practical application of such models to extra tropical prediction is still in its 

infancy {Livezey, 1990a; Tennant, 1997). To predict the behaviour of seasonal climate, 

statistical methods are mainly used in which regression equations relate the atmospheric 

conditions to a set of historical data. By analogy with the relative mature subject of shorter 

range predictability, it may be anticipated that the understanding of long-range predictability will 

be advanced by a combination of theoretical, empirical and numerical methods. Thus, with 

increasing physical understanding, dynamically based forecasts have the potential to become 

more skilful than purely statistical ones. Currently however, the two approaches deliver roughly 

equally skilful forecasts, and the simplest, less costly model performs about as well as the more 

comprehensive models {Barnston, 1994). 

The possibilities for forecasting seasonal surface-air temperature for different regions of the 

world have been examined in several studies. Harnack (1979) used multiple linear regression 

to forecast USA winter temperature from prior SST and atmospheric circulation anomalies. 

Harnack (1982) demonstrated that the level of forecast skill for temperatures showed regional 

variations. Barnett {1981) also examined the predictability of USA seasonal air temper~tures 

using multiple regression with Pacific SST and sea-level pressure {SLP) as predictors. Skill of 

the forecasts was generally low and varied with season and location. ENSO-related winter

temperature predictions for the USA have been developed during the past decade on the basis 

of an improved understanding of variations in the strength, timing and type of ENSO events 

{Barnett and Preisendorfer, 1987; Barnett eta/., 1994; Halpert and Ropelewski, 1992; Barnston 

and Smith, 1996). 
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Users 

The potential pay-off of even moderate increases in accuracy of monthly to seasonal 

temperature predictions is realized by the energy industry (Knox et a/., 1985), agribusiness 

(Sonka eta/., 1988) and by decision makers in the economic community. As Knox eta/. (1985) 

pointed out, peak demands for gas space heating in the USA are sensitively dependent on 

temperature and its extremes. The same applies for the electricity industry in South Africa. Low 

ambient temperature implies heavy use of electricity with sizable amounts drawn, especially in 

high populated areas. On the other hand, an unusually warm winter may lead to a glut and high 

storage costs due to carryover. During an extremely hot summer, a high demand for electricity 

is evident once again. This time mainly for the use of air-conditioners to maintain a acceptable 

indoor climate. The storage of power (electricity, coal, gas, oil) is a costly business and the 

extent to which such stock should be build up is determined by the estimated maximum 

demand, which is closely related to surface-air temperature. The electricity manager is 

specifically concerned about extremes of temperature in both long-term and short-term 

planning. The most relevant forecasts are for above- and below-normal temperature in summer

or wintertime in a particular region (Knox eta/., 1985). 

Survey operations, either on land or from the air, are subject to weather conditions. Initial 

planning can help to select the correct time of year and to estimate the time needed to complete 

the survey. Work in certain hot, humid climates can be a potential health risk (causing for 

example heat exhaustion or dehydration). In this regard the continuation of construction work, 

or other outdoor activities, may be hampered. The same applies for extremely cold conditions. 

The dangers involved in mining can be greatly increased under certain temperature (and 

rainfall) conditions. Coal, for example, cannot be delivered easily under extreme cold conditions. 

Some industries are dependent on the weather and climate for the volume of their sales, thus 

their whole production must be geared to current and future conditions. This is true for the ice

cream and soft drink industries. More cold drinks and ice-cream are sold during extremely hot 

periods. If a knowledge of expected monthly or seasonal conditions can help in the planning 

process so that the availability could reach the demand, these industries will benefit from such 

forecasts. 

Many other industries such as manufacturers of clothing and perishable foods with a profound 

seasonal demand could benefit from skilful seasonal temperature predictions. With international 
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trade becoming more and more important, knowledge of the influence of climate becomes 

essential not only in the design and specification of the articles, but also in their packaging and 

transport over long distances. 

Adverse temperatures result in direct stress to animals. In the dairy farming industry milk 

production is related to temperature (WMO, 1994) and cold stress might even cause mortality. 

Also, poultry growth is related to temperature, among other climatic elements. Crop farmers in 

areas of winter rainfall in South Africa where the cold season is the main growing season, are 

especially interested in winter temperature predictions. Insect population displays a high 

degree of sensitivity to ambient temperature and they generally increase during warm and 

humid periods, causing a higher pest population. Various operations such as planting, irrigation, 

harvesting, burning, disease control etc. could be planned with an adequate knowledge of 

expected seasonal conditions in hand. 

These are but a few potential users who may benefit from seasonal temperature predictions. 

More applications of seasonal temperature forecasts may exist, but the extent of these in South 

Africa will only become known once reliable forecasts become available. 

In summary, forecasts of mean temperature conditions for up to a season is possible with 

considerable reliability for certain parameters, places, seasons and situations, thereby making 

them potentially beneficial for certain users. These views, and the fact that prospects do exist 

for improvements in long-range forecast skills, provide considerable justification for the 

continued support of research and development of climatic fluctuation predictions. Additionally, 

research documents of real forecasts (e.g. Preisendorfer and Mobley, 1984; Barnet and 

Preisendorfer, 1987) leave little doubt that such forecasts are possible. Thus, one can conclude 

that skilful long-lead forecasts can be made, but with modest accuracy. Furthermore, small 

gains in this accuracy are possible with potentially large increases in economic value for certain 

applications. 
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1.6 Aims of the Research 

It may be possible to match seasonal forecasts to applications with substantial economic pay

off. To date seasonal forecasting efforts in South Africa have concentrated on rainfall and 

attempts to provide seasonal forecasts for temperature are in the early stages of development 

(Mason eta/., 1996). This study aims at setting a framework against which further research and 

improvements could be made. 

The aims of this research are: 

1) To show that global scale sea-surface temperatures are predictors of South African 

seasonal temperature. 

2) To identify the important ocean regions that contribute to forecast skill. 

3) To investigate the effect of important sea-surface temperature modes on South Africa's 

seasonal temperature. 

4) To construct a statistical forecasting model for seasonal temperature over South Africa. 

5) To verify that this model is able to predict seasonal temperature with significant skill. 

The main aim is then to set up a scheme to forecast seasonal air-temperature over South 

Africa. The methods and data used in this study are discussed in Chapter 2. In Chapter 3 

singular value decomposition is used to identify significant centres in the ocean that are related 

to South African seasonal surface-air temperatures. The atmospheric response to certain 

ocean temperature forcing will be discussed in Chapter 4, with specific reference to circulation 

patterns over South Africa. A model to predict seasonal surface-air temperature at 77 different 

locations in South Africa is developed in Chapter 5 with the implementation of a statistical 

technique namely canonical correlation analysis. This statistically based forecast model is 

tested and evaluated in Chapter 6 to determine if these predictions are skilful and thus useful 

in the South African scenario. All the findings and some recommendations are summarized in 

Chapter 7. 
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CHAPTER 2 

DATA AND METHODS 

2.1 Introduction 

Sea-surface temperatures variability are held responsible for a large percentage of mean 

temperature variability world wide (Barnett, 1981; Barnett and Preisendorfer, 1987; Halpert and 

Ropelewski, 1992; Barnston and Smith, 1996). Monthly sea-surface temperature data will be 

used in this study as a predictor in a statistically based model to predict seasonal surface-air 

temperatures in South Africa. A description of the data and other multivariate techniques that 

will be used in the analysis, follows below. 

2.2 Data 

In this study the potential to forecast seasonal surface-air temperatures for South Africa by 

using sea-surface temperatures from different ocean areas is investigated. Two sets of data 

are therefore needed to construct such a model, namely surface-air temperature over South 

Africa (predictand data) and sea-surface temperature (predictor data). The atmospheric 

response to certain sea-surface temperature conditions is investigated and the dataset used 

to analyse the atmospheric patterns is described. 

Surface-air Temperature Data 

Mean monthly maximum temperature data at 77 temperature observation stations over South 

Africa are used. The temperature data set is obtained from the South African Weather Bureau. 

All these stations have a complete and quality-controlled maximum temperature record for the 

period 1960 to 1995. The spatial distribution of the temperature stations is shown in Figure 2.1. 

Over the 36-year period, correlation between maximum and minimum monthly mean 

temperatures were found to be above 0.84 at all stations with corresponding records. Figure 

2.2 shows that in more than 75% of the cases, correlations of above 0.9 exist between monthly 
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2 CAPE POINT 28 FRASERBURG 54 KROONSTAD 
3 SOMERSET WEST 29 UMTATA 55 BOTHAVILLE 
4 RIVERSDALE 30 CAPE HERMES 56 VOLKSRUST 
5 CAPE ST BLAIZE 31 CALVIN/A 57 POTCHEFSTROOM 
6 CAPE ST FRANCIS 32 DEAAR 58 VEREEN/GING 
7 KIRSTENBOSCH 33 ALIWAL NORTH 59 NOOITGEDACHT 
8 CAPE TOWN-ASTRON 34 PORTSHEPSTONE 60 GEMSBOKPARK 
9 CAPE TOWN D.F.MALAN 35 VAN WYKSVLEI 61 CARLETONVILLE 
10 JONKERSHOEK 36 SPRINGBOK 62 KRUGERSDORP 
11 PAARL 37 PRIESKA 63 ZUURBEKOM 
12 WELLINGTON 38 EMERALD DALE 64 JAN SMUTS 
13 GEORGE 39 CEDARA 65 RUSTENBURG 
14 PORT ELIZABETH 40 PORT NOLLOTH 66 PRETORIA 
15 ADDO 41 POFADDER 67 PRETORIA - UNIV 
16 BATHURST 42 BOEGOEBERGDAM 68 MAR/CO 
17 GREAT FISH POINT 43 BLOEMFONTEIN 69 LINDLEYSPOORT 
18 LANGGEWENS 44 HENKRIESFONTEIN 70 LOSKOPDAM 
19 WILLOWMORE 45 KIMBERLEY 71 LYDENBURG 
20 EAST LONDON 46 GLEN COLLEGE 72 NELSPRUIT 
21 CAPE COLUMBINE 47 UP/NGTON 73 WARMBATHS 
22 HELDERVUE 48 KOOPMANSFONTEIN II 74 SKUKUZA 
23 SOMERSET EAST 49 VIRGINIA 75 PIETERSBURG 
24 DOHNE 50 BETHLEHEM 76 MARA 
25 SUTHERLAND 51 RIVERVIEW 77 MESINA 
26 GRAAFF-REINET 52 CAPE ST LUCIA 

Figure 2.1~ Distribution of maximum temperature stations in South Africa. 
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mean maximum and minimum temperatures. A complete record of maximum temperatures 

since 1960 exists for 77 stations as opposed to 61 stations with complete minimum temperature 

records for this period. It was therefore decided to use the larger set of 77 stations in this study. 
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Temperature Stations 

Figure 2.2. Correlation between minimum and maximum monthly mean 

temperature at 56 temperature stations with complete 

records for the period 1960 to 1995. 

Sea-surface Temperature Data 

Three sea-surface temperature (SST) data sets for the period 1960 to present are used. For 

the period January 1946 to February 1986 the Global Ocean Global Atmosphere (GOGA) 

monthly mean sea-surface (SST) analysis is used (Pan and Oort, 1990; Lau and Nath, 1994). 

This is a global data set with resolution 7.5° x 4.5°. 

The Blended SST Analysis data set, on a 2-degree latitude and longitude grid, from the Climate 

Prediction Center is used for the period 1982 to 1994. The fields are compiled from a blend of 

in situ data, satellite and ice data. A complete description of the data analysis procedures is 

given by Reynolds (1988) and Reynolds and Marsico (1993). 
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The optimum interpolation (01) SST data set is used from January 1995, and is available on 

a 1-degree grid. This analysis uses in situ, ice data and satellite derived SST data. A 

description of the 01 analysis can be found in Reynolds and Smith (1994). The 01 data is also 

used to make operational seasonal temperature forecasts for South Africa. 

For the purpose of this study the SST data from the three fields described above were 

combined as follows: for the period 1959 to 1984 the GOGA data is used, from 1985 to 1994 

the Blended data is implemented, and from 1995 to present the 01 data is used. All the data are 

interpolated to a 7.5 x 4.5 degree grid using cubic interpolation. A total of 440 gridpoints are 

used from the ocean areas known to influence South Africa's climate (Jury eta/., 1996; Mason, 

1992; Landman, 1997; Rautenbach, 1997) namely the equatorial Pacific Ocean (20°N to 20°S), 

the Indian Ocean (to 45°S) and the southern Atlantic (5°N to 45°S). 

Atmospheric Data 

Sea-level pressure and 500 hPa geopotential data are used to analyse the atmospheric 

circulation patterns during certain years. The dataset used is the National Centers for 

Environmental Prediction (NCEP) reanalysis data. The data is on a 2.5 x 2.5 degree grid. 

Monthly mean data are extracted between 20° to 35°S and 1 oo to 35°E for a grid over South 

Africa. 

2.3 Methods 

Principal Component Analysis 

Principal component analysis (PCA) is a widely used technique in meteorology (Richman, 1986; 

Sneyers and Goossens, 1987; Jolliffe, 1990, Jackson, 1991; Peixoto and Oort, 1992). In the 

South African context PCA was used to research rainfall variability (Mason, 1992; Landman, 

1997; Landman and Mason, 1997). In this study PCA will be used to investigate the seasonal 

variability of surface-air temperature in South Africa, and to pre-filter the model input data. 

The method of principal components is primarily an eigenvalue/eigenvector technique which 

obtains linear transformations of a group of correlated variables in order to achieve certain 

optimal conditions. A typical data set can be viewed as n observations measured on p variables. 

Often the p variables are highly correlated, which implies that most of the variance could be 
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represented by less than p variables. PCA is a method used to reduce these p variables to an 

optimal number m (where m ~ p - 1) by means of a linear function. 

A linear function of the p variables will be of the form z = a1x1 + a~2 + ... + ap><P where a1, a2, 

... , aP are coefficients and x1, x2, ... ,xP are the p variables. Different sets of coefficients (or 

eigenvectors) will result in different linear functions of which the variance can be calculated. The 

first principal component is that linear function which has the maximum possible variance, the 

second principal component is the linear function with maximum possible variance subject to 

orthogonality with the first principal component, and so on. 

Selection Rules 

The next step will be to determine m- the optimal number of principal components (PCs) that 

describes the original data set adequately. A large number of criteria are in use (Jackson, 

1991 ). In this study the Guttman-Kaiser criterion, also known as the Average Root, is used. This 

technique retains only those principal components that account for more variation than the 

avarage variation in the original variables. In this study correlation matrices are used, in which 

case the average root will be 1. 

Another, often used objective selection rule to determine the number of physical significant PCs 

is applied, namely Rule N (Preisendorfer et a/., 1981; Preisendorfer, 1988). For Rule N, 

eigenvalues which are significantly larger than that of a cumulative distribution of a number of 

centred random data sets, are considered significantly better than noise-eigenvalues. Rule N 

is known to under select$ the number of PCs, while the Guttman-Kaiser technique tends to 

retain more PCs that are manageable in large datasets (Jollife, 1993). 

Singular Value Decomposition 

Singular value decomposition (SVD) is one of several methods (Bretherton eta/., 1992) for the 

simultaneous statistical analysis of two quantities which vary in both space and time. Although 

not widely used in meteorology, SVD is a simple method to perform, results are easily 

interpreted and are similar to more elaborate methods such as combined PCA (Bretherton et 

a/., 1992). SVD was first used in a meteorological context by Prohaska (1976) to document the 

simultaneous relationships between monthly mean surface air temperature over the United 

States and hemispheric sea-level pressure patterns. It was subsequently used by Lanzante 
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(1 984) and Dymnikov and Filin (1 985) to document certain meteorological relationships. In this 

study SVD is used to investigate the effect of the sea-surface temperatures of different oceans 

on South African mean seasonal maximum surface-air temperature (Tx). 

SVD is a method to isolate important coupled modes of variability between time series of two 

fields called a left data field and a right data field. Consider a left data field s(x, t) that consists 

ofT observations, each of which has N5 grid points, and a right data field z(y,t) with the same 

number of observations (T) at Nz grid points (or stations). The fields can be viewed as Ns X T 

and Nz X T matrixes respectively (Figure 2.3). 

Ns 

grid points 

T time 

SST 

LEFT Data Field 

S = s(x,t) 

Nz 

Stations 

Figure 2.3. Schematic presentation of left and right data fields. 

T time 

Surface-air 

Temperature 

RIGHT Data Field 

Z = z(y,t) 

Any analysis of the coupling between the left and the right data fields will only provide 

meaningful results if there are significant correlations between some elements of S=s(x, t) and 

Z=z(y,t). The data time series s(x,t) and z(y,t) at each of the gridpoints can be expanded to 

determine a set of vectors, called patterns (pk and qk) so that the covariance between 

projections of s(x,t) on pk and projections of z(y,t) on qk are maximized. The covariance 

between s(x,t) and z(y,t) can be decsribed by the equation: 

(2.1) 

where p r is the transposed of p k and 

19 

Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2021

 
 
 



_!_szr 
T 

(2.2) 

is a Ns X Nz temporal covariance matrix and ak is a Lagrange multiplier that measures 

covariance between the two fields for the kth mode (Cheng and Dunkerton, 1995). 

Having defined the singular vectors pk and qk, the data fields can be decomposed as follows: 

N 

s(x,t) = L ak(t)pk(x) 
k=1 

N 

z(y,t) = L bk(t)qk(y) 
k=1 

(2.3) 

(2.4) 

Where the expansion coefficients, ak and bk, are calculated as weighted linear combinations of 

the grid point data: 

Ns 

ak(t) = L u;ks;(x,t) = ukr S 
i=1 

Nz 

bk(t) = E vpl/Y.t) = vkrz 
j=1 

(2.5) 

(2.6) 

The vectors uk and vk are called weight vectors. These vectors are constrained to be mutually 

spatially orthogonal, so that the patterns are the same as the weight vectors. In other words, 

for SVD uk = Pk and vk = qk. 
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Barnett and Preisendorfer (1987), Nicholls (1987), Barnston (1992, 1994), Chu and He (1994), 

Renwick and Wallace (1995). In the South African context CCA was used to construct forecast 

models for seasonal rainfall (Barnston and Smith, 1996; Landman, 1997; Thiao and Barnston, 

1997). In this study the CCA technique is used as a forecasting tool to predict seasonal mean 

maximum surface-air temperature in South Africa from a sea-surface temperature predictor 

field. 

CCA is a technique that isolates the linear combination of data from the left data field (as in 

Figure 2.3) and the linear combination of the right data field that have the maximum correlation. 

This pair of time series may be more strongly correlated than the expansion coefficients of the 

leading pair of patterns deduced from SVD, but explains a smaller fraction of the covariance 

between the two fields. 

In CCA the expansion coefficients are constrained to be temporally uncorrelated, but in general 

the weight vectors are not spatially orthogonal. Hence, the patterns are not the same as the 

weight vectors as is the case with SVD. Here the weight vectors (Equations 2.5 and 2.6) 

indicate which grid-point values are dominant in forming the expansion coefficient. As is the 

case with SVD the weight vectors and correlation maps are important pairs of fields to examine 

when using CCA. 

In this study the time series of each data field is filtered by projection onto a leading subset of 

its principal components and then the maximum correlation between linear combinations of the 

filtered time series of the two fields is sought. The theory is extensively decribed by Tatsuoka 

(1988), Jackson (1991) and Chu and He (1994). Consider a predictor dataset X (ex. 3-month 

mean global scale sea-surface temperatures) and a predictand data set Y (ex. seasonal mean 

surface-air temperature at different locations). The dimension of X (p) andY (q) are such that 

q ~ p. These datasets can be decomposed into their principal components and then the set of 

canonical vectors (u,v) are obtained. By solving the eigenvalue problems: 

0 (2.8) 

and 

0 (2.9) 
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where Sxx (pxp) and Svv (qxq) are the sums of squares and cross-products from the predictor 

(X) and predictand (Y) matrices (non-singular); Sxv (pxq) and Svx (qxp) are the sum of products 

between the two matrices and I is the identity matrix; the eigenvalue (;\) and the corresponding 

predictor eigenvector (uJ could be linearly combined. The eigenvector/eigenvalue pair with the 

highest correlation forms the fist canonical mode, the following canonical modes will be less 

strongly correlated and orthogonal to the previous found pairs. 

Subsequently the prediction equations can be solved (Glahn, 1968): 

Y-Y [(V 1t 1 1\ U1 (X -X) (2.1 0) 

- - -
where Y is the predicted value, Y and X are temporal mean values and X -X the predictor 

anomaly. U = (u 1',u2', ... ,uq')' and V = (v1',v2', ... ,vq')' where u1 and v1 are the first canonical 

vectors, u2 and v2 are the second canonical vectors, etc. and 1\ is the diagonal matrix of 

eigenvalues with A1 ~ J\2 ~ •• . ~ Aq. 

Determination of Forecast Skill 

The procedure to test the skill of models used in this study is known as cross-validation 

(Michaelsen, 1987; Barnett and Preisendorfer, 1987; Barnston and Livezey, 1989; Barnston and 

Ropelewski, 1992). In this procedure forecast models are developed using only part of the 

available data to predict for the remaining years. Table 2.1 shows the principles of cross 

validation used in this study: 

Table 2.1 Cross validation scheme. 

II Year 1 I Year 2 Year3 Year n-1 Yearn 

Case 1 

Case2 

Case 3 

Case n 
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For Case 1 withdraw from the predictor (SST) and predictand (Tx) datasets the values for Year 

1. Use the remaining n-1 predictor datapoints to construct a model and predict Tx for Year 1. 

For Case 2, withdraw the data for Year 2, using Year 1 and Year 3 to Yearn to construct a new 

model to predict Tx for Year 2. Continue to case n to obtain n independent predictions from the 

model. 

The predicted and observed data fields are subsequently decomposed into three equally 

probable sets (or terciles). The percent of categorical correct forecasts at a certain location (i.e. 

temperature station) is referred to as the local skill (SL) (Barnett and Preisendorfer, 1987) and 

is defined as: 

N 
100(-c)% 

n+1 
(2.11) 

where Nc is the number of correct categorical forecasts. By averaging the local scores for each 

station over the entire country, the average local skill is obtained. 

Linear Error in Probability Space Scores 

A number of well known evaluation techniques are in use for categorical forecasts such as 

Heidke scoring (Heidke, 1926), Sutcliffe score (Freeman, 1967), Folland-Painting scores 

(Folland eta/., 1986), ranked probability score (RPS) and hits score (Ward and Folland, 1991; 

Barnston, 1992). The technique applied to evaluate the independant forecasts is known as 

linear error in probability space (LEPS). LEPS scoring is regarded as the preferred score for 

categorical forecasts (Barnston, 1992; Livezey, 1995) and it aims to provide a scoring system 

that measures the error in a forecast according to the distance between the position of the 

forecasts and the corresponding observation. Table 2.2 shows the skill coefficients for throo 

equi-probable categories as derived by Potts eta/. (1996). 

24 

Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2021

 
 
 



Table 2.2. LEPS scores for terciles (after Potts eta/.). 

Observed Category 

8 N A 

Forecast 8 0.89 -0.11 -0.78 

Category N -0.11 0.22 -0.11 

A -0.78 -0.11 0.89 

LEPS scores are used in this study to evaluate forecasts for different seasons. A measure of 

skill is derived over a range from -100 to 1 00°/o with the average skill (SK) defined as follows: 

SK 

n 

:Esi 
100~ 

n 

LSp 
i=1 

(2.12) 

where Si is the score for an individual forecast and SP is the score for correct forecast. The 

summation is over n pairs of forecasts and observations. SP will be determine: on the sign of 

the numerator. If summation over S is negative, then SP is the sum of the moduli of the worst 

possible scores, while if it is positive, SP is the sum of the maximum possible scores. The 

significance of LEPS scores is calculated using 100 simulations of 77 random selected pairs 

of observed and forecasted categories. 

2.3 Summary 

The data and statistical methods used to analyse the data in this study, have been described. 

In the following chapters these methods will be applied to assess the predictability of monthly 

mean maximum temperature at various locations in South Africa. In the next chapter the 

method of singular value decomposition is used to determine which centres in the oceans are 

responsible for forecast skill of seasonal temperature over South Africa. 

25 

Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2021

 
 
 



CHAPTER 3 

ORIGINS OF SEASONAL FORECAST SKILL FOR SOUTH AFRICAN 

SURFACE-AIR TEMPERATURES 

3.1 Introduction 

The statistical techniques described in Chapter 2 are now used to investigate certain climatic 

features that relate global scale sea-surface temperatures (SST) to mean seasonal maximum 

surface-air temperature (Tx) over South Africa. In this chapter the method of singular value 

decomposition (SVD) is used to determine origins of forecast skill for mean seasonal maximum 

surface-air temperature of South Africa. An analysis of the space and time variation of the SST 

fields that give rise to forecast skill is conducted. First, the annual cycle of mean maximum 

monthly temperature is studied in order to define the different temperature seasons of South 

Africa, using principal component analysis (PCA). This is followed by an investigation of the 

origins of forecast skill for different seasons from global scale oceans. 

3.2 Definition of Seasons 

Principal component analysis is applied to long-term average monthly maximum temperature 

in order to study its seasonal variation over South Africa. Rule N (Preisendorfer, 1988) is used 

to select the significant modes of variance. It is found that the monthly temperature variations 

can be described in terms of a single principal component which accounts for more than 92%, 

of the total variance, shown in Figure 3.1. The second principal component (PC2) declares less 

than 7% and all subsequent principal components together contribute to only 1 °/o of the 

variability. 

The correlation of the seasonal variation of Tx over South Africa with the first unrotated principal 

component is shown in Figure 3.2. Correlations of above 80°/o are evident across the entire 

field. The annual cycle of monthly mean maximum temperature over South Africa is therefore 

very well represented by the time series of the first unrotated principal component of 

temperature. From PC1 (Figure 3.1) the coldest three months over South Africa are June, July 

and August (JJA) (austral winter), while the warmest season (austral summer) is during 
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Figure 3.1 Principal component 1 (solid line) and 2 (broken 
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Correlation field of the first unrotated principal component of the 
seasonal variation of Tx over South Africa. All values are times 100. 
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December, January and February (DJF). Autumn will subsequently be defined as the 3-month 

period prior to winter (March, April and May- MAM) and spring the 3-month period that follows 

winter (September, October and November- SON). These correspond with the climatological 

seasons for the Southern Hemisphere. In this study the influence of global scale oceans on 

mean maximum temperature for these four seasons are investigated. 

3.3 Origins of Forecast Skill 

In this section the space-time analysis of the sea-surface temperature system that leads to high 

forecast skill in the four previously defined seasons, are investigated. The method of singular 

value decomposition (SVD) is used to seek for forcings from the ocean temperatures 

responsible for the forecast skill of seasonal mean maximum surface-air temperature in South 

Africa. SVD is chosen because of its ability to identify pairs of spatial patterns whose time series 

are characterized by maximum temporal covariance. 

In this study, three consecutive 3-month mean SST fields (non-overlapping) for the period prior 

to the predictand season are used as predictors. For example, SST fields for MAM (2-season 

lag), JJA (1-season lag) and SON (0-season lag) are used to investigate the influence from the 

ocean areas on DJF mean maximum surface-air temperature over South Africa. 

Table 3.1 depicts the different square covariance fractions (SCF) for the first three modes as 

obtained from the SVD runs. The strongest covariance from the first mode is found for autumn 

mean maximum temperature, followed by summer and winter with the weakest covariance 

found for spring. In all cases the second mode becomes more important on a longer lag, for 

example in summer the second mode's contribution to the variance between SST and Tx more 

than doubled from 0-season lag to 2-season lag as the variance explained by the first mode 

recedes. 
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Table 3.1 

SVD Mode 

Mode 1 

Mode 2 

Mode 3 

Mode 1 

Mode2 

Mode 3 

Mode 1 

Mode2 

Mode 3 

Mode 1 

Mode2 

Mode 3 

Squared covariance fractions (%) for Modes 1, 2 and 3 between different 

seasonal lags of sea-surface temperatures and the mean maximum temperature 

for climalogical seasons. 

2 Season Lag 1 Season Lag 0 Season Lag Temperature 

Season 

45.55 60.22 75.46 DJF 

36.29 25.68 15.29 (summer) 

3.37 2.90 1.67 

80.37 84.65 87.38 MAM 

8.20 6.79 5.67 (autumn) 

2.97 2.58 2.06 

60.31 69.25 74.35 JJA 

15.59 13.20 9.21 (winter) 

7.72 4.65 3.52 

37.5 50.03 52.71 SON 

22.46 17.10 17.30 (spring) 

17.98 13.94 13.33 

By investigating the temporal and spatial variability between the SST and Tx fields it is possible 

to draw some conclusions about the nature of the interactions between ocean and atmosphere 

that contribute to seasonal forecast skill of Tx over South Africa. In Figures 3.3 to 3.11 the 

heterogeneous SST map (top graph) for a specific season, lag and mode is shown. The middle 

graph depicts the expansion coefficient time series and the bottom graph shows the 

corresponding heterogeneous T x map. The heterogeneous correlation maps indicate the 

strength of the association between the grid values of the SST (Tx) field and the expansion 

coefficient time series of the Tx (SST) field. Sign is pure convention. 

To demonstrate the association between the SST and T x• the spatial variation and the 

corresponding temporal variability (represented by the expansion coefficients) for the case of 

SVD mode 1 of summer surface-air temperature is discussed. Consider the heterogeneous 

maps of the first mode of summer Tx (Figure 3.3c) at 0-season SST lag (Figure 3.3a). For a 

particular mode, the correlations on the heterogeneous map indicate the association between 

the field values of the one field (i.e. SST) and the expansion coefficient of the other field (i.e Tx) 
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(a) Heterogeneous correlation map of mode 1 for the SON SST period influencing 
summer Tx. Areas significant at the 95% level are shaded. 
(b) Time series of the SST (broken line) and Tx (solid line) singular vectors for mode 1 of 
DJF Tx using SON globalscale SSTs. "cor'' indicate the correlation between the vectors 
and "SCF" the squared covariance fraction. 
(c) The right field heterogeneous correlation map for SVD mode 1 of SON SSTs on 
summer temperature. Areas of significance above the 95% level are shaded. 
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and vica versa. From Figure 3.3a the sea-surface area of significance at a 0-season lag is found 

in the equatorial Pacific region mostly east of the date line, where the correlations between the 

SST field and the Tx expansion coefficient are statistically significant at the 95% level. The 

broken line in Figure 3.3b depicts the time series of the SST singular vector for mode 1. By 

applying Equation 2.3 for the La Nina episode of 1975/76, a negative score is implied. For the 

Tx field (Figure 3.3c) Equation 2.4 will result in a negative score for this mode. This implies that 

for a colder than normal equatorial Pacific sea-surface, colder than normal summer Tx is 

evident over South Africa. The opposite is true for the El Nino of 1982/83. Here a positive SST 

anomaly pattern corresponds with a positive Tx anomaly field, implying warmer than normal 

sea-surface temperature in the equatorial Pacific is associated with warmer than normal 

seasonal temperature in South Africa during summer months. The SVD modes for the four 

individual seasons will subsequently be discussed. 

Summer- DJF 

From the heterogeneous summer Tx maps of mode 1 (Figure 3.3c) over South Africa, the 

spatial distribution during summer is centred over the central and northeastern interior where 

the highest correlatons are found (Figure 3.3c). The left and right heterogeneous maps (Figures 

3.3a and c) together with the temporal distribution of the first mode (Figure 3.3b) indicate that 

a cold equatorial Pacific Ocean will coincide with below average summer temperatures over the 

central and northeastern interior of South Africa. From the above discussion, the SST 

heterogeneous map of mode 1 shows an influence from the oceans which can be related to 

ENSO on the summer mean maximum temperature. Also, the time series of mode 1 (Figure 

3.3b) shows distinct ENSO features such as the 1973/74 and 1975/76 La Ninas, the 1982/83 

El Nino and the 1988/89 La Nina (Schulze, 1989). 

The second mode becomes more important as one recedes further from the summer maximum 

temperature season (Table 3.1 ). The ocean signal during summer months as revealed by mode 

2 indicates a SST trend which comes largely from the Indian, and the southern Atlantic oceans. 

With longer lag (two seasons) the western Pacific ocean (excluding the equatorial region) 

becomes also significant (Figure 3.4a). From mode 2, negative sea-surface temperature 

anomalies in the significant ocean areas will coincide with positive Tx anomalies over the 

significant west coast areas of South Africa (Figure 3.4c) during summer. 
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Figure 3.4 As for Figure 3.3, but for mode 2 of MAM SSTs. 
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Autumn- MAM 

The leading SVD mode for autumn explains more than BOo/o of the squared covariance between 

the SST and surface-air temperature fields at all lags. The heterogeneous and homogeneous 

correlation patterns for the first mode at 0-season lag is shown in Figure 3.5a. The strongest 

centres of action are over the equatorial Pacific and Indian oceans. Once again the ENSO 

related signal is evident from the time series (Figure 3.5b) of the first SVD mode. The 

corresponding right correlation fields (Figure 3.5c) show the main influence from these sea

areas over South Africa. Investigation of the left and right heterogeneous maps and the 

corresponding time series reveals that an anomalously warm equatorial ocean results in above 

average mean maximum temperatures during autumn, and visa versa. 

The second SVD mode (Table 3.1) contributes much less to the squared covariance, but shows 

small significant areas in the southern Atlantic, southern Indian and Equatorial Pacific just north 

of Australia (Figure 3.6a). Over the continent the corresponding spatial distribution shows areas 

of significance mainly along the west coast (Figure 3.6c). This is very similar to what was found 

for the second mode of summer temperature. 

Winter- JJA 

The signal from the first mode for winter is weaker than for autumn. From the heterogeneous 

(Figure 3.7a) map only small areas of the south Atlantic, south Indian and south equatorial 

Pacific oceans correlate significantly with the expansion coefficient score of wintertime Tx. From 

the time series (Figure 3.7b) an ENSO signal together with a trend in ocean temperatures are 

seen. The Tx heterogeneous map for mode 1 (Figure 3.7c) shows that the signal is reflected 

over the interior of South Africa. By applying equations 2.3 and 2.4 from the previous chapter, 

anomalous warm temperatures in the significant sea areas will result in anomalously warm 

winter temperatures over the interior of South Africa, and cold SSTs will result in anomalously 

cold winter temperatures on a short lead. 

The SST and Tx maps for the second SVD mode is shown in Figure 3.8. Only a few isolated 

ocean areas of significance are found (Figure 3.8a), but the corresponding maximum

temperature correlation field (Figure 3.8c) shows a distinct dipole between the northeastern and 

western parts of South Africa. The opposite signs of these two centres indicate that different 

reaction due to the SST field are expected in these regions. 
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Figure 3.5 As for Figure 3.3, but for mode 1 of DJF SSTs influencing autumn Tx. 
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Figure 3.6 As for Figure 3.3, but for mode 2 of DJF SSTs influencing autumn Tx. 
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Figure 3.7 As for Figure 3.3, but for mode 1 of MAM SSTs influencing winter Tx. 
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Figure 3.8 As for Figure 3.3, but for mode 2 of DJF SSTs influencing winter Tx. 
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By investigating the time series of mode 2 (Figure 3.8b) together with the left and right 

heterogeneous maps (Figures 3.8a and c), it may be concluded that above-normal SSTs in the 

significant ocean regions will result in anomalously cold mean maximum temperatures over the 

northeastern parts of South Africa, and anomalously warm mean maximum temperatures over 

the western parts of the country, and vice versa. 

Spring- SON 

The weakest seasonal temperature associations with global scale SSTs are during spring. 

Slightly over half of the covariance is explained by the first singular mode (Figure 3.9b). On the 

SST heterogeneous map (Figure 3.9a) a significant area in approximately the Nino-3 (5°N to 

5°S; 90 to 150 °W) region is shown. Also, small areas in the western Indian and southern 

Atlantic oceans are significant. From the time series (Figure 3.9b) a trend in SSTs is evident. 

The corresponding Tx heterogeneous field shows the influence of this ocean area to be over 

the western and southwestern parts of South Africa (Figure 3.9c). From these maps, 

considering also the expansion coefficient score (Figure 3.9b) it may be concluded that 

anomalously cold (warm) SSTs result in anomalously cold (warm) spring temperatures over the 

southwestern and western regions of South Africa. 

The heterogeneous map for mode 2 of the 0-season lag SST field (Figure 3.1 0) shows no 

conclusive area of significance, while the heterogeneous spatial map of Tx (Figure 3.1 Oc) shows 

a significant region over the Lesotho Highland and eastern Free State regions. From the time 

series a trend in ocean temperatures is once again well defined (Figure 3.10b). No conclusion 

could be drawn from these maps because of the poor relation found in Figure 3.1 Oa. 

Because the first two modes explain a relatively small amount of the covariance, three modes 

are considered for spring. It is interesting to note that the spatial pattern of the right field (Tx) of 

mode 3 (Figure 3.11 c) resembles similar features as for the second mode of all other seasons, 

namely the correlation dipole between northeastern and western parts of South Africa. The 

ocean signal in the case of mode 3 for spring comes from the eastern Indian and western 

Pacific oceans as depicted in Figure 3.11 a where a 50-year cycle is suggested. 
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Figure 3.9 As for Figure 3.3, but for mode 1 JJA SSTs influencing spring Tx. 
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Figure 3.10 As for Figure 3.3, but for mode 2 of JJA SSTs influencing spring Tx. 
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Figure 3.11 As for Figure 3.3, but for mode 3 of JJA SSTs influencing spring Tx. 
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3.4 Summary 

The results of section 3.3 give a picture of the space-time analysis of the SST climate fields that 

leads to predictive skill of seasonal mean maximum temperature over South Africa. An analysis 

of the centres of action in the SST field for the different seasons suggests that EN SO-related 

features resemble an important influence on the seasonal temperature of South Africa 

especially during summer and autumn. The relationship is so that warm (cold) equatorial Pacific 

SSTs coincide with warm (cold) mean seasonal temperatures over the significant areas over 

the country. The spatial distribution of the right field (temperature over South Africa) consistently 

shows the influence of first mode SSTs over the central interior and eastern half of South Africa. 

Furthermore, the ocean areas adjacent to South Africa capture a large portion of the remaining 

covariance that is mainly associated with the long-term warming trend in the tropics and mid

latitude southern oceans. The second mode Tx heterogeneous maps suggest a temperature 

dipole between northeastern regions and western areas for all seasons except spring, where 

this feature is only evident for the third mode. Rotation of the weight vectors will result in 

patterns that are easier to interpret and reduce the possibility of Buell patterns occurring. The 

Tx anomaly over the western areas corresponds to the significant SST anomaly, while the 

opposite Tx anomaly is found over the eastern parts. In other words, cold (warm) SSTs in the 

significant ocean areas will result in warm (cold) seasonal temperatures over the western parts, 

and cold (warm) seasonal temperatures over the northeastern regions. The second mode 

during spring shows a significant region over the Lesotho Drakensberg areas. 

It can be concluded that global scale SSTs should contribute to the predictability of seasonal 

temperature over South Africa since large spatial regions of significant correlations exists, 

especially during summer and autumn months. The most important SST modes are related to 

ENSO and a long-term global warming trend in the oceans. In the next chapter the atmospheric 

response to the sea-surface forcing is analysed with specific reference to the first SST mode 

and corresponding atmospheric circulation over South Africa. 
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CHAPTER 4 

ATMOSPHERIC CIRCULATION 

4.1 Introduction 

It was shown in Chapter 3 that the ENSO forcing on temperature over South Africa is strong 

and accounts for the largest amount of variance in all seasons, especially during summer and 

autumn. In Chapter 3 the focus was on the forcing from the ocean temperatures. The 

atmospheric component of ENSO, namely the Southern Oscillation (SO) has effects globally 

although its main centres of action are in the tropics (Trenberth, 1991 ). Bjerknes (1 969) was 

the first to describe the dynamic and thermodynamic coupling between the ocean and 

atmosphere that dominates interannual climate variability over much of the tropics and deep 

into the extra tropics. In this chapter the changes in atmospheric circulation over South Africa 

during ENSO events are described with specific reference to the warm event of 1 982/83 and 

the cold event of 1988/89. 

4.2 Southern Oscillation 

The Southern Oscillation (SO) is mainly a pressure dipole that fluctuates at two centres which 

are thousands of kilometres apart. Sir Gilbert Walker first named these fluctuations the 

Southern Oscillation (Walker, 1923, 1924, 1 928). It was then established that the SO involves 

far more than just a seesaw in the surface pressure difference across the Pacific Ocean. The 

association of the SO with major changes in meteorological patterns across the globe was 

recognise early this century (Walker and Bliss, 1930, 1932, 1 937). 

The SO has since been studied extensively, and it is well known that the low phase of the SO 

is associated with anomalously warm central Pacific SSTs (EI Nirio), while the high phase of the 

SO occurs in conjunction with cold events (La Niria). However, it is important to note that there 

is not a one-to-one correspondence between the occurrence of SO events and El Nirio (or La 

Niria) events (Trenberth and Shea, 1 987). Investigations on links between ENSO and 

mid latitude temperature and rainfall were performed by Rasmusson and Carpenter (1 982), 

Shukla and Paolino (1 983), Kousky eta/. (1 984) and others. The principal factor is that large 

scale atmospheric motion in the tropics on time scales of weeks to months and longer, 
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correspond to direct thermal circulations (Philander, 1990). The SO acts as a perturbation to 

these direct thermal circulations and is associated with fluctuations in the intensity and positions 

of regions of rising moist air. The factors that influence the interannual movements of 

convective zones (variations in SST patterns and in the heating of continents) also influence 

the seasonal movement of convective zones. The SO and the seasonal cycle of convective 

zones therefore have much in common (Philander, 1990). 

The SO involves interannual variations in the direct thermal circulation of the tropics, but also 

affects the atmospheric circulation outside the tropics in a more indirect manner. These effects 

are most pronounced during the mature phase of El Nino when an anticyclonic couplet in the 

upper-air wind field develops in the upper troposphere over the central Pacific Ocean where the 

anomalous heating of the ocean is a maximum (Philander, 1990). The couplet is associated 

with a strengthening of the Hadley circulation (mean zonal circulation) and with the appearance 

of upper-level easterly wind anomalies near the equator. On the poleward flanks of the couplet, 

the subtropical jet streams are intensified and displaced equatorward, possibly causing the 

exceptional rainfall and temperature disturbance around the world (Berlage, 1966; Horel et a/., 

1986). 

4.3 Surface-air Temperature Patterns Associated with the Southern Oscillation 

While most of the relationships between the SO and air temperatures in tropical regions can 

be associated with either shifts in convection zones or to the direct influence of changes in 

SSTs, SO-temperature patterns in the extra tropics are probably related to shifts in the large

scale flow pattern (Rasmusson and Wallace, 1983). Halpert and Ropelewski (1992) presented 

results to illustrate that SO-temperature relationships are global in nature. Figure 4.1 illustrates 

the principal core areas with significant SO-temperature relationships. The strongest SO

temperature relationships occur in the tropics where the general increase or decrease in 

surface temperature throughout the global tropics is a delayed response to the warming or 

cooling of equatorial SSTs. The SO-temperature relationships outside the tropics are more 

complex than the tropical responses since they are the result of tropical forcing of circulation 

patterns (Halpert and Ropelewski, 1992). 
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Figure 4.1 

a) 

b) 

Schematic representation of the principal a) cold and b) warm ENSO event 

temperature relations (after Halpert and Ropelewski, 1992). Blue indicates 

anomalously cold temperatures and red, anomalously warm temperatures. 

Seasonal temperature anomalies over southeast Africa are generally of the same sign 

as equatorial Pacific SST anomalies during an ENSO event. The temperature response 

over southeast Africa during the cold event years appears to begin earlier (August) 

than during warm event (October) years (Halpert and Ropelewski, 1992). 
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4.4 Circulation over South Africa during ENSO events 

The Southern Oscillation and resulting global responses are well described in the literature. It 

is now important to investigate the mean circulation features over South Africa that occurs as 

a result of the warm and cooling of equatorial Pacific sea-surface temperatures, and the 

accompanying Southern Oscillation. In this section the difference between mean seasonal 

circulation features during the El Nino of 1982/83 and the La Nina of 1988/89 is discussed as 

an example. Although it is only one example it will give an indication of the circulation 

differences associated with these events. Since the strongest ENSO forcing on temperature 

over South Africa occurs during austral summer and autumn months (refer Chapter 3), these 

two periods are comparee' 

El Nirio 1982183 

The exceptional warm event of 1982/83 resulted in below-normal cloud cover (and rainfall) and 

consequently anomalously warm surface-air temperatures over most of South Africa. The 

south-western Cape coastal belt experienced near-normal to mostly below-normal temperatures 

where above-normal rainfall occurred during this season. 

1. Summer (DJF) 

An upper air high pressure system is indicated in Figure 4.2a over Namibia with an influx of 

subtropical air from the west. Positive 500 hPa geopotential height (gpm) anomalies occurred 

over the subcontinent during this period (Figure 4.2b). A surface trough was situated in the 

mean across Botswana and the central parts of South Africa during the summer months (Figure 

4.3a). The weak surface high pressure to the east of the through resulted in reduced flow of 

moist air from the east over these areas. From the anomaly field negative surface pressure 

anomalies (thus a weaker than normal high pressure system) is evident over the eastern parts 

of the subcontinent with positive anomalies (deeper than normal high pressure) over the central 

an western regions (Figure 4.3b). 

2. Autumn (MAM) 

Positive 500 hPa gpm anomalies occurred over the subcontinent during autumn months 

following the 1982/83 El Nino event (Figure 4.4b). An upper troposphere through was situated 
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west of the subcontinent (Figure 4.4a). From Figure 4.5a a surface trough was evident over the 

west coast, with a high pressure area occurring over the eastern parts of the subcontinent. On 

the surface (Figure 4.5b) negative SLP anomalies occurred over most of the area indicating a 

weaker than normal high pressure. 

La Nina 1988189 

During this cold event high rainfall was received over South Africa and below-normal 

temperatures occurred due to the large amount of cloud cover experienced. 

1. Summer (DJF) 

The upper-air high pressure is situated over the northeastern parts with an upper-air trough 

west of the subcontinent (Figure 4.6a) indicating the presence of a west coast upper trough. 

Negative 500 hPa gpm anomalies are evident over the whole region (Figure 4.6b) indicating 

that upper-air pressure is low. 

The mean circulation during the summer months indicates a surface high pressure system 

situated over the eastern parts of South Africa (Figure 4.7a) which caused an influx of moist air 

from the southeast from the Indian ocean. A well developed surface trough can be seen over 

Botswana and the central parts of South Africa. An area of positive pressure anomalies is 

evident over the eastern parts and negative anomalies over the western regions of the 

subcontinent (Figure 4.7b). 

2. Autumn (MAM) 

Figure 4.8a indicates the mean upper-air (500 hPa) circulation during the autumn months 

following the La Nina period. Negative anomalies are found across the entire region (Figure 

4.8b) indicating upper-air low pressure. 

The mean surface pressure map indicates an area of high pressure over the eastern parts and 

a surface trough over the west coast (Figure 4.9a). On the surface negative pressure anomalies 

are found over the northwestern parts and positive anomalies over the central and eastern 

regions of southern Africa (Figure 4.9b). 
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Discussion 

Tables 4.1 and 4.2 summarize the main circulation features occurring during different phases 

of the ENSO phenomenon with specific reference to the 1982/83 El Nino and the 1988/89 La 

Niria. 

Table 4.1. 

DJF 

500 hPa 

Surface 

Difference between the mean circulation features in summer months during the 

El Nino event of 1982/83 and the La Nina of 1988/89. 

1982/83 1988/89 

• The upper-air high pressure • The upper-air high pressure 

system is situated over the western system is situated over the eastern 

parts of southern Africa. parts of southern Africa. 

• A stronger geopotential gradient • A weaker geopotential gradient and 

and a deeper upper-air high pressure a weaker upper-air high pressure 

system is indicated causing an system occurred causing a decrease 

increase in upper-air westerlies. in upper-air westerlies. 

• Positive 500 hPa gpm anomalies • Negative 500 hPa gpm anomalies 

over the entire subcontinent. over the subcontinent. 

• Surface pressure trough over the • Surface trough slightly more 

central parts with weaker than normal westward, with high pressure system 

high pressure to the east. over the eastern parts. 

• Negative SLP anomalies in east, • Positive SLP anomalies in east, 

positive anomalies in west. negative anomalies in west. 

• Reduced influx of moisture from • Increased flux of moist Indian 

the east. ocean air. 
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Table 4.2. 

MAM 

500 hPa 

Surface 

Difference between the mean circulation features in autumn months following 

the El Nino event of 1982/83 and the La Nina of 1988/89. 

1982/83 1988/89 

• The upper-air through west of the • More relaxed upper-air slope. 

subcontinent and a ridge over the 

central parts of southern Africa. 

• Positive 500 hPa gpm anomalies • Negative 500 hPa gpm anomalies 

over the entire subcontinent. over the subcontinent. 

• Increased north-south geopotential • Reduced north-south geopotential 

gradient, thus increased westerlies. gradient and a weakening in 

westerlies. 

• Surface pressure through over the • Strong east-west pressure gradient 

western and southern regions which which is indicative of westward and 

is indicative of enhanced frontal southward moisture flux. 

activity over the southern parts. 

• Surface trough weak and displaced • Surface trough deeper and over 

westwards. western interior. 

• Negative SLP anomalies over • Positive SLP anomalies in east, 

central, southern and eastern negative anomalies in west. 

regions, positive anomalies over the 

northwest. 

Taljaard (1989) found that the main cause of the drought and high temperatures during the 

summer of 1982/83 was the marked increase in westerly wind speed and its greater constancy 

over the region during December to March. This strong westerlies spread the very dry, subsided 

air from over the southern Atlantic ocean eastwards and northwards over the land such that the 

relative humidity and dew points dropped dramatically causing very little cloud and high 

temperatures. During summer (DJF) the upper-air high pressure system shifts from west (EI 

Nino) to east (La Nina) over the subcontinent. This causes the influx of moist air during warm 
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events to be from the west, while warmer, moist air is flowing in from the south-east around the 

upper level anticyclone during cold episodes, enhancing the probability for rainfall over the 

eastern parts. Geopotential height anomalies during warm event tends to be positive over the 

subcontinent, while negative anomalies are evident during cold events. This upper level high 

pressure system is thus stronger developed during warm events. On the surface negative SLP 

anomalies in the east and positive anomalies in the west occurred during the 1982/83 warm 

event. The opposite is found during the cold event. The surface high pressure observed in the 

east is better developed and the surface through tends to be deeper in the case of a cold event 

than during warm events. 

4.5 Summary 

It was found in the previous chapter that the interannual changes in the equatorial Pacific 

Ocean SSTs accounts for large amounts of the total variance of temperature over South Africa. 

In this chapter the focus was on the interaction between the Pacific Ocean and overlying 

atmosphere, and subsequently in the effects this coupling has on the circulation over South 

Africa which leads to anomalous surface temperatures during different phases of ENSO. 

By analysing upper-air and surface circulation during the summer and autumn months of the 

1982/83 El Nino and the 1988/89 La Nina it was shown that for these cases distinct differences 

occur that results in different temperature responses over southern Africa. This supports the 

findings of Taljaard (1989) where he compared the circulation during the La Nina of 1975/76 

with the El Nino of 1982/83. As a rule of thumb the upper-air anticyclone is stronger during 

warm events, enhancing subsidence over the western parts. During a cold event the troughs 

occur frequently wile stronger anticyclonic circulation over the eastern parts enhance the flux 

of moist Indian ocean air west- and southwards over the country. 

A pressure anomaly dipole exists during both events over the western and eastern parts of 

South Africa, but it generally changes sign so that positive (negative) SLP anomalies are 

evident over the western parts and negative (positive) anomalies over the eastern parts during 

a warm (cold) event. 

Although the connection between Pacific Ocean and the atmospheric circulation is described 

in this chapter, influences from the other oceans surrounding South Africa on the local 

circulation are also important, especially when the phase of ENSO is not clearly defined in the 
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Pacific Ocean. Mean conditions in the Atlantic and tropical Indian oceans are vastly different 

than those in the Pacific mainly owing to its size, position of landmass and absence of El Nino 

type events (Trenberth, 1991 ). 

A coupling between the ocean and atmosphere exists, causing global scale atmospheric 

response to the state of the ocean surface. Recent work by van Heerden and Rautenbach 

(1997) using the CSIR0-9 General Circulation Model with positive SST boundary forcing over 

the tropical Indian ocean resulted in circulation anomalies similar to those described here. In 

the next chapter a statistically-based model is constructed to predict seasonal surface-air 

temperature over South Africa from global scale SSTs. 
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CHAPTER 5 

FORECAST SCHEME 

5.1 Introduction 

Using singular value decomposition (SVD) it was shown in Chapter 3 that sea-surface 

temperature can be used as a predictor for seasonal surface-air temperature over South Africa. 

In this chapter a forecast model is constructed by using the sea-surface temperature predictor 

field (described in Chapter 2) to predict seasonal mean maximum surface-air temperature (Tx) 

over South Africa. 

5.2 Model Construction 

A canonical correlation analysis (CCA) forecast model is constructed to predict seasonal 

temperature over South Africa. The model is similar to the operational rainfall prediction model 

used at the South African Weather Bureau (Landman, 1997; Landman and Mason, 1997). The 

predictor field in the temperature model consists of global scale sea-surface temperature for 

four consecutive, non-overlapping 3-month periods (for example JFM, AMJ, JAS and OND 

mean SSTs). By incorporating global scale SSTs at different lags evolutionary SST features, 

for example the evolution or decaying of an ENSO event which takes place over a number of 

months, could be included. It was shown by Landman (1997) (predicting rainfall) that model skill 

could be improved if "stacked" sea-surface temperatures are used. The predictand field consists 

of mean maximum surface-air temperature for three consecutive months at 77 locations in 

South Africa (for example mean Tx for March-April-May). Prior to conducting CCA, the 

standardized predictor and predictand data are separately condensed using empirical 

orthogonal function (EOF) analysis in order to filter out noise and retain the essential variables. 

The reduced number of EOF components of the predictor and predictand fields, are then cross

correlated and used as input to the CCA produces. The CCA modes each contain loading 

patterns for predictors and predictands, a time series for each and a set of eigenvalues which 

shows the importance of the relationship. Cross-validation is performed to determine the model 

skill. The predicted values are ranked and divided into three equi-probable categories (or 

terciles) from which a categorical above-normal, near-normal or below-normal prediction can 

be made. 
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Selection of Modes 

The optimal number of predictand and predictor modes to describe the data has to be 

determined. The large number of original modes incorporates a lot of noise that may result in 

artificial skill (Barnett and Preisendorfer, 1987). On the other hand, limiting the number of 

predictors and predictands can result in the exclusion of useful information. Therefore a series 

of cross-validation experiments was performed to seek for the optimal number of modes that 

would give acceptable forecast skill during all predictand seasons. 

Figure 5.1 shows the results of the cross-validated runs for different seasons. For each 

predictand season the cross-validated skill of SST modes 2 to 7 are plotted against temperature 

modes 2 to 7. The aim is to identify the optimal model design for all predictand seasons. Four 

SST modes were found to be responsible for relatively high forecast skill during all seasons and 

were selected. The sources of skill from global scale SSTs for summer temperature are shown 

in Figure 5.2. The strongest skill sources during all seasons turned out to be associated with 

ENSO, a trend in global SSTs and a possible 50 year cycle in sea temperatures (Barnston and 

Smith, 1996; Landman eta/., 1997). By plotting Tx modes against SST mode 4 (Figure 5.3), Tx 

mode 4 was selected. The strongest modes are associated with ENSO and a seasonal 

temperature trend (not shown). For the remainder of this study four SST and four Tx modes will 

be used. 
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Figure 5.3 Temperature modes T2,T3 and T4 of SST mode 4. 

Model Skill 

Cross-validation is performed in order to test the skill of the model. An example of a cross

validated run for summer Tx on a 1-season lag is shown in Figure 5.4. In this figure the solid 

line represents the observed Tx (normalized) for the 36 year training period from 1960/61 to 

199,5/96, while the dashed line indicates the corresponding predicted indices. Both are 

averaged over the 77 stations and "AveLocSkill" in the graph is an indication of the average 

local skill. Mean T x features associated with the La Nina events of 1973/7 4 and 1975/76 and 

the El Nino of 1982/83 are well forecasted. A correlation of 0.56 is found between the predicted 

and observed values over the 36 year period. 
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Cross-validated prediction for DJF mean maximum seasonal temperature over 
South Africa. The solid line indicates the mean observed index and the dashed 
line, the mean predicted index."cor'' indicates the correlation between the 
predicted and observed indices, "AvelocSkill" is the average local skill, "SigDist" 
indicates the number of stations with significant local skill. "C" and "W" indicate 
the cold and warm ENSO events. 

A number of runs at different lags were performed to test the cross-validated skill of the CCA 

model for the different seasons. Figure 5.5 shows the results o.f 1, 2 and 3-season lagged 

SSTs for the four different temperature seasons. From the figure the skill decreases as the lag 

increases. JJA is an exception where the skill first decreases and then increases slightly. But 

still the shortest lag has the highest skill for all four seasons. Also, skill during winter and spring 

are weaker than during summer and autumn. This is possibly because of the strong 

teleconnection between equatorial Pacific temperatures and seasonal Tx during summer and 

autumn that was described in Chapter 3. The previous summer's equatorial Pacific 

temperatures may not influence spring temperatures as much as it did for autumn because of 

the longer lag between summer and spring. 
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Figure 5.5 1, 2 and 3 season lag skill for the four seasons 

Figure 5.6 shows the spatial distribution of significant skill at the 95o/o level over South Africa 

for different SST lag periods. The highest skill is found during summer and autumn months and 

in both cases almost the entire region can be predicted significantly but with short lags. In the 

case for summer (DJF) the areas with skill above 45o/o shrink significantly on longer lags. This 

holds true for autumn as well. During winter (JJA) and spring (SON) months the skill is much 

lower and confined to the we stem parts of the country. 

5.3 Operational Model 

It is. now possible to use this CCA temperature model operationally to predict seasonal Tx since 

the limitations of the model are known. In an operational environment the predictor field will 

consist of the most recent four 3-month mean stacked SST fields. For example MAM, JJA, 

SON and DooJF97 SSTs are used as predictors for MAM97 mean surface-air temperature at 77 

stations in South Africa. A categorical forecast for each station is made and stations with 

significant skill are used to compile a final seasonal forecast. An example of such a forecast 

is shown for MAM97 in Figure 5.7. The A, 8 or Non the map represents the predicted category, 

while the number shows the local skill at each station. Skill not significant at the 95o/o level are 

indicated with a'-'. Maps like these are compiled for the predicted seasons and an outlook is 

compiled for each of the nine provinces in South Africa. 
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5.4 Summary 

A forecast model is constructed to predict seasonal temperature for a network of 77 stations in 

South Africa. The statistical method of canonical correlation analysis is used because of its 

ability to find the optimum linear combination between two data sets. In this case canonical 

correlation analysis is used to relate principal components of global scale sea-surface 

temperature to the temperature principal components from 77 stations in South Africa. Firstly 

the optimal number of predictand (SST) and predictor (Tx) modes that describes the data is 

determined by performing a number of cross-validated experiments. Four predictor and four 

predictand modes were found to give optimal skill during all four seasons. 

Cross-validation was performed to test the skill of the model at different lagged periods for each 

season. The shortest lag has the highest skill in all cases. The spatial distribution of significant 

skill revealed that the highest skill occurs during summer and autumn months, while low cross

validated skill is found for winter and spring. The model described in this chapter has sufficient 

skill to be used in an operational mode. In the next chapter evaluation of real forecasts is 

conducted to test the usefulness of such forecasts in an operational environment. 
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CHAPTER 6 

EVALUATION 

6.1 Introduction 

A forecast model was constructed in the previous chapter to predict seasonal surface-air 

temperature at different locations in South Africa. Sea-surface temperature of the equatorial 

Pacific, Indian and southern Atlantic oceans are used as predictors in the forecast scheme. It 

was also shown in Chapter 3 that ocean temperatures are an important source for seasonal 

temperature predictability in South Africa, especially during summer and autumn seasons. The 

proposed forecasts scheme is now evaluated in an operational environment (i.e. over an 

independent test period) to determine whether such skilful forecasts can be produced 

successfully. 

6.2 Strategy 

The assessment of the skill of forecasts is a very difficult matter. Each user of the forecast has 

a different sensitivity to the product because their use depends on the way the forecasts are 

presented, the level of detail, and the knowledge of the user to interpret and use the forecast. 

A forecast evaluation system should be able to test the forecast against observed data in order 

to provide the user with a measure of the confidence that could be attached to such forecasts. 

In order to provide the user with some measure of the value of seasonal temperature forecasts 

in South Africa, operational model runs were performed for the period from 1987 to 1996. 

These were then measured against the observed data and the results are presented here. The 

forecasts of seasonal temperature anomalies for each station are given in terms of three 

categories, namely below-normal, near-normal or above-normal. The probability of each of 

these terciles is the same. 

A sequence of temperature forecasts was performed for the independant forecast period from 

1987 to 1995 for the four climalogical seasons. In each case the climate consists of the 33, 36 

or 39 year period (depending on the available data) prior to the forecast season, and the 
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LEPS skill scores range from -100 to +100°/o with negative scores indicating the worst possible 

outcomes (i.e. 2 categories out). From Table 6.2 it is concluded that the LEPS skill of individual 

evaluated cases varied from episode to episode. Also a variation i" skill from season to season 

is evident. Clearly a higher frequency of skilful forecasts were obtained for summer and autumn, 

than for the other two seasons. But also the worst predictions were made in summer and 

autumn (e.g. summer 1993, autumn 1995). The autumn prediction for 1987 evaluated 

exceptionally well. In this case above-normal conditions were forecasted for the entire country, 

and it was shown in Figure 6.2 that above-normal seasonal temperatures were observed at all 

but 6 stations. This resulted in a LEPS skill score of almost 95°/o. The worst cases resulted in 

highly negative LEPS scores for autumn 1995 and summer 1993. The poor scores in summer 

1993 may have been because of the unexpected El Nino development. The 3-month mean 

periods predicted for in winter are probably too long to capture events that produce exceptional 

temperatures. 

Table 6.2. 

1987 

1988 

1989 

1990 

1991 

1992 

1993 

1994 

1995 

Average 

LEPS scores calculated for forecasts made for different seasons from 1987 to 

1995. Statistically significant values at the 95% level are indicated with an *. 

Summer Autumn Winter Spring 

55.21 * 94.96* 9.25 -13.66 

62.07* 30.44* 41.96* 14.76 

17.47 16.02 12.23 -11.37 

0.98 -23.73 -1.48 1.95 

42.70* 51.69* -15.38 -7.70 

31.57* 58.79* 18.85 1.55 

-65.84 43.20* 6.75 51.07* 

49.87* 67.92* 9.55 35.90* 

8.87 -53.59 6.94 -7.19 

22.54 31.74 9.85 7.26 
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6.4 Summary 

Statements about forecast success are not meaningful unless placed in the context of what is 

expected from such a forecast. In the case of categorical forecasts much of the detail of the 

distribution of the data are ignored and probabilities are only given in terms of equi-probable 

terces (or quints in some cases). To evaluate model forecasts made for the period 1987 to 1995 

the LEPS score technique was implemented. It was found that during the period the skill varies 

from season to season, and from year to year. In the mean it is found that forecasts during 

autumn and summer months were more frequently correct than for winter and spring. It was 

also seen from a summary of hits and misses during the evaluation period that a totally wrong 

(2 category miss) seldom occurred, from which it can be said that these forecasts, although not 

perfect, are better than chance. To asses the usefulness of these predictions in practice it 

should be tested against the operational use, which is beyond the scope of this dissertation but 

needs to be addressed. 
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CHAPTER 7 

SUMMARY AND CONCLUSIONS 

7.1 Introduction 

Until recently seasonal forecasting efforts in South Africa had focused on rainfall. Attempts to 

provide operational seasonal temperature forecasts to a variety of end users are in the early 

stages. This study is the first attempt by the South African Weather Bureau to set up a frame 

work for the prediction of seasonal temperature. Global scale ocean surface temperatures were 

used to seek for signals that can be related to South African seasonal temperatures. Physical 

reasons for expecting a link between variations sea-surface temperature and seasonal 

temperature are that sea-surface temperature anomalies often show strong spatial coherence 

persisting for several months and can result in large anomalous heat fluxes from the sea to the 

atmosphere. Therefore the indirect atmospheric response over South Africa to changes in sea

surface temperatures were also investigated. 

In the second part of the study the aim was to set up a forecast scheme for seasonal 

temperature over South Africa that could be implemented operationally. Predicting temperature 

patterns over areas on seasonal time-scales requires a methodology that is capable of finding 

pattern-to-pattern (multivariate) relationships, given sets of predictor and predictand elements. 

In this study an empirical approach was followed to construct a forecast model for seasonal 

temperatures at 77 locations in South Africa. The model output was verified for a nine year 

independent period to determine if these predictions are skilful and thus useful in the South 

African scenario. The results are summarized below. 

7.2 Origins of Seasonal Forecast Skill from Global Scale Sea-surface Temperatures 

An analysis of the centres of action in the global scale SST field for different seasons reveals 

two major sources of statistical predictability. ENSO-related features resemble an important 

influence on the seasonal temperature of South Africa. It was seen that anomalously warm 

equatorial Pacific ocean surface temperatures coincide with anomalously warm mean seasonal 

temperatures over South Africa. Also, anomalously cold equatorial Pacific Ocean surface 
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temperatures coincide with anomalously cold mean seasonal temperatures. This influence from 

the oceans are mainly evident over the eastern half of the country with the strongest relation 

with summer and autumn temperatures. 

The long-term global warming trend in the equatorial and mid latitude southern oceans capture 

a large portion of the remaining covariance. It was found that a temperature dipole exists 

between the northeastern and southwestern areas of South Africa that is usually associated 

with this warming trend in the oceans. Anomalously cold SSTs in the significant regions will 

coincide with anomalously warm seasonal temperatures over the southwestern parts and 

anomalously cold seasonal temperatures over the northeastern parts of South Africa. The 

opposite tendency is found for anomalous warm SSTs. 

It is concluded that: 

I) seasonal temperatures over South Africa do respond to variations in global scale sea

surface temperatures; 

ii) the strongest skill sources from the oceans are related to ENSO and a global warming 

trend in the oceans; 

iii) there ia a significant response in the temperature field (Tx) to changes in the global 

scale SSTs during summer and autumn over the eastern half of South Africa. 

7.3 Atmospheric Response to Global Scale SST Changes 

It is hypothesized that sea-surface temperatures have physical effects on the overlying 

atmosphere and can modify the large-scale atmospheric circulation. Since a strong ENSO 

teleconnection signal was found with seasonal temperatures over South Africa, an analysis of 

the response of mean circulation features over South Africa to the changes in equatorial Pacific 

SSTs was conducted. It was found that distinct differences in the mean circulation occur 

between warm and cold ENSO episodes. 

i) During warm events the upper-air anticyclone is stronger and positioned more to the 

west. The westerlies extends westwards over South Africa. During a cold events more 

throughs occur along the west coast, causing an influx of warm, moist air from the east. 
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This results in enhanced cloudiness (and rainfall) during cold events, and thus reduced 

temperatures. 

ii) A surface pressure anomaly dipole exists during both cold and warm events between 

the western and eastern parts of South Africa such that pressure is higher over the 

western and lower over the eastern parts of the subcontinent during warm events than 

during cold events. 

7.4 Operational Forecasting 

A statistically based seasonal prediction scheme has been set up to forecast temperature 

variability over South Africa. Sea-surface temperatures are employed as the only predictor of 

seasonal temperature over South Africa. 

i) The model that was constructed has sufficient skill to be used in an operational 

environment. It was found that forecasts which are better than chance can be produced 

at lead times up to two seasons. 

ii) This operational forecast scheme was evaluated over an independent forecasting period 

from 1987 to 1995. During this period the skill varies from season to season, and from 

year to year, but a forecast that are two categories out seldom occur. 

7.5 Recommendations 

i) The forecast model may be improved by incorporating global (all available data) sea

surface temperatures instead of the global scale (440 grid points used in this study) data 

used in this study. Most importantly more data in the southern Pacific Ocean should be 

incorporated. 

ii) SSTs are used as only predictor for seasonal temperature. Other predictors should be 

investigated such as persistence and pressure anomalies. 

iii) By removing the trend in both data sets the true skill will be obtained. 

iv) The statistical relationships shown here are intended as a starting point for the 

operational prediction of seasonal temperature in South Africa. In the longer-term a 
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better understanding of the physical relationships will enable more skilful methods to be 

employed. 

v) Non-empirical techniques could be implemented in future to capture the nonlinear 

relationships between seasonal temperature and certain predictors. These should 

include dynamical models such as coupled general circulation models. 

vi) A perception should be established in the end user community that forecasts are skilful 

enough to be of value before users of seasonal products may take full advantage of 

such predictions. Thus, a program of interdiciplanary research is needed to bring the 

benefits of seasonal predictions to the user. 
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