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A B S T R A C T

In the past decades, attempts were made to build a systematic approach to mining method selection (MMS)
Ooriad et al., [1]. This is because MMS is a complex and irreversible process. Since it can affect the economic
potential of a project, the approach must be as thorough, precise, and accurate as possible. The key challenges of
the previously established techniques such as the Nicholas and Laubscher method are that, there was a lack of
engineering judgement in the process of selecting a mining method. In other instances, not all the parameters
required in the mining method selection process were considered; i.e. economics would be the basis of the final
decision of a mining method without taking into consideration other factors such as geology [2]. While other
techniques just considered a few parameters and a limited number of mining methods as alternatives (Namin,
2008). Some techniques were customised procedures for a specific orebody [3]. Each orebody is unique; there-
fore, the approach of just adopting the same mining method for similar commodities was not always an effective
or realistic approach Therefore, the existing procedures were found to be inadequate and not applicable for
consideration in all MMS processes.

To solve the challenges stated above, an up-to-date approach to MMS is the use of multi-criteria decision-
making (MCDM) tools to aid in the process. The MCDM are effective in facilitating a decision-making process;
however, the use of MCDM has not gained enough popularity across countries and in the mining industry
especially in MMS [4]. Their successful implementation in other industries such as in manufacturing companies,
water management, quality control, transportation, and product design [5] present an opportunity for further
exploration in MMS. In this research, these MCDMs were further explored as starting point to solving the chal-
lenge faced in MMS.

With the aim of developing a systematic and an unbiased approach that caters for subjective and objective
analysis in MMS, this study investigated 10 MCDMs- TOPSIS, TODIM, VIKOR, GRA, PROMETHEE, OCRA, ARAS,
COPRAS, SAW, and CP with potential to solve the MMS challenge. The study focused on deriving a model where
the MCDMs can be integrated and be successfully used for MMS. Included in the research are factors and mining
methods that are necessary in MMS. The aim was to use the factors and mining methods as inputs to the
developed MMSM.

In the result section, case studies were used to analyse the MCDMs following a descriptive and a statistical
analysis (sensitivity analysis, spearman correlation, and Kendall’s coefficient.). PROMETHEE, TOPSIS, and
TODIM stood out as methods for use in the selection of mining method in the coal mining industry. From the
research findings, it was generally concluded that OCRA, ARAS, CP, SAW, and COPRAS are simplified approaches
of the afore-mentioned methods. VIKOR’s rankings were outlying and the conclusion was that it was not a suitable
method for MMS. GRA’s conclusion based on the literature view was that there remain many unanswered
questions about its mathematical foundations.

The MMSM was developed using the results obtained. In the MMSM, first, the user defines the problem. The
approach is of case-based reasoning (CBR); where the user can retrieve, re-use, revise and then retain the in-
formation (in the database) for future use. The user can always search within the database for a similar problem to
select a MCDM, factors and methods; and this may be one of the future areas of improvement on the developed
MMSM because there are a number of factors, MCDMs, and mining methods that the user may need to go through
before getting to the relevant MCDM. One of the recommendations made by the author was that the user must
understand the theoretical background of the MCDM before using it in the MMSM. In future studies, algorithms
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for selection of a suitable MCDM in the MMSM can be developed so that once the problem has been defined and
structured; the user may not struggle with knowing which method to use amongst the suggested. Also, an
application-based approach may be investigated further.
1. Introduction

There have been extensive studies conducted to find a suitable pro-
cess of Mining Method Selection (MMS). This is a process of selecting an
extraction method for a defined deposit. It involves proper planning,
research and informed decisions carried out by experts in the mining
industry. Ooriad et al., stated that MMS is a complex and challenging
activity because of the many factors that form part of the decision pro-
cess. Also, because the nature of an orebody is unique, it would not be a
realistic approach to just adopt a specific mining method without
catering for the needs of a specific orebody. Kant (2016) emphasised that
the MMS is a critical process because it is irreversible once implemented.
So, all decisions throughout the life of mine will be dictated by the chosen
mining method; and the economic potential of a project can be affected
by this decision.

It is of paramount importance that a suitable mining method is
selected to maximise profit, recovery of the deposit and provision of a
safe working area for the employees.

There are previously established approaches that have been used
across all the commodities. Some were successful at implementation.
While others still needed to be developed further to be effective. Techno-
economic models were developed in the 60s. Themethod was inadequate
because it was only based on the financial estimations of the financial
effects that would results if a specific mining method was chosen [2].

In the early 70s, Boshkov and Wright proposed a qualitative classi-
fication for underground mining methods. It only considered the
geological and geotechnical factors applied in similar geological condi-
tions. The selected mining methods as alternatives were those which
have been applied in similar geological conditions [3]. Like the
techno-economic model, it was inadequate because of its nature of ex-
clusivity. Morrison classification method was developed thereafter in
1976. It divided methods under 3 groups: caving methods, controlled
subsidence, rigid pillar supports. There was limited number of MM as
alternatives. The first quantitative tool was developed by Nicholas in
1981. The tool considered rock mechanics characteristics as the most
important factor for both underground and surface methods. Criteria
such as orebody characteristics are used. Points are assigned, and a nu-
merical ranking is used. It only works with 10 predefined methods
(Guray, 2003). In the same year, Laubscher developed a classification
method, based on mass mining methods [6]. Hartman followed in 1987
with his method that looks at the geometry of the deposit as well as the
ground conditions of the ore zone. A method is chosen based on howwell
it suits the ground conditions. University of British Columbia (UBC)
method was then developed in 1995 as a modification of Nicholas
approach. It was designed to represent the Canadian practice. Overall,
the techniques and methods were found to be inadequate, and incom-
plete to perform a fair and reliable mining method selection process. The
reasons are: adopting the same mining method within the same region
was not always effective and was not a realistic approach due to the
uniqueness of each orebody. In other instances, there was lack of engi-
neering judgement. The fact that no formula exist for MMS makes it a
difficult process. Some techniques offer a limited number of alternatives
(mining methods) and factors (e.g geology) in decision-making. Lastly, it
was identified that one predominant factor led to the exclusion of the
other factors in other techniques.

An up-to-date approach in the early 2000s was to use multi-criteria
decision models (MCDMs) because of their proven record of effective-
ness in facilitating a decision-making process. Amongst the existing
decision-making techniques AHP, PROMETHEE, TOPSIS, TODIM,
VIKOR, ELECTRE, and GRA have been used in the MMS process.
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However, they are not widely applied in the mining industry, and the
current research expands on the existing knowledge of the MCDMs as
they present an opportunity for further exploration in MMS. Addition-
ally, OCRA, ARAS, COPRAS, CP and SAWwere investigated as additional
decision-making methods even though no existing proof could be found
of their previous application in the mining industry.

To address the need of MMS, the aim of the research was to develop a
mining method selection model/methodology through a critical analysis
and assessment of the application of MCDMs. This is done to address the
shortcomings of the existing traditional approaches of MMS. The overall
aim of the methodology/model is that it must serve as a checklist in
conducting a retrospective critique on existing coal mining methods
operations. Again, the decision-making approach must be able to offer a
guideline for new coal mining projects on how an optimum mining
method can be selected while considering factors that affect MMS.

It is the aim of the study to aid in strategic decisions that ought to be
made for the future of coal mining for coal mines that would find this
study useful. Generally, the author acknowledges the fact that a one-size
fits all model cannot be developed in the mining industry due to varia-
tions of deposits; however, a general guideline is still a possible solution;
especially the MCDM approach to solving MMS because there has been
limitedmining application. Also, the country that contributed themost to
information on MCDMs was Iran. Even though the U.S.A, China, and
Australia are some of the largest coal producers in the world, there has
not been much from them concerning the MCDMs. It must also be noted
that the study will follow a decision-making approach instead of a
problem-solving approach. This means that the focus is aimed at the
future of coal mining. A list of the possible benefits from the study are
shown below:

� Improving the MMS decision-making process for the coal mining
companies.

� Provision of a systematic and unbiased approach that caters for sub-
jective and objective analysis in MMS.

� Better insight and understanding of factors that affect coal MMS.
� Review of the potential yet fully unexplored mining methods such as
coal gasification and coal bed methane in South Africa.

� Increased level of confidence of the MCDM will help South African
Mining companies to utilise these models, as application has been
limited in the country’s coal mining.

� Improvement in the long-term planning of mines
� MMSM can be stepping stones to novel methods of mining

2. Literature review

The literature review was obtained from different sources; journal
databases to library catalogues. The information gathered is presented to
form part of the building blocks of the development of an MMSM. It
consists of the previously established techniques, factors as well as
mining methods.
2.1. Existing approaches to MMS

This section introduces MCDM which may have been used in the
mining industry for methods selection. For each method, the function-
ality, application in mining and other industries, shortcomings and
strength are presented.

2.1.1. AHP
The development of AHP by Thomas Saaty dates to the 1980s. The
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main purpose of its development was to assist decision makers to make
decisions in an organised manner. This is a method that can handle an ill-
structured and complicated problem; and still be effective in facilitating
the decision-making process [7]. AHP’s ability to represent the elements
of a problem in a hierarchy form allows the problem to be broken down
into smaller constituents’ part; with the objective/goal of the
decision-making process on top [8].

According to Velasquez and Hester [9]; the advantages of AHP are
that it is easy to use and flexible in that its’ size can be adjusted to
accommodate different decision-making problems. AHP is also not
data-intensive like other MCDM methods. Its ability to handle both
qualitative and quantitative criteria has led to its popularity (Ataei et al.,
2008). Data can be normalised when measured in different scales, and
can later be aggregated (Musungwini&Minnitt, 2008). Moreover. Cheng
and Li (2001) believes that AHP is accurate in making business decisions
because of its ability to check the consistency of the expert’s judgement.

Although it has gained power and use across different industries, it
has also been criticised because of how its standard consistency test
function [7]. In their research, Maletic et al. [7] proposed that a quality
control approach could be used to conduct the consistency test.

Musungwini and Minnitt (2008) also identified three limitations of
this method. Firstly, calculations can be rendered complex if the number
of criteria to be compared increases. The recommended maximum
number of criteria is nine; so, its total comparisons will be 36. If criteria
are greater than nine, the matrix may be complex and difficult to solve.
Secondly, the final decision (ranking of alternatives) can be affected if the
scale of relative importance was to be increased. Lastly, AHP only works
with a positive reciprocal matrix as explained earlier in the section.

Additionally, Hester and Velasquez (2013) indicated that AHP is
susceptible to rank reversal in that, if alternatives are added at the end of
the process, the final rankings could flip or reverse.

2.1.2. TOPSIS
Hwang and Yoon proposed technique for Order preferences by Sim-

ilarity to Ideal Solution widely known as TOPSIS in 1981. Amongst the
MCDM, TOPSIS is the most straightforward technique [5]. There is
limited subjective input that is needed in TOPSIS expect for weights. The
main aim of the method is to ensure that the distance between the best
alternative and positive ideal alternative is minimized, while maximizing
the distance to the negative ideal solution [10].

Unlike AHP, TOPSIS does not have a component to check for the
inconsistency of the judgement and expressed preferences. In addition,
TOPSIS must rely on other weighting methods such as AHP since it
cannot elicit weights. Therefore, this means that if the weights are not
accurate weights, using TOPSIS method may not be viable [10]. Like
AHP, TOPSIS can also cause rank reversal where the preferences of
alternative can change if more criteria are added/removed. However,
among many methods, it has the fewest rank reversals [5].

On a positive note, TOPSIS can identify the best alternative quicker
than many MCDM [10]. Its logic is rational and understandable. In
addition, the importance of weights can be incorporated into the com-
parison procedure [11]. The performance of alternatives and criteria can
be visualised on a polyhedron; and the computation process can easily be
done using a spreadsheet [5].

Over 100 papers have been published where TOPSIS was applied
[12]. Because of its ability to accommodate many alternatives and
criteria, it has been applied in various areas such as in manufacturing
companies, water management, quality control transportation, and
product design [5]. TOPSIS has also been used to compare financial
performances of companies [10]. Additionally, Hester and Vasquez
(2013) confirm its use in the supply chain management, logistics, engi-
neering, marketing and environmental management.

Tajvidi et al. [13] used TOPSIS in selecting an optimum tunnel sup-
port system, combining it with methods like SAW. Aghajani and Osanloo
[14] applied the method in combination with AHP when selecting a
loading and transportation system for an open pit mine. Ooriad et al., has
3

used the TOPSIS method to select a suitable mining method for Tazareh
Coal Mine (Iran).

2.1.3. TODIM
TODIM (Tomada de Decisao Interative Multicriterio in Portuguese)

means “Interactive and Multi-Criteria Decision Making” method. It is a
distinct method that has its basis on the prospect theory [15]. It was
founded by Gomes and Lima in the early 90s to assist in ranking of al-
ternatives where the decision maker has to effectively formulate a deci-
sion in the face of risk [16].

The advantage of TODIM is that it is effective in behavioural decision-
making. This is because the decision maker’s psychological character is
taken into account and can capture loss and again under uncertainty
[17]. The attenuation factor, which can be adjusted, can reflect the risk
preference of the decision maker [18].

Even professionals without a concrete background of MCDM define
the method as a tool that is easy to implement [19]. It can work with both
qualitative and quantitative criteria. Other than TODIM the existing
MCDMmethods look for a solution corresponding to a global measure of
a value, while in TODIM, the concept of global measurement is calculated
while applying the prospect theory [16]. TODIM’s application has been
limited. However, has been applied in the mining industry [20].

2.1.4. VIKOR
According to Hayati et al. (2015), VIKOR is a Serbian phrase that

means ‘Vlse Kriterijumsk Optimizacija Kompromisno Resenje’, which
means “Multi-Criteria Optimization and Compromise Solution”. The
method was developed in 1894 to select an alternative as a compromised
solution from a list of alternatives in order to make a final decision.
According to the method, the closest valid solution to the ideal solution is
the compromise solution (Hayati et al., 2015). The VIKOR method ranks
alternative according to three scalar quantitiesðSi; Ri and QiÞ which are
independently evaluated against the criteria [21].

Unlike AHP, there is no pairwise comparison of the criteria in the
VIKOR because criterion can be evaluated independently. In addition, the
computations can be less in the face of several criterion. (Hayati et al.,
2015). Apart from weight determination, VIKOR only requires the de-
cision maker’s intervention where the coefficient ‘v’ value must be
chosen. The TOPSIS and VIKOR have the same approach except that
VIKOR allows for weight change through the coefficient ‘v’ [21].

Another added advantage to VIKOR method is that it allows the de-
cision maker to check how far the second-best alternative is from the
first. If the method finds that the best alternative in terms of Qi is the best
in terms of the global criteria performance only (Si) or in terms of the
performance measurement of single criterion (Ri) only, then the first best
alternative cannot be considered as the best in isolation, but with other
alternatives in a subgroup. Therefore, VIKOR gives satisfaction to
acceptability of the final rankings [21]. The method is a useful tool
especially where the decision maker is unable to express his/her pref-
erences at the beginning of the process [22].

VIKOR has been used in many applications as recorded by Mog-
hassem and Fallahpour (2012). It was used in 2016 by Wang et al. for
renewable energy resources selection in China. Kuo et al. (2011) to
evaluate the quality of airports service used VIKOR again. The successful
application of VIKOR has extended too many fields such as
manufacturing, material selection, marketing, construction, risk and
financial management, supply chain, health-care, performance evalua-
tion and many other areas (Mardani et al., 2015). In the mining industry,
there has been limited application of VIKOR. Mahase et al. [23] identi-
fied two areas dealing with mine planning and related studies to have
applied this method. Azimi et al used VIKOR in evaluating the strategies
of the Iranian mining sector in 2013. To derive the preference order of
open pit mines equipment, Bazzazi et al. [24] applied a modified version
of VIKOR. There are over 176 papers published between 2004 and 2015
where VIKOR was applied; either alone or through an integrated
approach (Mardani et al., 2015).
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2.1.5. GRA
Grey Theory is a mathematical theory that was proposed in 1982 by

Deng to solve problems with uncertainty and incomplete information.
The grey theory consists of five parts; Grey prediction model, Grey
relational analysis (GRA), Grey decision, Grey programming, and Grey
control. The area of interest for decision makers is the GRA. This tech-
nique treats each alternative as a sequence of data. It then analyses the
relational degree between each alternative and the reference sequence
[25].

The main idea of the GRA is to compare the geometrical similarity
between the reference sequence and the data sequences of several al-
ternatives. A higher relational degree means that the sequences (data and
reference) are close to each other [26].

GRA application has been significant; from agriculture to environ-
ment and engineering (in decision-making). Wu [27] used it for decision
making in credit risk analysis. Hasani et al. [28] determined the optimum
process parameters for open-end spinning yarns by applying GRA. To find
the most suitable watermarking scheme, Lin et al. [29] used GRA. Kan-
dasamy and Vinodh [30] applied GRA in material and end of life strategy
selection. GRA has also been used in combination with other MCDA
methods such as in evaluating the customer perceptions on in-flight
service quality using a fuzzy-grey method by Chen et al. [31]. To opti-
mize multi-response simulation problems, Kuo et al. [32] used a
grey-based Taguchi method. Although it has been successfully applied,
GRA has also been criticized for its lack of mathematical foundation
(root) to explain its origin, laws and constraints [33].

In the mining industry, Dehghani et al. (2017) used GRA to select a
mining method. To assess mine safety, Xu Q and Xi K [34] used GRA in
combination with bow tie. GRA was used to study the coal mines acci-
dents by Shuai and Jin-Long [35]. In 2018, Bao et al. applied GRA in
combination to DEAmodel to evaluating the safety benefits of the mining
industry occupational health and safety management systems.

2.1.6. PROMETHEE
PROMETHEE which stands for Preference Ranking Organisation

Method of Enrichment Evaluation was been developed in 1982 by Brans.
Since then, PROMETHEE I to VI have been developed to function as
outranking methods. Alternatives are compared in pairs with respect to
each criterion (Tomic, 2011). A preference function approach is followed
in PROMETHEE. A preference function P jða; bÞ for alternatives ‘a’ and
‘b’ depends on the determined difference [djða;bÞ] of the alternatives for
a chosen criterion, j. Additionally, it depends on the preference functions.

Giurca et al. [36] used PROMETHEE in selection of Photovoltaic
Panels. PROMETHEE has been successfully applied in strategic planning
of natural resources [37]. Energy technologies have been previously
assessed using PROMETHEE [38]. PROMETHEE has also been imple-
mented in the Robotics field [39].

Zooming into application in the mining industry, PROMETHEE was
used for a Chromite mine in Turkey to select the most suitable under-
ground ore transport system [40]. Bogdanovic et al. [2] integrated AHP
with PROMETHEE for mining method selection. Elevli and Dermici [40]
applied PROMETHEE to select the most suitable underground ore
transport. For selecting an underground mining method, Balusa et al.,
(2018) integrated WPM and PROMETHEE.

A clear advantage the PROMETHEE method has over AHP and other
MCDMs is that there is no need to perform a pair-wise comparison when
alternatives are removed or added in the evaluation process [41]. Hyde
et al. [42] highlighted some of the limitations of PROMETHEE to include
the following: Decision makers finds it difficult to define the preference
and indifference thresholds because of limited availability of selection
guidelines. The uncertainty of the chosen thresholds is also not fully
accounted even though a sensitivity analysis is later performed. The
subjective input of the preferences introduces yet uncertainty. Addi-
tionally, Hyde et al. [42] further advises the user to note the fact that the
six criterion functions introduced do not address the imprecision of the
4

decision matrix constructed from expert judgement. So, difficulties may
still be encountered in the process of using PROMETHEE because of these
limitations and a considerable amount of uncertainty remains in the
ranking process [42].

2.1.7. ELECTRE
ELECTRE (Elimination Et Choix Traduisant la REalite) translated to

mean: Elimination and Choice Expressing Reality was developed in 1968
by Bernard Roy. Since then, different ELECTRE methods have been
developed. ELECTRE I & ELECTRE IS were developed for selection
problems. ELECTRE TRI is for sorting problems, and ELECTRE II, III, and
IV are for ranking problems [37]. The method is used for analysing data
in a decision matrix to rank a set of alternatives. Like PROMETHEE, the
are indexes (concordance and discordance) that are used in the pairwise
comparison between alternatives [43]. The following are steps involved
in ELECTRE I:

One common advantage for many decision-making methods is the
ability to handle both qualitative and quantitative criteria. ELECTRE
possess such ability. Sometimes ELECTRE fails to sort the alternatives in
different ranks, in those cases a hybrid approach may be necessary [44,
45]. A hybrid approach is a process of integrating MCDMs methods to
reach a final ranking.

Hobbs and Meier [46] have used ELECTRE in the civil and environ-
mental engineering. Ashfari et al. [44,45] used it for personnel selection.
Over 540 papers where ELECTRE was applied have been published. The
papers represent fields such as energy management, natural resources,
environmental management, health, safety, medicine, design, and me-
chanical engineering. To select optimal technology for surface mining,
Stojanovic et al. [47] applied an integrated AHP-ELECTRE. Bodziony
et al. [48] used ELECTRE to select surface mining haul trucks.

2.1.8. OCRA
Like the other MCDM, OCRA was developed in 1991 by Parkan to

calculate the performance of alternatives. It uses an intuitive approach to
incorporate the preferences of the decision maker about the relative
importance of the criteria [49]. The decision maker’s preferences for the
criteria is reflected by the preference ratings of the alternatives [50].

The advantage of OCRA over some MCDM is that, one can deal with
both beneficial and non-beneficial criteria separately without having to
lose some information in the process. The method is not a parametric
approach and that implies that it is not affected by additional parameters
in the process and less steps are required for the whole procedure [49].
Also, Chakraborty and Chatterjee [50] add that OCRA can deal with
situations where there is a dependency between the relative weights of
the criteria and the alternatives.

In application, Madic et al. [49] used the method to select
non-conventional machining processes using the OCRA method. Parkan
used it in 2002 tomeasure the operational performance of a public transit
company. Chakraborty et al. [51] applied OCRA with other MCDM to
selection location of distribution centres. For Biomass selection, Martinez
et al. [52] used OCRA method with TOPSIS. There has been limited
application of the method in the engineering field, especially in the
mining industry.

2.1.9. ARAS
According to Adali and Isik [53]; ARAS is a method that determines

the performance as well as compare alternatives with a chosen ideal
alternative. Zavadskas and Turksis developed it in 2010 with an
emphasis that a degree of optimality is obtained by determining the ratio
of the sum of the weighted normalised values of an alternative to the sum
of the values of the weighted normalised of the optimal alternative with
respect to criteria [53]. The method is simple and can be performed in
excel. Therefore, the fact that it does not have a complex theoretical
background like AHP and the rest makes it favourable to those who wants
a simplistic answer [54].

The application of ARAS method has been evident over the years.
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Zavadskas and Turskis [55] used the method for the first time to evaluate
the microclimate in office rooms. Kocak et al. [54] used the method to
select a subcontractor in the construction industry. It was used to rank
Serbian banks in 2013 by Stanujkic et al. Dahooie et al. [56] applied
ARAS in evaluating oil and gas well drilling projects. Adali and Isik [53]
applied ARAS in an air conditioner selection problem. Nguyen et al. [57]
carried a conveyor equipment evaluation out using ARAS and AHP. Like
OCRA, there is few or no application in the engineering field, especially
mining field.

2.1.10. COPRAS
The development of COPRAS by Zavadskas and other researchers

dates to 1996. It is a fast-developed method to deal with real problems.
The method can be performed without difficulty even when the attribute
and alternatives are large; and it can handle both qualitative and quan-
titative criteria [58]. However, COPRAS is less stable when a sensitivity
analysis is performed and gives different rankings when there are
changes in the weights [59].

It has been applied in a supplier selection problem because of its
simplicity and advantage of plugging values onto EXCEL for a faster
implementation [60]. Chatterjee and Charaborty [61] used it to for a
manufacturing firm to select the most appropriate flexible manufacturing
system. Assessment of road design has been done by COPRAS [62]. In
combination with the fuzzy AHP, Das et al. [63] used COPRAS to mea-
sure the relative performance of Indian technical institution. It has also
successfully been applied in the construction as well as property man-
agement [64].

2.1.11. SAW
Hwang and Yoon suggested the SAW method in 1981. It is also called

the weighted linear combination method [13]. It is described as one of
the most straight-forward MCDM methods. Its application is usually for
benchmarking; to evaluate results from other techniques [58].

The advantages of the method is that it is intuitive to decision makers,
and there is no need for any complex compute program as the compu-
tations are easy. However, the drawbacks are that the criteria should be a
maximizing criterion before any calculation; this means that minimizing
criteria must be turned to maximizing, and that leads to the method not
reflecting real situation problems. As a result, the results obtained may
not be logical. Despite the drawbacks, the application of SAW ranges
from water management, to business and financial management [9].
Afshari et al. [44,45] applied the method in personnel selection prob-
lems. Setyani and Saputra to determine flood-prone area at Semarang
City used the SAWmethod in 2016. There has been limited use of SAW in
the mining industry.

2.1.12. CP
According to Park et al. [65]; Zeleny proposed CP in the 70s for

identification of an alternative that is closest to the ideal solution based
on the distance measure Lp. Poff et al. [66] applied CP to evaluate forest
management approaches. Park et al. [65] emphasised that CP is effective
in solving environmental problems. It has also been used in the field of
water resource management. However, when compared with other
methods, it is significantly less used [67]. The method has proven to be
robust and sensitive to the weight and the ‘p’ value chosen by the deci-
sion maker. It is therefore advisable to perform a sensitivity analysis to
check for stability in the answers obtained [66].

3. Results

Section 3 will summarise the findings from studying the method se-
lection techniques, factors, and mining methods. It is the aim of this
chapter to class approaches and techniques to methods selection, to test
the techniques against each other in different case studies, to check for
consistency in decision making, and stability of the final rankings of al-
ternatives. Two analysis approaches were carried out; statistical and
5

descriptive.
The results from this section were used to develop the proposed

MMSM in section 4. Its capability and applicability are detailed in the
following section. The results section is divided into two section; a
descriptive and statistical approach to comparing the MCDM. It must be
noted that individual MCDAs have been used.

3.1. Case study evaluation

Two case studies from different publications will be used to evaluate
theMCDMmethods that were introduced in the previous section. Saaty&
Ergu introduced a set of criteria that will be used to evaluate the MCDMs.
The Saaty & Ergu list of criteria was used because it highlights major
criteria that can be used for comparison. The set is listed below. In
addition to the criteria, the MCDMs’ extent of application will be eval-
uated as well:

� Simplicity of execution
� Logical Mathematical procedure
� Input Parameters
� Synthesis of judgmenet with merging function
� Rank of tangibles
� Generalizability to ranking intangibles
� Rank perseveration and reversal
� Sensitivity analysis
� Conflict resolution
� Trustworthiness and validity of the approach.

Case Study 1:
This case study illustrates the process of selecting a mining method

through an integrated approach. A fuzzy AHP to calculate the criteria
weights and individual TOPSIS (to select the mining method) are applied
to facilitate the decision-making process.

The case study uses information from: Shariat S, Yazdani-chamzini A,
Bashari B⋅P, [68]; Mining method selection using an integrated model,
International research journal of applied and Basic Sciences, 6(2):
199–214. The mine that was investigated is located in the Wester Zanjn
province in Iran. It forms part of the major producers of zinc. The orebody
is located within a metamorphic basement plunging east ward at 10–20.
It is 600 m long in the N–S line and 200–400 m across.

In this case, a fuzzy AHP determined the weights of the criteria, and
the criteria were used to rate and rank the importance of the mining
method alternatives in the TOPSIS model. Amongst the alternatives, cut
and fill method ranked the highest and was confirmed through a sensi-
tivity analysis. The selection process was performed for an Angouran
Zn–Pb mine in Iran. The final ranking of the methods was:
A4>A2>A3>A1>A6>A5.

The significance of the case study was that it illustrated the decision
process of MMS by using TOPSIS as one of the investigated MCDM in the
literature of this current study. Even though it is not a coal mining
example, it better illustrated the use of MCDMs in decision making.

The mine started as an open pit. However, as depth increased (2880
m), it was required that a mining method be suggested for continued
operations. The criteria used for this specific case study problem and the
alternatives are summarised in Table 1.

In the case study it is mentioned that fifteen decision makers were
involved in evaluating alternative mining methods based on the given
criteria for the selected case study mine. All the criteria are benefit
criteria and the higher the score, the better the performance of the
mining method [68].

To compare the performances of the MCDM, the author took the
existing case study above and applied the other MCDMs on it (PROM-
ETHEE, CP, ARAS, OCRA, CORPAS, VIKOR, TODIM, GRA and SAW) with
the following aim: to check for consistency in the above results obtained
from the case study. Also, how further apart are the results/rankings if
they are not similar. Below are the results from the 10 different methods.



Table 1
Criteria and Alternatives for the case study mine.

Criteria Alternatives

� C1: Orebody thickness
� C2: Orebody dip
� C3: Orebody shape
� C4: Grade distribution
� C5: Orebody depth
� C6: Orebody RSS
� C7: Footwall RSS
� C8: Hanging wall RSS
� C9: Orebody RMR
� C10: Footwall RMR
� C11: Hanging wall RMR

� A1: Block Caving
� A2: Sublevel Stoping
� A3: Sublevel Caving
� A4: Cut & Fill
� A5: Top Slicing
� A6: Square Set Stoping

Fig. 1. Topsis final rankings case study 1.

Fig. 3. GRA final ranking case study 1.

V.D. Baloyi, L.D. Meyer Results in Engineering 8 (2020) 100172
The results based on the TOPSIS methods are as shown in Fig. 1. The
alternative with the highest relative closeness is rated as the preferred
alternative based on the calculations conducted. A4 (Cut and Fill
Method) was chosen as the most suitable to exploit the given deposit.
While the least preferred option is A5.

According to the result obtained from using TODIM, A2, which is Sub-
level Stoping, dominates the rest of the alternatives. A4, which was
proven as the best in TOPSIS (original data) and after the sensitivity
analysis, is dominated by two more methods in TODIM. Even though the
ranking of the above two methods differ, a sensitivity analysis had to be
carried out to validate the results from the TODIM method (See Fig. 2).

In the GRA method, The grey relational coefficients are averaged to
obtain the grey relational degree (GRD). This degree shows the similarity
of the comparability and reference sequence. The higher the value of the
GRD, the better the ranking. A2 (sub-level stoping) is the highly ranked;
then A4 comes second. A5 is the least preferred alternative (See Fig. 3).
The results were further validated by a sensitivity analysis.

Using Promethee II, net out-ranking flows were calculated using a
Promethee software and A2 was found as the alternative that outranks
the others. A4 in this case came second (See Fig. 4).

For OCRA, the overall ratings of the alternatives were determined
using the relevant equation and are shown in Fig. 5. A2 is the alternative
Fig. 2. TODIM Final ranking case study 1.

Fig. 4. PROMETHEE II final ranking of alternatives for case study 1.
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with the highest overall performance; followed by A3. The worst per-
forming alternative is A6.

Using ARAS, the alternatives were then ranked through the utility
function value. This value determined the relative efficiency of an
alternative over the optimal alternative. The results are shown in Fig. 6.
A2 is rated as the best choice, followed by A4. The worst choice is A6.

On CORPAS method, once the beneficial criteria are summed up, a
relative significance value of the alternative that shows the priority of the
alternatives can then be calculated. From the calculations, a quantitative
utility value was then be calculated. A higher value implies a higher



Fig. 5. OCRA final rankings case study 1.

Fig. 6. ARAS final rankings case study 1.

Fig. 7. CORPAS final rankings case study 1.

Fig. 9. SAW final rankings case study 1.

Table 2
Ranking frequencies of MCDM in the case study.

Ranks→ 1 2 3 4 5 6

Alternatives A1 0 1 0 9 0 0
A2 7 2 1 0 0 0
A3 0 2 7 0 1 0
A4 3 5 2 0 0 0
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ranking. In the rankings shown in Fig. 7, A2 emerged as the winning
option. While A6 was ranked the worst amongst the alternatives.

When using the CP method, the best alternative will have the lowest
distance metric, and that implies that it is closest to the ideal solution. A4
appears slightly lower than A2, but they are both closest to the ideal
solution compared to the rest of the alternatives, with A6 being the
furthest as shown in Fig. 8.

When using the SAWmethod, the alternative with the highest score is
Fig. 8. CP final rankings Case study 1.
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the most suitable. In this case, A2 appears to be the highest followed by
A4. A6 with a score of 0,358 is the least preferred option (See Fig. 9). A4
has the lowest index, and therefore it is the best option according to the
VIKOR method. Also, A4 was able to meet the set conditions as required
by the VIKOR method. The robustness of the results were checked
through a sensitivity analysis.

The combined results of all the 10 MCDM yielded the frequency of
ratings shown in Table 2 The table shows how many times each alter-
native appeared in a rank, that is, A1 was ranked at number 4 by 9 out of
10 methods. A2 from the combined MCDM results was rated as the best
option because it emerged as the most suitable method in 7 out of the 10
rating methods; while A6 emerged as the worst option in 8 out 10 rating
methods.

The ranking of alternatives for the combined MCDMs was: A2> A4>

A3 > A1 > A5 > A6. There was a slight difference from the original
results where the TOPSIS method was used in the case study. In the case
of the combined ratings on Table 2, Sublevel caving ranked the highest.

Table 3 sorts the MCDM’s according to the results of their ratings.
Group 1 shows the MCDM with the same rankings of alternatives from
the results shown and explained. This information will help the author in
checking for consistency in ratings. A measure of similarity has also been
calculated using the Spearman Correlation.
A5 0 0 0 1 7 2
A6 0 0 0 0 2 8

Table 3
Groups of similar rankings of MCDMs.

Group 1
� PROMETHEE
� CORPAS
� ARAS
� SAW

Group 2
� TODIM
� OCRA

Group 3
� TOPSIS

Group 4
� CP

Group 5
� GRA

Group 6
� VIKOR
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3.2. Descriptive analysis of the MCDMs

Saaty and Ergu described a set of criteria that can be used to evaluate
different MCDMs in order to answer the question: “When is a Decision-
Making method trustworthy?” The following set of criteria are evalu-
ated against the MCDMs described in the literature review.

3.2.1. Simplicity of execution
In simplicity of execution, Saaty and Ergu [69] suggested that the user

of the MCDM must be able to perform the decision-making process
without the need of an expert to supervise the process. The mathematics
and underlying logic of the procedure must not hinder a successful
decision-making process. A scale to rate the ease of use for the methods is
given as, low: if the method’s logic is complicated and not suitable to be
used by non-expert; medium if there is much effort that goes into learning
it; high if it can be implemented in almost all studies and can be easily
understood by layman.

Based on the Author’s experience backed up by research, the author
has assessed the methods as follows:

From the current research experience with the application of TOPSIS,
the method is user friendly and one experiences a high simplicity of use.
This claim is backed up by the extent of application of the TOPSIS. It was
been previously mentioned in this current research that over 100 papers
have been published where TOPSIS is applied. The following are some of
the comments from the previous users of TOPSIS.

Pavic and Novoselac [70] attest to the simplicity of TOPSIS in their
publication; that the method has a simple mathematical model and is a
practical method since the user can rely on computer support for com-
putations. Yavuz [71] confirmed the ease of use of TOPSIS compared to
the other MCDMmethods when he used it for wheel loader selection in a
coalmine. The computational process of TOPSIS is said to be straight-
forward by Garcia-Cascales & Lamata (2012).

From the current research experience, the author found that TODIM
method is simple to use once the user understands the procedure.
However, there can be computational mistakes in the process because of
the effort that goes onto its implementation. In terms of the pre-defined
ratings of simplicity of execution, TODIM is rated medium. It was pre-
viously mentioned in the literature review that Rangel et al. [19] said the
method is easy to be implemented even by users who are not
professionals.

According to the current research, VIKOR is simple to use and is rated
highly. However, the need for user input of some other parameters such
as the ‘v’ parameter may make the process tedious.

Wu (2002) mentioned some of the advantages of GRA. Amongst them
was the simplicity in computations and the straight forwardness of the
method. In this current research. GRAwas used, and the author found the
method easy to implement. The rating GRA is given in this study is a high
rating.

The simplicity of PROMETHEE in application and conception has led
to its widespread use and a fast-growth (Balali et al., 2014). However, the
difficulty of PROMETHEE shows up when the preference function has to
be chosen; and may be difficult when the decision maker has no expe-
rience of using this MCDM. Therefore, the simplicity is given a medium
rating.

ELECTRE is a complex method and difficult for non-experts. Balali
et al. (2014) attest that ELECTRE does suffer from sophisticated mathe-
matical formulation. A low rating is given to ELECTRE.

OCRA, ARAS, COPRAS, SAW, and CP methods are simple to execute
in decision-making andwill therefore be given a high rating of simplicity.

3.2.2. Logical, mathematical procedure
This criterion simply means that a method must have a mathematical

representation, logical reasoning behind the theory and justification. A
low rating is given to a method with just a simple mathematical logical
procedure; a medium rating is given to a method that uses reference
sequences or relative difference to rank alternatives; and high rating for
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methods using pairwise comparison technique to determine the domi-
nance of one criterion over another.

The mathematical approach of TOPSIS is well structured and uses
relative difference of the distances for ranking. Therefore, it is given a
medium rating.

TODIM uses pairwise comparison to determine the dominance of one
criterion over another. In addition, from tits equations, it can eliminate
inconsistencies that do arise from the pairwise comparison technique.
Therefore, it is given a high rating.

There are no pairwise comparisons in the VIKOR method and crite-
rion can be evaluated independently. A relative difference is thus used at
the final ranking of the alternatives; and VIKOR is rated medium in this
case.

According to Lu [33]; the theory behind GRA does not have any solid
foundation in mathematics. The assumption made in GRA is that the data
is exponential; however, there are no further explanations on why such a
claim is made. This makes it difficult to know the interpretations if the
data is not exponential. Some other challenges faced and could be the
reason for limited application of GRA are the quality of English as well as
the writing style and the limitation in the theory application. A low rating
is given.

It does not consider discordance but does use the pairwise comparison
to determine the dominance degree of one alternative over the other.
PROMETHEE therefore receives a high rating.

It does consider discordance and does use the pairwise comparison to
determine the dominance degree of one alternative over the other. A high
rating is therefore given to ELECTRE.

OCRA, COPRAS, SAW, ARAS: These methods are given a low rating
because they just use a simple mathematical equation to show and justify
their procedure.

CP’s procedure uses a relative difference and is therefore given a
medium rating.

3.2.3. Input parameters
A method must be justified in at least three ways; in its procedures,

consequence of the procedures and approaches. If there are input pa-
rameters, there must be justifiable theory behind. A low rating is given to
methods without any justifications of the parameters; Medium rating if it
involves parameters in some part, and high if it involves complete and
logical reasoning to input parameters.

The only input on the TOPSIS method are the weights given by the
decision maker to each criterion. This means that subjectivity is further
reduced on this method and therefore it is given a high rating.

In TODIM, the input parameters are the weights of the criterion and
the attenuation factor. This factor can be adjusted between 1 and 10.1 is
usually used because it signifies that the losses would contribute with
their real values. The reasoning for both the parameters is logical;
therefore, a high rating is given to TODIM.

A decision maker intervenes in the VIKOR process to determine the
weights of the criteria and to choose the value of the coefficient ‘v’, which
should be between 0 and 1. This parameter gives the importance of
weight of the measures. A v equal 0.5 is usually chosen so that both the
utility and regret measures are given equal weight. A value less than 0.5
gives more weight to the regret measure; while a value greater than 0.5
places more importance to the utility measure. The parameter is logical
and therefore VIKOR is given a high rating.

There is a lack of axiomatic foundation for GRA. In addition, it was
noted that there is missing proof of reliability of the method by theo-
retical research. Clarification needs to be done or it may hinder adoption
in many industries for application. Thus, a low rating is given.

There are thresholds as input of the decision maker’s preference. It
was suggested that the use of the thresholds must be based on previous
studies for guidance. That justifies the use of preferences in PROM-
ETHEE. In addition, one of the studies that formed part of the research
suggested twoways of setting the thresholds; one is to set the indifference
to zero and preference threshold as the maximum evaluation between the
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alternatives. The other approach suggested by the author was to set the
indifference as the minimum and preference as the maximum alternative.
PROMETHEE is given a medium rating.

In the procedure of ELECTRE, there are threshold (c and d) that the
decision process depends on. The values of these thresholds depend on
the Decision maker. It is believed that these values have an influence on
the final ranking, and the fact that it is not ensured that using a higher c
and a lower dwill lead to small number of non-dominated solutions [21],
it is not suggested that ELECTRE be used for decision making process for
MMS.

OCRA, ARAS, COPRAS and SAW: The above listed methods do not
have any other input parameter except the weights. Medium ratings are
given to these methods.

The weights of the criteria and the p-parameters are the input of the
decision maker in the CP process. The p-parameter shows how the de-
cision maker compensate for the deviations in the process of decision-
making. Medium rating is given to CP.

3.2.4. Synthesis of judgements with merging functions
In this criterion, the judgements from different experts are syn-

thesised. To obtain an overall rank, the evaluations must be synthesised.
If a method synthesizes the evaluations by averaging weights, it is rated
low. Amethod will be rated medium if a simple weighted method is used.
A high rating is given if there is a rigorous merging function with
reasonable weights used.

In the aggregation process, TOPSIS uses an equation that considers
the distance from the positive ideal and from the negative ideal. TOPSIS
does not consider the relative importance of this distance between the
alternatives. A high rating is given to TOPSIS.

TODIM measures the dominance degree of each alternative by
calculating the partial and overall dominance of each alternative. From
the dominance degree, rankings can be made. It follows a rigorous pro-
cedure and can be highly rated.

In the aggregation process of VIKOR, a Lp -metric, which is a distance
function, is calculated. It represents group regret that an idea cannot be
chosen. L1 is represented by S-group as the sum of all the individual re-
grets. While L∞ represent the R-group. That is the maximum regret that
an alternative could have (Tseng& Opricovic, 2007). Q aggregates the S-
and R-group with the ‘v’ parameter. The method is therefore rated highly
because of the rigorous merging process.

In GRA the magnitude of correlation between alternatives and the
reference sequence is calculated using the grey relational degree. A high
rating is given to GRA.

A net preference flow is introduced as an aggregating utility function,
and the equations used are shown the previous mentioned steps for
PROMETHEE. Research found that the foundation of net flow if PROM-
ETHEE and the S-Group of VIKOR have the same foundation (Tseng &
Opricovic, 2007); and their results are similar if PROMETHEE uses its
Linear (Type 5) function. A high rating is given. A high rating is given.

The output of the ELECTRE process is a set of concordance of alter-
natives, which indicates how one alternative dominates the other. The
ranking is partial in ELECTRE because some alternatives remains
incomparable. Medium rating is given.

OCRA, ARAS, COPRAS, CP, SAW: Medium ratings are given to the
methods above because while others average weights in their process,
simple weighted methods are used.

3.2.5. Ranking of tangibles
Alternatives are ranked either higher, lower or equal to the other

alternatives they are competing with on the evaluation of the tangible
criteria. If a method does not involve ranking, it is ranked low. If it uses
ordinal scale, it uses medium and high if cardinal scale is used to rank
alternatives.

All the methods can deal with both quantitate and qualitative data
and uses cardinal scale; therefore, they are rated highly in this criterion.
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3.2.6. Generalization to ranking of intangibles
Intangible criteria are often part of a decision problem; and they need

to be quantified. If a method is applicable to both tangibles and in-
tangibles, and asses the intangibles by using pairwise comparison tech-
nique, it is then rated high. If it transforms intangibles into cardinal
numbers by using interval. Ratio/absolute scale, it is rated medium; and
if it just assigns arbitrary ordinary numbers to quantify the intangibles, it
is rated low.

In PROMETHEE and ELECTRE, alternatives are evaluated on a pair-
wise comparison technique. The deviations between two evaluations of
alternatives are considered. They are therefore given a high rating.

In TOPSIS, TODIM, VIKOR, GRA, CORPAS, ARAS, CP, SAW and
OCRA, Medium rating since they use a cardinal absolute scale, but not a
pairwise comparison technique.

3.2.7. Rank preservation and reversal
MCDMs’ one of the significant drawbacks is due to the phenomenon

called: rank reversal. This phenomenon explains the change of alterna-
tives ranking if one or more alternatives are added or removed from a
decision problem. Sometimes the best alternative can become the worst
alternative, especially where the rank reversal totally inverts the
ordering. A method which does not deal with rank reversal at all is rated
low; one which basically deals with it is rated medium, and one which
implements ways in its procedure for interpreting reasons for rank
preservation and reversal is rated highly.

The above-mentioned phenomenon has made the validity of TOPSIS
debatable. Because rank reversal would clearly mean that a better deci-
sion/alternative depends on the number of alternatives. Fortunately,
Garcia-cascales & Lamata (2012) identified two points that causes rank
reversal in TOPSIS. Namely; the ideal solutions and the normalisation
process. In their research, they modified the above-mentioned points and
rank reversal was dealt with. Because there have been previous attempts
to deal with rank reservation and preservation, TOPSIS would therefore
be rated medium because the solution has not yet been widely accepted
and when applied, it gives different rankings compared to the original
TOPSIS.

TODIM is also mentioned as one of the methods that do suffer from
rank reversal, however, a solution for it is its normalisation procedure.
Therefore, it is rated medium.

There has been limited studies concerning rank reversal for PROM-
ETHEE. The first people to address it were De Keyser& Peeters in 1996. It
was only in 2013 that Veryl and De Smet investigated the probability of
rank reversal in PROMETHEE I and II. It was shown that these two classes
of PROMETHEE do suffer from rank reversal. However, in 2016, Brans&
De Smet showed that the removal or additions of alternatives does not
lead to rank reversal in PROMETHEE. Therefore, it was tested in the
current studies and found that it is stable. So, a high rating is given to
PROMETHEE concerning rank reversal.

In ELECTRE, the rank reversal is caused by the pairwise comparison.
It is also noted that rank reversal probability of occurrences increases as
the number of alternatives are increased. Also, under equal weights for
criteria, there is more rank reversal. Therefore, the method is rated low
because there is no proven method to deal with rank reversal in
ELECTRE.

In SAW and OCRA, because of their normalisation procedure, SAW
and OCRA suffers less from rank reversal. A medium rating is given.

CP suffers from rank reversals and has been proven in this study as
sensitivity analysis was carried out. Therefore, a low rating is given.

3.2.8. Sensitivity analysis
A method is rated low if it only asses a single parameter; medium if it

works on two to three parameters; and high if it can assess more
parameters.

A medium rating is given to TOPSIS because it can assess the weights
of the criterion and the evaluations of each criterion against the
alternatives.
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A high rating for TODIM is given because it can assess the following
parameters for sensitivity: attenuation factor, criteria weights, the choice
of the reference criterion, and the performance evaluations of the
alternatives.

The v-parameter and weights can be changed in VIKOR. Therefore, a
medium rating is given to the method.

Only two parameters can be varied in GRA method; weights of the
criterion and the identification coefficient. Therefore, a medium rating is
given to GRA.

In PROMETHEE, preference, indifference, preference functions, and
the weights of the criterion can be changed to see asses the influences of
each. Therefore, a high rating is given to PROMETHEE.

ELECTRE assesses 3 parameters; concordance and discordance index,
as well as the weights. It is therefore given a high rating.

OCRA, ARAS, COPRAS and SAW: These methods do not have special
input parameters except the weights of the criterion. Since they only
asses one parameter, they are given a low rating.

In CP, only two parameters can be varied; the ‘p’ value and the
weights. Therefore, CP is given a medium rating.

3.2.9. Applicability to conflict resolution
A method must be able to resolve the conflict that exist within the

criteria of making a decision. There must be fair trade offs in the process;
such as normalisation to find the best solution where conflict is con-
cerned. A low rating is given to methods which use a simple mathe-
matical compensation technique; medium rating for methods using
analytical methods, and high rating for methods providing an under-
standable, acceptable, practical and flexible way of resolving the conflicts
in criteria.

TOPSIS process of normalising uses a vector normalisation. It must be
noted that the normalised value could be different for different evalua-
tion unit of a criterion (Tseng & Opricovic, 2004). For example, if a
problem with two alternatives is evaluated against 3 criteria and the
evaluations are 3, 4, and 5 for A1 and 2, 3, 9 for A2: the normalised values
of 3 will be different. Therefore, TOPSIS is given a medium rating.

A high rating is given to the normalisation procedure of TODIM.
In the normalisation procedure of VIKOR, a linear transformation is

used; and it does not depend on the unit of the criterion, or whether it is a
minimum or maximum criterion. The normalisation procedure is
aggregated in calculation the utility and regret measures.

In PROMETHEE, conflict resolution is resolved in the aggregation
process. A high rating is given.

In GRA, ELECTRE, OCRA, ARAS, COPRAS, CP and SAW, they all can
resolve conflict that exist in the criteria and they are all given a high
rating in this case.

3.2.10. Trustworthiness and validity of the approach
The quality of a method and what makes it trustworthy must be

considered. Questions to be asked are: can the method yield the choices
that accurately reflect the values of the user? If a method has been widely
applied, it provides a platform to be trusted and can be rated high. Me-
dium ranking is for methods which have limited application, and low
rating is for methods which have not been applied in the field of question.

TOPSIS has proven itself and has provided it’s on platform for future
applications in almost all industries. The number of papers that have
been published where TOPSIS was applied are over 100. In different
journals such as expert systems with applications, applied soft
computing, knowledge-based systems, information sciences, and many
more. Therefore, in terms of trustworthiness and validity of the approach,
TOPSIS is highly rated.

Limited application of TODIM in mining method selection. Medium
rating is given.

There is limited application of VIKOR in mining method selection.
Medium rating is given.

GRA has enjoyed wide application in agriculture, environment, and
marketing industry. However, there is limited application in the mining
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method selection industry. Medium rating is given.
The disadvantages of ELECTRE makes it unsuitable for use in the

mining industry because in the ranking process, it often does not lead to
one solution. It is therefore suitable for decision problems that have few
alternatives and less criteria. Low rating is given.

A high rating is given to PROMETHEE like TOPSIS because there have
been numerous applications in the mining method selection industry.

OCRA, ARAS, COPRAS, CP and SAW: The methods have not been
applied in mining method selection before and therefore, they are given
low rating since there is no proof of application and the level of confi-
dence is low.

As rated H-represent High, M-Medium and L-Low. From the results
presented, the author has low confidence in ELECTRE, SAW, COPRAS,
ARAS, OCRA, and CP. The methods that stand out as a result of the
descriptive analysis are TOPSIS, and PROMETHEE. VIKOR, GRA, and
TODIM’s confidence is neither low nor high; and was therefore assessed
based on the final decision of the author considering the statistical
analysis performed.

It must be noted that ELECTREE was eliminated in the first stages
because of its inability to rank results and therefore could not be analysed
with the other methods except in descriptive analysis since it is based on
literature and the author’s experience in application of the methods.

3.3. Statistical analysis of the Mcdms

3.3.1. Sensitivity analysis
Sensitivity analysis is of paramount importance for the MCDMs

because of their nature of input parameters that are subjective. The
ability to test for the robustness, and uncertainty is relevant where group
decision making is concerned. The results from the sensitivity analysis
help in increasing confidence, and credibility of the results. Also, the
overall risk associated with the decision-making process is thus reduced.
It was found by Triantaphyllou (2000) that the most sensitive criterion in
decision problem is the one with the highest weight if weight changes are
measured in relative terms (%). To relate the rest of the criteria to match
the changes of the critical criterion weight, the equation taken from
Leoneti [72] was used. However, the author modified the critical crite-
rion percentage from just considering 10% to considering any percentage
for a good stability check and to ensure that the sum of the final weights
would still equal 1.

w*
n ¼

wn

�
1� w*

i

�

ð1� wiÞ

where.
wi represent the original weighting of the critical criterion.
w*
i represent the original weighting of the critical criterion plus the %

change.
wn represent the original weight of criterion n.
w*
n recalculated weighting for criterion.

The Case study was used for performing a sensitivity analysis. The
first method to be evaluated was TOPSIS. Only the weights of the method
were modified between �50% and 50% changes. The results obtained
are depicted in Fig. 10 F.

The radar graph in Fig. 10 shows the changes in rankings when
weights are adjusted. It is observed that A1’s ranking did not change
throughout the adjustments; while A5 changed between rank 5 and 6. A6
recorded the most changes by moving around all the ranks except for
rank 1.

The changes became stable as the weights were being reduced. At
þ10% and �10%, there were no changes in rankings; however, as the
weights were further reduced by 20%–50%, a stable ranking was
observed and has been taken as the final rank for TOPSIS. The original
ranking for TOPSIS was A4>A2>A3>A1>A6>A5 and after the sensi-
tivity analysis was performed, the ranking became:
A4>A1>A3>A2>A5>A6.



Fig. 10. TOPSIS0 weights sensitivity analysis.

Fig. 11. VIKOR sensitivity analysis_1.

Fig. 12. VIKOR sensitivity analysis_2.
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TODIM allows for changes in weights of the criterion, the attenuation
factor which ranges between 1 and 10, reference criterion, and the per-
formance evaluation. The weights of the criteria were changed as per the
formula presented above. Adjustments of the weights were made from
�50% to þ50% and there were no changes in the rankings of the alter-
natives. The reference criterion was also changed. Initially, the highest
weighted criterion was chosen as the reference criterion. In sensitivity
analysis, the lowest criterion was checked, and it did not lead to changes
in the rankings. Since for this study, the performance evaluations of the
alternatives against the criteria will not be analysed because the author
wants to maintain the original evaluations, the last parameter to be
checked was the attenuation factor. The factor was ranged between 1 and
10, and even though there were changes in the final values, they were too
minimal to cause changes in the rankings. The initial rankings were and
the rankings after performing the sensitivity analysis were similar.

VIKOR’s input parameters were also check for stability in their
rankings. The v-parameter ranges from 0 to 1. For the initial rankings, a
value of 0,5 was used. The values were varied between 0 and 1 and a
stable ranking could not be obtained. The rankings were similar between
0,0 and 0,3. At 0,4 and 0,5 the rankings were different. Between 0,6 and
0,8 the rankings were similar again and changed at 0,9 but remained
constant to 1. The results indicated that the rank depends on the ‘v’ that is
used, and one cannot depend on the rankings of VIKOR to base the final
decision.

The weight variations were the input parameters that were checked as
well. Initially, the ‘v’ parameter was kept constant as the weights were
varied. However, a stable ranking could not be obtained. The ‘v’
parameter was changed to 1 since the ranks using v¼ 1 showed similarity
with the ranks of other MCDM. The results from v ¼ 1, were found to be
stable. The instability was considered negligible and the final rankings of
VIKOR were determined from v ¼ 1 with weight variations. (See Figs. 11
and 12)

The initial and after sensitivity analysis was performed results for
VIKOR are A2>A3>A5>A1>A4>A6 and A4>A1>A3>A5>A6
respectively.

GRA’s rankings were then checked against weight variations as well
the grey coefficients. Firstly, the weights were varied between�50% and
þ50%. A6 was found to be the most unstable as the weights were
changed. It moved from rank 6 at �50% change to rank 3 at þ50%
change. Variation of weights resulted in a lot of instability, but only
outside the�10%–10% change. The results are shown in Figs. 13 and 14.

The Grey coefficient was varied between 0,1 and 1. The changes were
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minimal and were only between A4 an A6 as shown below. The overall
changes when the grey coefficients and weights were varied were
negligible. Therefore, the results of GRA are stable and were not changed.
The ranking remained as A4>A1>A3>A2>A6>A5.

The Stability of OCRA’s ranking was assessed and there were no
changes even when the weights were varied from �50% to 50%. The
rankings remained the same (A4>A1>a2>A3>A5>A6). In the case of
OCRA, a stability check was done on equal weights of the criterion since
no other input parameter could be varied.

ARAS stability check was also on the variation of weights. The
rankings remained stable; and the equal weight criterion rating were
checked. The only change observed was a swap between A3 and A4. The
rest of the rankings remained stable. So, the initial and final rankings



Fig. 13. GRA sensitivity analysis_1.

Fig. 14. GRA sensitivity analysis_2.

Fig. 15. SAW sensitivity analysis.

Fig. 16. PROMETHEE sensitivity analysis.
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were: A4>A1>A3>A2>A5>A6 as well as A3>A1>A2>A4>A5>A6
respectively.

In CORPAS stability check, the input parameter were the weights
variations. The sensitivity results of weight variation between �50% and
50% were all the same but different from the initial rankings
(A4>A1>A2>A3>A5>A6) because of a swap of A3 and A4.

CP method was checked. The input parameter ‘v’ was checked at p ¼
1, p ¼ 2, and p ¼ 10, 20, 100 (which represent infinity). The rankings
only became stable at p ¼ 10. Varying weights were checked at the
different p’s (1, 2, and 10). P ¼ 2 and p ¼ 10 did not provide stable
rankings. The final ratings were A4>A2>A3>A1>A5>A6.

SAW method’s stability was checked based on weight variations be-
tween �50% and 50%. The changes were minimal such that the initial
rankings were accepted as the final ranking of alternatives (See Fig. 15).

PROMETHEE was the last method to be checked for its stability. The
VISUAL PROMETHEE was used and the results are shown in Fig. 16. The
input parameters that were varied were the preference and indifference
12
thresholds as explained in the descriptive analysis of PROMETHEE. On
weights, the equal weights, �10%, and þ10% weight scenarios were
checked. The overall ratings indicate that PROMETHEE is stable even
after parameter changes. Though the values changed and there was a
swap between A4 and A3, the changes were not enough to effect changes
of the ranks.

Sensitivity analysis was performed for all the MCDMs, and the new
rankings from the sensitivity analysis of all the 10 MCDMs are shown on
Table 4. The initial ratings of the following methods have changed:
TOPSIS and VIKOR. TODIM, GRA, PROMETHE, OCRA, ARAS, SAW and
CP’s overall rankings were stable and therefore did not change. However,
out of the 10 methods, 6 methods have the same rankings unlike before
sensitivity. It can therefore be concluded that the ratings for case study
should have been A2 > A4 > A3 > A1 > A5 > A6. This confirms the
frequency of ratings of case study.

3.3.2. Spearman correlation
The 10 MCDMs that have been investigated and detailed in the pre-

vious pages were compared based on their final performances that led to



Table 4
Aggregated Final sensitivity analysis.
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Fig. 17. Spearman correlation coefficient.

Table 5
Kendall’s coefficient for the 10 MCDMs.

W 0,866

chi-square 43,31
Degrees of freedom 5
p-value 0,00
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the rankings. The spearman correlation coefficient (rho) was used. The
coefficient helps to determine the strength of the relationships between
the MCDMs. In other words, it is used to measure the similarities between
two sets of rankings. The value obtained from the correlation ranges
between �1 and þ1. If the value is large and closer to þ1, it then in-
dicates a good agreement between the MCDMs. The formula below was
used to calculate this coefficient:

rs ¼ 1� 6
Pn

i d
2
i

n3 � n

where:

di represent the difference between MCDM ranks
n represent the sample size (in this case; the alternatives)

For the case study, the spearman correlation coefficients were
calculated for the 10 MCDMs. According to the observations, the co-
efficients ranged between 0,371 and 1000. TODIM is similar to OCRA.
PROMETHEE is similar to ARAS, CORPAS, and SAW. And according to
the characteristics of co-efficient R, the methods have a very strong
relationship. The results of TOPSIS compared to GRA, and CP are satis-
factory. However, VIKOR showed to be an outlier and its similarity to the
rest of the methods was found to be low (See Fig. 17).

3.3.3. KENDALL’S coefficient
To check for the overall similarity of the rankings, the Kendall’s co-

efficient was calculated for the overall rankings using the formula below.
This value ranges between 0 and 1; with 0 indicating that there is no
agreement and 1 shows the agreement between the MCDMs. The coef-
ficient was calculated as 0,866 which suggested that there was almost a
perfect agreement between all the considered MCDMs. According to the
Kendall’s coefficient of concordance interpretation, a coefficient great
than 0.7 shows a strong agreement (See Table 5). The following formula
was used:

W ¼ 12
Pn

i d
2
i

m2 � nðn2 � 1Þ

where:

m is the number of judges/rate(rs); in this case, the MCDMs.
n id the number of alternatives.
d shows the differences of the ranks

A Null Hypothesis: H0 meant that there was no statistically significant
degree of agreement amongst the MCDM; while H1 meant that there was
a statistically significant degree of agreement between the MCDM. The P-
value that indicates the level of significance was calculated to be 0,00.
The hypothesis says if p < 0,05, the null hypothesis is rejected, and the
alternative hypothesis is accepted.

Using the weighted rank measure of correlation, rw, Table 6, has been
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produced. It is evident that when there is a change in the ranking posi-
tion, a change in the value of the rw is observed. PROMETHEE, ARAS,
CORPAS and SAW’s measure of similarity is close to TOPSIS.

Based on the Spearman and rw, the comparison shows the below
Table 8. The similarity decreases as the ranking move from the best so-
lution. VIKOR is further from TOPSIS and the measure of similarity is
0,6734 compared to methods like Promethee whose measure is 0.9142
that are close to TOPSIS.

3.3.4. Agreement on the top 3 ranks
In this section, the test based on the agreement of the top 3 ranked

alternatives is performed. (1, 2, 3) means the first three ranks match. (1,
2, #) means the first two ranks match, and (#, #, #) means that there is
no match. In the rankings of MCDMs for the case study, the following sets
matched in their first 3 ranks: TOPSIS and CP; TODIM and OCRA; GRA,
PROMETHEE, ARAS, COPRAS and SAW.VIKOR resulted in the maximum
number of mismatches because its first three ranked alternatives did not
match with any of the other MCDMs.

3.3.5. Ranks matching percentage
The test in this section referred to the number of ranks matched (1–6)

expressed as the percentage of the number of alternatives. The only



Table 6
Weighted rank measure of correlation, r_w results.
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A4 2 3 1 2 2 3 2 2 2 1
A5 5 5 4 6 5 5 5 5 5 5
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rw 0,8775 0,6734 0,9020 0,9142 0,8775 0,9142 0,9142 0,9142 0,8693

Table 8
A comparison between the Spearman correlation and weighted rank measure of
correlation, rw.

Rw Rs

TODIM 0,8775 0,7710
VIKOR 0,6734 0,6000
GRA 0,9020 0,9430
PROMETHEE 0,9142 0,8860
OCRA 0,8775 0,7710
ARAS 0,9142 0,8860
CORPAS 0,9142 0,8860
SAW 0,9142 0,8860
CP 0,8693 0,9430
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methods with 100% matches were between TODIM and OCRA; PROM-
ETHEE, ARAS, COPRAS, and SAW. Even though TOPSIS and CP match in
the first three ranks, overall, the match is only 67%. VIKOR and GRA’s
rankings do not have 100%matches with any of the MCDMs. The highest
match percentage for VIKOR was 33% with CP.

3.3.6. Resolving conflicting MCDMs
Different MCDMs resulted in different rankings of alternatives. This

was because the decision-process of each method was different. There-
fore, the author saw it fit to find a solution where the ranking conflicts
can be resolved. One way of resolving conflicting results from the
MCDMs was to use group decision making (GDM). In GDM, individual
interests are reduced and integrated to form a group preference (Banarjee
& Ghosh, 2013). In this case, two rules were used; additive ranking rule
and multiplicative ranking rule. In additive ranking rule, the rankings
were summed up and an average of the rankings was obtained as the final
rank. In multiplicative rankings, a product of the rankings from the
MCDMs was raised to the power of 1/MCDMs. The following were the
results of the group decision making for case study.

The results obtained from either additive or multiplicative confirms
the results of the sensitivity analysis. The results agree with 6 out of the
10 studied MCDMs (Table 7).

4. Proposed model

Using the results obtained, and the literature reviewed, the author
developed the MMSM. The testing of the MCDM was not necessary since
each MCDMwas tested in the result section and the functionality of each
have been explained. The result section analysed the MCDMs using
different analysis methods, and the MCDM methods that emerged as the
best were then used to develop the MMSM.

The case study was used to test the functionality of the MCDMs.
Initially, there were variations in the rankings. A sensitivity analysis was
performed. The results from the sensitivity analysis helped in increasing
confidence, and credibility of the results. Also, the overall risk associated
with the decision-making process was thus reduced. It was found by
Triantaphyllou (2000) that the most sensitive criterion in decision
problem is the one with the highest weight if weight changes are
measured in relative terms (%). To relate the rest of the criteria to match
the changes of the critical criterion weight, the equation taken from
Table 7
Group decision making rankings.

Alternatives Additive ranking Multiplicative ranking

A1 3800 4 3732 4
A2 1400 1 1282 1
A3 3000 3 2911 3
A4 1900 2 1761 2
A5 5100 5 5071 5
A6 5800 6 5785 6
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Leoneti [72] was used. However, the author modified the critical crite-
rion percentage from just considering 10% to considering any percentage
for a good stability check and to ensure that the sum of the final weights
would still equal 1.

From the sensitivity analysis all 6 methods except TODIM, GRA, CP,
and OCRA agreed on the rankings. Initially, the groupings of the MCDMs
in the case study results also showed that VIKOR and TOPSIS’ ratings
were different, and they were grouped differently. However, after the
sensitivity analysis, their ratings changed and agreed with the 4 methods
to make up 6 agreeing methods. It was then concluded that 6 out of 10
methods are fit to be used in the MCDM.

From the Spearman correlation test, 1 (VIKOR) of the six methods did
not correlate with the rest of the methods; and ranked between low and
moderate in terms of its agreement with the rest of the methods. TOPSIS
did not have a 100% correlation with the remaining 4 (PROMETHEE,
ARAS, COPRAS, and SAW) methods but showed a very high correlation
which represented a strong relationship and was therefore not be elim-
inated. In the first three ranks test and the ranks percentage match test,
the four remaining method were still in agreement. However, CP and
TOPSIS had similar first three ranks. GRA agreed with the four methods.
VIKOR still remained an outlier. According to the ranking %match, the 4
methods agreed and had 100%match. GRA, TODIM, OCRA and CP had a
67% agreement. TOPSIS and VIKOR’s percentage agreement with the 4
were low at 33% and 17% respectively.

From the descriptive analysis, the author recommended PROM-
ETHEE, TOPSIS, and TODIM as the best and most applicable in the
mining industry. The following conclusions were made. CP is a simplified
approach of VIKOR and TOPSIS. OCRA is a simplified version of TODIM.
COPRAS, ARAS, and SAW are simplified versions of PROMETHEE. GRA’s
lack of a mathematical foundation, explanation, and the proven fact that
it does not match with any MCDM’s rankings makes it impossible to be
included in the model.

Therefore, the methods to be included in the model are TOPSIS,
PROMETHEE, and TODIM. This does not mean these methods do not
have shortcomings, however, they are less risky to use. It must be noted
that their shortcomings will form part of future studies. For example, in
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PROMETHEE, there are thresholds that must be used as inputs, and they
form part of the user’s preferences/choice. That makes the method
subjective and difficult in that an inexperienced user may not know what
or how to choose the thresholds. With TODIM, the author’s experience in
using the method was that the method was prone to errors because of the
complexity in computations. On the other side, TOPSIS had rank reversal
problems. So, all these methods still have shortcomings even though they
were suggested for use.
4.1. Development process of the MMSM

The model has been developed and is shown below:

Each step of the model is broken down below:
15
1 Form a decision-making team and define the problem.

The first thing the users of the model must do is to define the problem
at hand. The users must define the mine under investigation, its
geological and any other information that will be critical when selecting
a mining method. An ill-structured problem may prove difficult to solve.
When the problem has been sufficiently defined, the users must identify
the decision goal. It was recommended that a neutral third party facili-
tates the decision-process. Key players such as geologists, mine planners,
engineers, and other relevant parties must be brought together for the
decision to be made.

2 Search in MMS Database for a similar problem.

The approach is of case-based reasoning (CBR); where the user can
retrieve, re-use, revise and then retain the information for future use. The
user can always search within the database for a similar problem before
selecting a MCDM. The author recommends PROMETHEE, TOPSIS, and
TODIM to be used. However, depending on the nature of the problem,
any other MCDM can be used.
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The reason the author suggested the CBR approach on the developed
MMSM was because CBR offers a platform for continuous learning as
each solved problem is added to the data base. Its solution-finding ca-
pabilities are high because the user can always find a similar problem
within the database and that saves time.

Problems that are difficult to solve can always be compared to similar
ones in the database to reach a solution.

3 Select MCDM method

After the problems in the data base have been searched and compared
to the defined problem, a MCDM must be selected. It was recommended
that TODIM, PROMETHHE, or TOPSIS be used for the MMS problems.
The background principles of selecting an alternative when using
MCDMs are similar. A Matrix is constructed based on the preferences of
the decision makers. Weights are determined, and the normalised matrix
is calculated. The user must take note of the type of criteria when
selecting the criterion in step 4 of the developed model. The correct
formulas must be used for the type (benefit or cost criteria) of criteria.
The higher the value, the more an alternative is preferred.

4 Select suitable factors as criteria

From the factors and mining method database, the user can then
select suitable criteria and alternatives respectively. The CBR approach is
still utilised for both mining method and factors data bases. Even though
factors are many and different, the discussed factors can be grouped
under these categories:

� Geological and hydrological factors
� Geotechnical factors
� Environmental factors
� Economic factors
� Technological factors
� Spatial characteristics of the investigated deposit.

So, as more factors are added into the decision-process, they can be
stored under the aforementioned categories for ease of searching in the
future. More categories can be added should the need arise. The same
applies for the mining methods. This MMSM does not limit the user to the
described mining methods only, and that was an added advantage
compared to the traditional techniques of MMS.

5 Identify suitable alternative mining methods
6 Calculate and assign weights to the criteria

To perform the evaluation process, weights must be assigned to the
criteria. In the literature review, AHP was introduced as one of the
MCDMs. However, AHP was used for weight assigning in this study. In
AHP, the decision makers construct a pairwise comparison matrix, and
find the relative priorities of the criteria. The calculation of weights was a
subjective process; fortunately, AHP allows for a consistency ratio to be
calculated for accuracy. Should the weight-assigning process be found to
be inconsistent, the decision-makers need to evaluate their priority rat-
ings and make necessary changes.
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7 Evaluate alternatives against the criteria in MCDM

In step 7, the alternatives are then evaluated against the criteria.
Rankings will be derived from the evaluations. The are two routes after
obtaining the rankings; the user can perform a statistical analysis or take
the rankings as the final decision. In the statistical analysis, three tests are
performed; Spearman correlation (7.1.a), agreement of the first 3 ranks
(7.2.a), and rank match percentages (7.3.a).

The spearman correlation determines the strength of the relationships
of the MCDMs by calculating the similarity between two set of rankings.
The second test is based on the agreement of the top 3 ranked alterna-
tives. (1, 2, 3) means the first three ranks match; (1, 2, #) means the first
two ranks match, and (#, #, #) means that there is no match. The last test
refers to the number of ranks matched expressed as % of the no. Of al-
ternatives. This route is applicable if more than 1 MCDM were used to
obtain the rankings.
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A Kendall coefficient is then calculated in 7.5a to check for the
agreement in the MCDMs. If the coefficient equal 1, then the process is
ended, and the final rankings will then be derived based on all the tests. If
the coefficient is less than 1, then a conflict resolution can be applied. In
conflict resolution, additive and multiplicative rankings are determined,
and the rankings are obtained. A sensitivity analysis is then performed,
then the final decision is taken.
8 Perform a sensitivity analysis

Alternatively, after the evaluations of the alternative against the
criteria in step 7, a sensitivity analysis can be performed (8) directly
without doing a statistical analysis. In sensitivity analysis, weights are re-
assigned based on the agreement of the decision-makers. Other scenarios
based on the controllable variables within each MCDM can be created in
the process to confirm the results. For example; in TODIM, other than the
weights, the attenuation factor and the choice of the reference criterion
can be adjusted.

9 Select the preferred alternative

After observing the effects of the changes on the final rankings
through a sensitivity analysis, the process comes to an end. In step 9, a
decision is reached. A preferred alternative will be taken as the mining
method to be used in the specific mine. The users can always confirm the
final rankings with experiential knowledge. Some of the advantages of
the developed MMSM.

� The MMSM allows the user freedom to choose MCDM; so, the user is
not limited to a single method with its shortcomings.

� The user can easily compare the results after using multiple MCDMs.
� The information used can be stored into the database for future use.
� There is no limitation on the number of criteria and alternatives that
can be used as inputs in the system.

� The procedure provides a good platform for future developments into
an app-based format or software

� The MMSM can be used even for other commodities outside coal
mining.

The disadvantage of the MMSM:

� Users need to understand the theoretical background of the MCDMs
before making a choice on which one to use for the decision process.
However, in future studies the author intends to develop an
application-based procedure so that the functionality of each MCDM
may be built in and the user will just insert the evaluation perfor-
mance of alternatives against criteria to obtain the final rankings.
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5. Conclusions

The aim of project was to develop a mining method selection model
through a detailed assessment of MCDMs. This was because attempts to
build a systematic approach to mining method selection have been made
in the past. However, there has been limitation from the traditional ap-
proaches presented. Therefore, objectives were set to achieve the aim of
the project. The main aim was to study in detail the MCDMs that were
previously used in decision-making in and outside the mining industry.

Ten MCDMs- TOPSIS, TODIM, VIKOR, GRA, PROMETHEE, OCRA,
ARAS, COPRAS, SAW, and CP were studied in detail; their application,
functionality, advantages and disadvantages. ELECTRE and HPV were
also introduced. However, they could not be studied in detail and are not
recommended. ELECTRE fails to sort the alternatives ratings in ranks.
While HPV cannot be implemented in the absence of voters. AHP was
introduced as well. However, in this study, it was only used for weight
elicitation since the introduced MCDM cannot assign weights.

In the results section, the MCDMs were analysed following a
descriptive and a statistical analysis. In the descriptive analysis, a set of
criteria was introduced and used to evaluate theMCDMs. In the statistical
analysis, tools such as sensitivity analysis, spearman correlation, and
Kendall’s coefficient were used. Two ways (additive, and multiplicative)
of resolving conflict in the ranks were introduced and the final ranking of
the combined MCDMwas obtained. After such a comprehensive analysis,
it was found that PROMETHEE, TOPSIS, and TODIM stand out and can be
successfully used in the selection of mining method in the coal mining
industry. The other methods (OCRA, ARAS, CP, SAW, and COPRAS) have
been found to be simplified approaches of the aforementioned methods.
VIKOR’s rankings were outlying and it was concluded that it was not a
suitable method for MMS. GRA’s conclusion based on the literature view
is that there is no founded mathematical explanation behind its existence
because there remain may unanswered questions about its foundations.

The last section of the project presented a MMSM procedure of
choosing a mining method. The approach has been simplified and can be
implemented by any user given that the background information pre-
sented in this research is understood.

6. Recommendations

The user must understand the discussed MCDMs and must acknowl-
edge that the model developed is a simplified approach and can only be
useful if there is an understanding of the theoretical background behind
the MCDMs. Fit-for-purpose criteria and alternatives may be added in the
database for the specific problem being investigated, should the factors
and methods in the results section be insufficient. For effective and
reliable results, at least 2 of the MCDMs can be used in the MMSM to
observe and record any variations in the final ranks. In MMSM, A prob-
lem or an objective must be defined appropriately before the MMSM is
used to avoid inconsistency in the final rankings.

7. Suggestions for further work

A limitation in the study is that only AHP was used to elicit weights.
This means that a room for other methods with capabilities to elicit and
calculate weights is left. Therefore, a future study could be to investigate
other weight elicitation methods and their influence on the final ranks.

One of the limitations in the study was that some of the articles, and
journals reviewed were a translation from other languages to English.
Therefore, in future, more articles from other languages can also be
reviewed for more information on MCDMs. In future studies, algorithms
for selection of a suitable MCDM in the MMSM can be developed so that
once the problem has been defined and structured, the user may not
struggle with knowing which method to use amongst the suggested.
Since all the MCDMs have their unique strengths ad shortcomings, it is
suggested that a group-decision making approach be further refined. A
sensitivity analysis approach may need to be refined or specifically
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developed for the MMSM. To develop an application-based procedure so
that the functionality of each MCDMmay be built in and the user will just
insert the evaluation performance of alternatives against criteria to
obtain the final rankings.
Declaration of competing interest

My own work.

Acknowledgement

I would like to express my gratitude to God, University of Pretoria,
friends and family who supported me.

References

[2] D. Bogdanovic, D. Nikolic, I. Ilic, Mining method selection by integrated AHP and
PROMETHE method, Annals of the Brazilian Academy of sciences 84 (1) (2012)
219–233.

[3] n F.S. Namin, K. Shahriar, A. Bascetin, S.H. Ghodsypour, Practical applications from
decision-making techniques for suitable selection of mining method in Iran, Miner.
Resource management 25 (3) (2009) 57–77.

[5] E.S. Lee, H. Shih, H. Shyur, An extension of TOPSIS for group decision making,
Math. Comput. Model. 45 (2007) 801–813.

[6] E. Kabwe, W. Yiming, Production potential of nchanga underground mines
collapsed blocks, International Journal of Scientific & technology research 4 (9)
(2015) 289–301.

[7] D. Maletic, M. Maletic, V. Lovrencic, B. Al-Najjar, B. Gomiscek, An application of
Analytic Hierarchy process (AHP) and sensitivity analysis for maintenance policy
selection, Organizacija 47 (2014) 177–188.

[8] K.D. Balt, A Methodology for Implementing the Analytical Hierarchy Process to
Decision-Making in Mining, Master of Science in Engineering, University of
Witwatersrand, Johannesburg, 2015, pp. 1–136.

[9] M. Velasquez, P.T. Hester, An analysis of multi-criteria decision-making methods,
Int. J. Oper. Res. 10 (2) (2013) 56–66.

[10] D.L. Olson, Comparison of weights in TOPSIS models, Mathematical and computer
40 (2004) 721–727.

[11] M.T. Lamata, M.S. Gacia-cascales, On rank reversal and TOPSIS method, Math.
Comput. Model. 56 (2012) 123–132.

[12] E.K. Zavadskas, A. Mardani, Z. Turskis, A. Jusoh, K.M.D. Nor, Development of
TOPSIS Method to solve complicated decision-making problems: an overview on
developments from 2000 to 2015, Int. J. Inf. Technol. Decis. Making 15 (2016)
1–23.

[13] E. Tajvidi, M. Hayaty, R. Rafiee, M. Ataie, S.E. Jalali, Selection of optimum tunnel
support system using aggregated ranking of SAW, TOPSIS, and LA methods, Int. J.
Appl. Oper. Res. 5 (4) (2015) 49–63.

[14] A. Aghajani, M. Osanloo, Application of AHP-TOPSIS Method for Loading-Haulage
Equipment selection in open pit mines, in: XXVII International Mining Convention,
Mexico, 2007.

[15] D. Zindani, S.R. Maity, S. Bhowmik, S. Chakraborty, A material selection approach
using the Todim method and its analysis, International Journal of Material research
108 (2017) 345–354.

[16] S. Chakraborty, A. Chakraborty, Application of TODIM (Tomada de Decisao
Interative Multicriterio) method for under-construction housing project selection in
Kolkata, Journal of project management 3 (2018) 207–216.

[17] J. Huang, Z.S. Li, H.-C. Liu, New approach for failure mode and effect analysis using
linguistic distribution assessments and TODIM method, Reliab. Eng. Syst. Saf. 167
(2017) 302–309.

[18] S-m Yu, J. Wang, J-q Wang, An extended TODIM approach with intuitionistic
linguistic numbers, Int. Trans. Oper. Res. 25 (2018) 781–805.

[19] L.A.D. Rangel, L.F.A.M. Gomes, R.A. Moreira, Decision theory with multiple
criteria: an application of Electre IV and Todim to Sebrae/RJ, Pesqui. Oper. 29 (3)
(2009) 577–590.

[20] E.A. Adali, A.T. Isik, N. Kundakci, TODIM method for the selection of the elective
courses, Eur. Sci. J. (2016) 314–324.

[21] N. Caterino, I. Lervolino, G. Manfredi, E. Cosenza, A comparative analysis of
decision-making methods for the seismic retrofit of RC buildings, in: World
Conference on Earthwork Engineering, October 12-17, Beijing, China, 2008.

[22] V. Thiagarasu, V. Rengaraj, A MADM model with VIKOR method for decision
making support systems, International Journal of Novel Research in Computer
Science and Software Engineering 2 (1) (2015) 63–81.

[23] M.J. Mahase, C. Musungwini, A.S. Nhleko, A Survey of Applications of Multi-
Criteria Decision Analysis Method in Mine Planning and Related Case Studies, vol.
118, South Africa Institute of Mining and Metallurgy, 2016, pp. 1051–1056.

[24] A.A. Bazzazi, M. Osanloo, B. Karimi, Deriving preference order of open pit mines
equipment through MADM methods: application of modified VIKOR METHOD,
Expert Syst. Appl. 38 (3) (2011) 2550–2556.

[25] Kuang, Grey Numbers in Multiple Criteria Decision Analysis and Conflict
Resolution, Doctor of Philosophy, University of Waterloo, Canada, 2014.

[26] J. Dai, X. Liu, F. Hu, Research and application for grey relational analysis in
multigranularity based on normality grey number, Sci. World J. (2014) 1–10.
18
[27] W. Wu, Grey relational analysis method for group decision making in credit risk
analysis’, Eurasia J. Math. Sci. Technol. Educ. 13 (12) (2017) 7913–7920.

[28] H. Hasani, S.A. Tabatabaei, G. Amiri, Grey relational analysis to determine the
optimum process parameters for open-end spinning yarns’, Journal of Engineered
Fibers and Fabrics 7 (2) (2012) 81–86.

[29] S.T. Lin, S.J. Horng, B.L. Lee, P. Fan, Y. Pan, J.L. Lai, R.J. Chen, M.K. Khan,
Application of Grey-Relational Analysis to find the most suitable watermarking
scheme, International Journal of Innovative Computing Information and Control 7
(9) (2011) 5389–5401.

[30] J. Kandasamy, S. Vinodh, Application of grey relational analysis for material and
end of life strategy selection with multiple criteria, Int. J. Mater. Eng. Innovat. 8 (3/
4) (2017) 250–271.

[31] Y.H. Chen, M.L. Tseng, R.J. Lin, Evaluating the customer perceptions on in-flight
service quality, Afr. J. Bus. Manag. 5 (7) (2010) 2854–2864.

[32] Y. Kuo, T. Yang, G.W. Huang, The use of a grey-based Taguchi method for
optimizing multi-response simulation problems, Eng. Optim. 40 (6) (2008)
517–528.

[33] M. Lu, in: Grey System: Theory, Methods, Applications and Challenges, Leverhulme
Trust Workshop on Grey Systems and Applications, Bucharest, Romania, 22-24
September, 2015.

[34] Q. Xu, K. Xu, Mine Safety Assessment Using Grey Relational Analysis and Bow Tie
Model, School of resources and civil engineering, North-eastern University,
Shenyang, China, 2018.

[35] W. Shuai, Jin-long, Study on coal mines accidents based on the grey relational
analysis, J. Coal Sci. Eng. 14 (1) (2008) 81–84.

[36] I. Giurca, I. Aschilean, C.O. Safirescu, D. Muresan, Choosing photovoltaic Panels
using PROMETHEE method ‘management challenges for sustainable development,
in: Proceedings of the 8th International Management Conference, Bucharest,
Romania, 6-7 November, 2014.

[37] A. Kangas, J. Kangas, J. Pykalainen, Outranking methods as tool in strategic natural
resources planning, Silva Fenn. 35 (2) (2001) 215–227.

[38] J. Oberschmidt, J. Geldermann, J. Ludwig, M. Schmehls, Modified PROMETHEE
approach for assessing energy technologies, International Journal of Energy Sector
4 (2) (2010) 183–212.

[39] P. Taillandier, S. Stinckwich, Using the PROMETHEE multi-criteria decision-making
method to define new exploration strategies for rescue robots, in: IEEE International
Symposium on Safety, Security, and Rescue Robotics, Kyoto, Japan, 2011,
pp. 321–326.

[40] B. Elevli, A. Demirci, Multi-criteria choice of ore transport system for an
underground mine: application of PROMETHEE methods, The South African
Institute of Mining and Metallurgy 105 (5) (2004) 251–256.

[41] V.M. Athawale, S. Chakraborty, Facility location selection using PROMETHEE II
method, in: Proceedings of the 2010 International Conference on Industrial
Engineering and Operations Management, Dhaka, Bangladesh, January 9-10, 2010.

[42] K. Hyde, H.R. Maier, C. Colby, Incorporating uncertainty in the PROMETHEE
MCDA method, J. Multi-Criteria Decis. Anal. 12 (2003) 245–259.

[43] O. Yavuz, Supplier selection process using ELECTREE I decision model and an
application in the retail sector, Journal of Business Research-Turk 5 (4) (2013)
210–226.

[44] A. Afshari, M. Mojahed, R.M. Yusuff, Simple additive weighting approach to
personnel selection problem, International Journal of Innovation Management and
Technology 1 (5) (2010a) 511–515.

[45] A.R. Afshari, M. Mojahed, R.M. Yusuff, T.S. Hong, M.Y. Ismail, Personnel selection
using ELECTRE, J. Appl. Sci. 10 (23) (2010b) 3068–3075.

[46] B.F. Hobbs, P. Meier, Energy Decisions and the Environment: A Guide to the Use of
Multicriteria Methods, Kluwer Academic Publishers, Boston, MA, USA, 2000.

[47] C. Stojanovic, D. Bogdanovic, S. Urosevic, Selection of the optimal technology for
surface mining by multi-criteria analysis, Kuwait Journal of Science (2017).

[48] P. Bodziony, Z. Kasztelewicz, P. Sawicki, The problem of multiple criteria selection
of the surface mining trucks, Arch. Min. Sci. 16 (2) (2016) 223–243.

[49] M. Madic, D. Petkovic, M. Radovanovic, Selection of Non-conventional machining
processes using the OCRA method, Serbin Journal of Management 10 (1) (2015)
61–73.

[50] P. Chatterjee, S. Chakraborty, Material selection using preferential ranking
methods, Material and design 35 (2012) 384–393.

[51] R. Chakraborty, A. Ray, P.K. Dan, Multi criteria decision making methods for
location selection of distribution centres, International journal of Industrial
engineering 4 (2013) 491–504.

[52] J. Martinez, C. Narvaez, A. Ricardo, Use of multicriteria decision making (MCDM)
methods for biomass selection aimed to fischer tropsch processes, Int. J. Eng. Trends
Technol. 34 (6) (2016) 266–272.

[53] E.A. Adali, A.T. Isik, Air conditioner selection problem with COPRAS and ARAS
methods, Manas Journal of Social studies 5 (2) (2016) 124–138.

[54] S. Kocak, A. Kazaz, S. Ulubeyli, Subcontractor selection with additive ration
assessment method, Journal of construction Engineering, management and
innovation 1 (1) (2018) 18–32.

[55] E.K. Zavadskas, Z. Turskis, A new additive ratio assessment (ARAS) method in multi
criteria decision-making, Technol. Econ. Dev. Econ. 16 (2) (2010) 159–172.

[56] J.H. Dahooie, E.D. Zavadskas, M. Abolhasani, A. Vanaki, Z. Turskis, A novel
approach for evaluation of projects using an interval-valued fuzzy additive ratio
assessment (ARAS) method: A case study of oil and gas well drilling projects 10 (45)
(2018) 1–32.

[57] H.-T. Nguyen, S.Z. Md Dawal, Y. Nukman, A.P. Rifai, H. Aoyama, An integrated
MCDM Model for Conveyor Equipment Evaluation and selection in an FMC based
on a fuzzy AHP and Fuzzy ARAS in the presence of vagueness, PloS One (2016)
1–26.

http://refhub.elsevier.com/S2590-1230(20)30078-5/sref2
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref2
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref2
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref2
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref3
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref3
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref3
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref3
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref5
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref5
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref5
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref6
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref6
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref6
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref6
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref6
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref7
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref7
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref7
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref7
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref8
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref8
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref8
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref8
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref9
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref9
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref9
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref10
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref10
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref10
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref11
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref11
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref11
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref12
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref12
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref12
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref12
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref12
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref13
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref13
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref13
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref13
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref14
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref14
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref14
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref15
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref15
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref15
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref15
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref16
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref16
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref16
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref16
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref17
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref17
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref17
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref17
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref18
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref18
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref18
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref19
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref19
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref19
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref19
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref20
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref20
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref20
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref21
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref21
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref21
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref22
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref22
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref22
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref22
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref23
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref23
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref23
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref23
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref24
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref24
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref24
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref24
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref25
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref25
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref26
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref26
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref26
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref27
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref27
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref27
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref28
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref28
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref28
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref28
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref29
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref29
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref29
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref29
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref29
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref30
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref30
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref30
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref30
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref31
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref31
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref31
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref32
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref32
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref32
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref32
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref33
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref33
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref33
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref34
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref34
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref34
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref35
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref35
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref35
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref36
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref36
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref36
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref36
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref37
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref37
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref37
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref38
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref38
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref38
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref38
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref39
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref39
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref39
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref39
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref39
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref40
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref40
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref40
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref40
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref41
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref41
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref41
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref42
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref42
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref42
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref43
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref43
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref43
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref43
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref44
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref44
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref44
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref44
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref45
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref45
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref45
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref46
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref46
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref47
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref47
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref48
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref48
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref48
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref49
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref49
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref49
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref49
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref50
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref50
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref50
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref51
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref51
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref51
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref51
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref52
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref52
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref52
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref52
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref53
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref53
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref53
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref54
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref54
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref54
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref54
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref55
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref55
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref55
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref56
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref56
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref56
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref56
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref56
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref57
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref57
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref57
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref57
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref57


V.D. Baloyi, L.D. Meyer Results in Engineering 8 (2020) 100172
[58] S. Mousavi-Nasabi, A. Sotoudeh-Anvari, A comprehensive MCDM-based approach
using TOPSIS, COPRAS, and DEA as an auxiliary tool for material selection
problems, Mater. Des. 121 (2017) 237–253.

[59] V. Podvezko, The comparative Analysis of MCDA methods SAW and COPRAS,
Inzinerine Ekonomika-Engineering Economics 22 (2) (2011) 134–146.

[60] M. Madic, D. Markovic, G. Petrovic, M. Radavanovic, Application of COPRAS
method for supplier selection, university of nis, faculty of mechanical engineering,
in: The Fifth International Conference of Transport and Logistics, 2014.

[61] P. Chatterjee, S. Chakraborty, Flexible manufacturing system selection using
preference-ranking methods: a comparative study, Int. J. Ind. Eng. Comput. 5
(2014) 315–338.

[62] E.K. Zavadskas, A. Kaklauskas, F. Peldschus, Z. Turskis, Multi-attribute assessment
of road design solution by using the COPRAS method, Baltic J. Road Bridge Eng. 2
(4) (2007) 195–203.

[63] M.C. Das, B. Sarkar, S. Ray, A framework to measure relative performance of Indian
technical institutions using integrated fuzzy AHP and COPRAS methodology, Soc.
Econ. Plann. Sci. 46 (2012) 230–241.

[64] D. Petkovic, M. Madic, G. Radenkovic, Selection of the most suitable Non-
conventional machining processes for ceramics machining by using MCDMs, Sci.
Sinter. 47 (2015) 229–235.
19
[65] D. Park, Y. Kim, M.J. Um, S.U. Choi, Robust priority for strategic environmental
assessment with incomplete information using multi-criteria decision-making
analysis, Sustainability 7 (2015) 10233–10249.

[66] B. Poff, A. Tecle, D.G. Neary, Compromise programming in forest management.
https://www.fs.fed.us/rm/pubs_other/rmrs_2010_poff_b001.pdf, 2010. (Accessed
18 July 2018).

[67] D. Stanujkic, B. Dordevic, M. Dordevic, Comparative analysis of some prominent
MCDM methods: a case of ranking Serbian banks, Serbian Journal of Management 8
(2) (2013) 213–241.

[68] S. Shariati, A. Yazdani-Chamzini, B.P. Bashari, Mining method selection by using an
integrated model, International research journal of applied and basic sciences 6 (3)
(2013) 199–214.

[69] T.L. Saaty, D. Ergu, When is a Decision-making method trustworthy? Criteria for
evaluation multi criterion decision-making methods, Int. J. Inf. Technol. Decis.
Making 14 (2015) 1–17.

[70] Z. Pavic, V. Novoselac, Notes on TOPSIS method, International Journal of Research
in Engineering and Science 1 (2) (2013) 5–12.

[71] Mahmut Yavuz, Application of the TOPSIS Method to solve some decision-making
problems in mining operations, Journal of underground resources (2012) 22–34.

[72] A.B. Leoneti, Considerations regarding the choice of ranking multiple criteria
decision-making methods, Pesqui. Oper. 36 (2) (2016) 259–277.

http://refhub.elsevier.com/S2590-1230(20)30078-5/sref58
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref58
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref58
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref58
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref59
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref59
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref59
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref60
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref60
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref60
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref61
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref61
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref61
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref61
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref62
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref62
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref62
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref62
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref63
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref63
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref63
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref63
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref64
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref64
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref64
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref64
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref65
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref65
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref65
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref65
https://www.fs.fed.us/rm/pubs_other/rmrs_2010_poff_b001.pdf
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref67
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref67
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref67
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref67
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref68
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref68
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref68
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref68
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref69
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref69
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref69
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref69
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref70
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref70
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref70
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref71
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref71
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref71
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref72
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref72
http://refhub.elsevier.com/S2590-1230(20)30078-5/sref72

	The development of a mining method selection model through a detailed assessment of multi-criteria decision methods
	1. Introduction
	2. Literature review
	2.1. Existing approaches to MMS
	2.1.1. AHP
	2.1.2. TOPSIS
	2.1.3. TODIM
	2.1.4. VIKOR
	2.1.5. GRA
	2.1.6. PROMETHEE
	2.1.7. ELECTRE
	2.1.8. OCRA
	2.1.9. ARAS
	2.1.10. COPRAS
	2.1.11. SAW
	2.1.12. CP


	3. Results
	3.1. Case study evaluation
	3.2. Descriptive analysis of the MCDMs
	3.2.1. Simplicity of execution
	3.2.2. Logical, mathematical procedure
	3.2.3. Input parameters
	3.2.4. Synthesis of judgements with merging functions
	3.2.5. Ranking of tangibles
	3.2.6. Generalization to ranking of intangibles
	3.2.7. Rank preservation and reversal
	3.2.8. Sensitivity analysis
	3.2.9. Applicability to conflict resolution
	3.2.10. Trustworthiness and validity of the approach

	3.3. Statistical analysis of the Mcdms
	3.3.1. Sensitivity analysis
	3.3.2. Spearman correlation
	3.3.3. KENDALL’S coefficient
	3.3.4. Agreement on the top 3 ranks
	3.3.5. Ranks matching percentage
	3.3.6. Resolving conflicting MCDMs


	4. Proposed model
	4.1. Development process of the MMSM

	5. Conclusions
	6. Recommendations
	7. Suggestions for further work
	Declaration of competing interest
	Acknowledgement
	References


