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Abstract

Healthcare fraud is considered a challenge for many societies. Healthcare funding that

could be spent on medicine, care for the elderly or emergency room visits is instead

lost to fraudulent activities by medical practitioners or patients. With rising healthcare

costs, healthcare fraud is a major factor in increasing healthcare costs. This study evalu-

ates previous anomaly detection machine learning models and proposes an unsupervised

framework to identify anomalies using a Generative Adversarial Network (GAN) model.

The GAN anomaly detection model was applied to two different healthcare provider data

sets. The anomalous healthcare providers were further analysed through the application

of classification models with the logistic regression and extreme gradient boosting models

showing acceptable performances. Results from the SHapley Additive exPlanation also

shows the predictors used to explain the anomalous healthcare providers.
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Chapter 1

Introduction

1.1 Background Information

In 2016, the global spend on health was US$ 7.5 trillion, representing close to 10% of

global GDP [82]. Studies across Europe estimate around 30% has been lost to wasteful

spending [50]. A study in 2016 by [78] confirms the financial value of fraud cases in

Europe. France leading the way with a loss of (e 46.3M) relating to fraud committed

by 37% was healthcare practitioners. 27% was committed by health facilities, and ap-

proximately 20% by insured persons. The Netherlands’ fraudulent activity accounted for

(e 18.7) million and was mostly related to wrongful billings. The UK followed closely at

(e 11.9) million related to fraud, bribery and corruption in this industry. Furthermore,

healthcare fraud in the United States ranged from US$80 billion to US$200 billion [58]

relating to improper coding, phantom billing, kickback schemes and wrong diagnoses

being some of the reasons.

In Africa, there is a lack of systems and strong financial processes which contribute

to its healthcare fraud [61]. Reports done in South Africa suggest that approximately

3-4% of the R160 billion medical industry relates to fraudulent claims and abusive or

wasteful healthcare costs in South Africa [25, 51]. Despite numerous attempts to solve

the problem, the detection of these fraudulent activities within the healthcare sector

remains a challenge due to poor data quality or lack of data [56, 74].

Healthcare fraud falls within the domain of anomaly detection or outlier detection

1



Chapter 1. Introduction 2

[43, 23, 27] which is the identification of data that deviates from normal behaviour

or trends [87, 45, 91]. Some of the common, unsupervised anomaly detection in the

healthcare sector relates to differing methods of detection: distance-based methods [42,

29], isolation methods [29, 42, 70], domain-based methods [57, 29, 89, 10] and neighbour-

based methods [29, 43, 36].

In the domain of unsupervised anomaly detection using deep learning algorithms,

the research by Schlegl [68] first introduced the use of a generative adversarial networks

(GANs) to solve the anomaly detection problem (AnoGAN) on medical imaging data

[68]. The authors proposed an anomaly score which measures the difference between

the actual image and the reconstruction image. Subsequently, the authors proposed f-

AnoGAN (Fast Anomaly Detection GAN) and improved the initial AnoGAN research by

substituting the Deep Convolutional GAN architecture (DCGAN) [63] with a Wasser-

stein GAN (WGAN) [8], and furthermore introducing an encoder during the training

[67]. Research by Deecke [26] proposed an anomaly detection GANs (ADGAN) that

showed improved results when compared to AnoGAN and other unsupervised anomaly

detection models. The ADGAN algorithm searches the latent space from multiple differ-

ent areas for the closest possible match [26]. The ADGAN also discards the discriminator

after training which allows the ADGAN to be coupled with other generative networks

such as variational autoencoders (VAEs) [26].

Previous studies used unsupervised machine learning [29, 74, 10, 70] and deep learning

approaches [73, 1, 13, 84] to solve anomaly/fraud detection problems. However, these re-

searches have predominately focused on image problems, with limited application within

the health care domain.Furthermore, these studies used a black-box approach to detect

anomalies, i.e., there is little or no understanding on how the prediction was made or

the features that is contributing to the prediction [14]. With this shortcoming, it is

challenging to convince domain experts to trust and adopt deep learning approaches and

algorithms [14]. Deep learning models need to provide an explanation for each instance

as opposed to a model explanation [6]. Providing context to classifiers will improve the

trust domain expert’s have in the algorithm’s output [6].

GANs is a deep learning model used in an unsupervised and semi-supervised learning

environment for problems where there is an imbalance of anomalous labels [68, 8, 26, 84].
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Not only does the GANs algorithm able to detect both fraudulent activities [47] and

malicious users [84], they have been used to augment minority classifiers that solve the

classification between fraudulent and normal samples [81, 68, 8, 26, 84]. This this study

suggests how to identify anomalies without labels and explains the anomalous healthcare

providers (HCPs).

1.2 Problem Statement

The essential components of a successful healthcare system revolves around two main

pillars, competent HCPs and a stable financial infrastructure [10]. These pillars can be

susceptible to medical cost fraud, waste and abuse [10, 43]. By analysing information

collected from these systems, it is possible to detect anomalies through the use of predic-

tive models [43]. Furthermore, data collected that are related to behavioural interactions

with the system, it is possible to identify outlying users with malicious intent [24, 91, 34].

As a result, anomaly detection has become a pertinent subject in domains such as fraud

detection [43, 29, 74, 10, 70] and intrusion detection [29, 45].Previous research suggest

that using various machine learning techniques can solve the fraud detection problem

with some of the best results being achieved by supervised learning [29, 74, 10, 70]. How-

ever, supervised anomaly detection requires labelled data representing both normal and

unusual behavior to train a model [29]; obtaining labelled data is often time consuming

and costly [56, 74]. In some studies, labels would have to be manually produced or aug-

mented from other data sources [10] before the training process begins. This approach

to obtaining labels can be a time-consuming and costly exercise [55] if there are huge

volumes of records.

In this thesis, we present an approach by combining unsupervised and supervised

learning to solve the problem of not having labelled data and the lack of interpretability

with deep learning models. The approach is to use unsupervised GANs model to label a

HCP fraudulent, or not. Based on this label, a new labelled dataset was created to train

supervised classification models to explain the features contributing to the anomalies.
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1.3 Research Objectives

The first objective is to examine and evaluate the fraudulent activities and cost abuses

by HCPs. The second objective is to build a model across the various HCP types to

predict if a provider is fraudulent or not. It is vital to detect fraudulent activities and

cost abuse before the transaction is registered because fraud can incur significant costs

[40, 82, 78]. However, building a predictive fraud model can be challenging due to the

lack of labelled data [34]. This study uses a public data set from Medicare Provider

Utilisation and Payment Data: Physician and Other Supplier [25], and another private

dataset from a South African claims administrator organisation.

To achieve these objectives, the following research guidelines were used:

• To understand the factors that contribute to healthcare fraud and cost abuse.

• To establish a model for predicting healthcare fraud and resultant cost abuse with-

out labels.

• To quantify these contributing factors that influence healthcare fraud and cost

abuse.

The implementation and outcome of this study may assist organisations to overcome

the fraud detection challenge highlighted in Section 1.1. Analysing HCP’s payment and

claim behavioural patterns may enable insurance companies to detect fraudulent trans-

actions in real-time with a high degree of accuracy. Furthermore, the implementation

of this anomaly detection model will allow the ability to stop payments to anomalous

transactions and thereby significantly reduce costs.

1.4 Research Questions

The research questions listed below were addressed in this study:

• Can deep learning algorithms detect HCPs relating to fraud and cost abuse without

having labels?

• Can machine learning models interpret the reasons for anomaly detection?
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• Which features explain the reasons for the anomalous HCPs?

1.5 Contributions

Motivated by recent deep learning research, this study 1 proposes an anomaly detection

approach using a generative adversarial training framework [73, 1, 10, 40, 84, 68]. Fur-

thermore, similar to Zenati’s [84], we use non-image unlabelled HCP data as the inputs

for training examples [84].

However, in addition to [73, 1, 10, 40, 84], our two-step approach is both the use of

a GANs algorithm to identify labels and use of classification and SHAP algorithms to

provider reasons to anomalous HCPs. The contributions of this thesis are summarised

as follows:

• a unsupervised GANs model was designed to detect anomalies across the various

HCPs;

• an anomaly score calculated by the discriminator and the generator losses are used

to detect anomalies.

1.6 Limitations

The focus of this study is to create an approach on how to detect and give insights into

the anomalous transactions received by HCPs. The following limitations are set for this

thesis:

• The classification algorithms used in this thesis only classified one of two classes

as a target variable. To answer the current research questions, these classes were

identified as 1 representing anomaly and 0 representing normal.

1The contents of this research have been published as an article in the 19th IFIP WG 6.11 Conference

on e-Business, e-Services, and e-Society [53]
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• A Generative Adversarial Network (GAN) algorithm was used for unsupervised

learning for anomaly detection. This limitations was partly set due to time con-

straints and related work compared with other GANs methods.

• The configuration of the hyperparameters for the GAN model was guided by a

previous study by Zenati [84] to minimise the time spent on model optimisation.

1.7 Thesis Outline

The rest of the thesis is structured as follows:

• Chapter 1 provides the background information, highlighting the context of health-

care fraud and machine learning, details of the problem statement, research objec-

tives and questions, and the relevance and contributions of this thesis.

• Chapter 2 introduces the previous literature on HCP cost abuse, discusses the

various anomaly detection techniques and anomaly score.

• Chapter 3 presents our proposed methodology highlighting the GANs architec-

ture, anomaly score function, algorithms, and evaluation metrics.

• Chapter 4 presents the data sets used in the experiments, data pre-processing,

and preliminary data analysis.

• Chapter 5 discusses the results and implications based on the research questions.

• Chapter 6 summarises the paper and proposes possible future work.

1.8 Summary

This chapter added context to the healthcare economic landscape and a backdrop to

the research problem. It highlighted the purpose and the research problem. It also

showed some of the benefits for the organisations. Furthermore, it explored how deep

learning models could serve as levers for to overcome these challenges. To this end, it

was suggested that the model to be built to identify fraudulent HCPs.



Chapter 2

Literature Review

2.1 Introduction

This chapter focuses on the literature review of healthcare abuse and costs incurred

wastage that is relevant to the current research study. Takeaways from previous academic

studies are covered and discuss the different supervised and unsupervised models that

underpin the study. Thereafter, we discuss in detail the GAN algorithm, challenges, as

well as the SHAP algorithm which aims to give context to the anomalous HCP.

2.2 Healthcare Fraud and Cost Abuse

The definitions of medical cost abuse and fraud are heterogeneous in various previous lit-

erature, and depend on market and regulatory environments [11]. The definition of fraud

was used from [74] describing fraud as ”the intentional deception or misrepresentation

that an individual knows to be false and knowing that the deception could result in some

unauthorized benefit to himself/herself or some other person”. Inappropriate payments

by insurance organisations or HCPs occur as a result of fraud, abuse or error. The study

by [43] describes HCP abuse as either directly or indirectly providing a service, resulting

in unnecessary costs to the insurance organisation or patient. Abuse also relates to any

HCP that is not consistent in providing patients with necessary medical services, does

not meet professionally-recognised standards, and is not fairly priced [74, 25].

1
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According to Bayerstadler [11] shown in Figure 2.1, fraud and abuse can be classified

into three behavioral categories:

1. Services not performed (fraud): Medical services which are not rendered to the

patient, but documented and charged for. For example, a healthcare provider

invoicing a patient for stitching of a finger which was never carried out on the

patient.

2. Services not required (abuse): Medical services which deviate from medical best

practice, and performed without medical justification. For example, the prescrip-

tion of bandages for a mild nasal congestion.

3. Other billing issues (fraud/abuse): Additional to services not performed or re-

quired, are intentional misbehaviour by HCPs and/or policyholders. For example,

the unbundling of procedure codes. Thornton refers to unbundling in this context

as ”the billing of each stage of a procedure as if it were a separate treatment” [74].

Figure 2.1: Behavioral patterns of fraud and abuse in healthcare

Fraud and abuse within healthcare systems are attributed to the involvement of three

major stakeholders. First, healthcare service providers which includes doctors, hospitals,

ambulance services, and medical laboratories across public and private health depart-

ments [74]. Secondly, insurance policyholders including patients and patients’ employers
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[74]. Finally, insurance organisations which receive premiums from policyholders and are

responsible for payment of costs to HCP [74, 11].

2.3 Types of healthcare provider fraud and cost abuse

A recent review of studies that discussed the major types of fraud committed by health-

care service providers [46, 74]. Improper coding, unbundling, double billing, billing

for services not rendered, providing unnecessary care, using incorrect diagnosis code or

billing for services delivered by unqualified medical workers [46, 74, 44] were the most

commonly investigated types of fraud among HCPs.

Improper coding, sometimes referred to as upcoding, is a common occurring fraud

type among HCPs [74]. Thornton [74] describes upcoding as ”billing for a service or

procedure that is more expensive than the one performed”. Improper coding is often

explained as an administrative error as opposed to the malicious attempts to increase

revenue [74, 44]. Further to improper coding, is a concept of unbundling whereby creating

separate billing line items for supplies, treatments or services instead of grouping them

together [46]. In Orgunbanjo [59] study, unbundling is categorised as improper coding

[59] whereas other studies views unbundling as a different type of fraud [74, 44].

Double billing is another key theme evident in previous studies [74, 59]. This typically

involves the HCP submitting the same invoice multiple times for payment. Often, the

separate invoices submitted relate to the same procedure performed. Thornton [74] fur-

ther defines ”double-billing as billing multiple times for the same service”. The majority

of insurance organisations implement automatic processes to accept and pay claims to

improve processing speed and customer service [48]. Implementation of these process ef-

ficiencies could possibly miss ”double-billed” claims, however, researchers like Banarescu

[17] suggest that the true efficiency of claim-processing system depends on speed and

legitimacy. In cases relating to double-billing, the relevant care or service is provided to

a patient. Additionally, there are instances where HCP invoices for medical services not

rendered, for medication not received or medical devices that the patient has no knowl-

edge of receiving [74]. Some authors also refer to this concept as ”phantom billing”

[17, 74, 44].
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Examples mentioned by Thornton [74] and Kirlidog [44] note that an HCP submitting

a high volume of claims on a single day is suspicious. They say it is not normal for a

HCP to see unrealistically excessive numbers of patients on a single day. Furthermore,

Thornton [74] describes a new trend that use ghost employees. This type of excessive

billing relates to employees who are no longer employed with the healthcare provider

but are billing for services rendered. The researcher introduced multi-dimensional data

models centred around the HCP and their groups, respectively [74]. These models were

used to highlight excessive billing.

In organisations where the majority of the claims are automatically processed [17],

gives rise to another type of excessive billing approach introduced by Banarescu [17]. This

type is the submission of false claims by HCPs by exploiting known loopholes within the

claims payment process that go undetected [17]. A recent study also highlighted other

examples of false claims, such as a submission of a claims for a patients who are deceased

[74]. Additionally, Thornton’s research [74] indicated that providers submit claims for

medication after the patient had died [74]. These claims are submitted for payment

based on falsifying the the patients diagnosis [17]. One of the contributing factors why

this type of fraud is carried out, is to falsely prescribe certain medications for a patient

[17].

2.4 Anomaly Detection

Anomalies are patterns in data that do not conform to expected or normal behaviour [45].

Depending on the application domains, these deviating patterns are often referred to as

”outliers, anomalies, containments, exceptions, aberrations, peculiarities, or discordant

observations” [22]. In the context of anomaly detection, anomalies and outliers are the

two most common terms and are often used interchangeably [22, 87, 91, 45]. Anomaly

detection techniques are used across many different areas such as early fault detection

in production systems, fraudulent transactions on credit cards, security screening for

border security, and intrusion detection against cyber attackers [22, 44, 18, 55].

In the remaining parts of this study, we will use anomaly detection as a term that

relates to both fraud and medical cost abuse constructs [87, 91]. Usually, if labelled
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data is available, a supervised anomaly detection approach may be used [87]. Datasets

are considered as labelled if both the normal and anomalous data points have been

recorded [91, 87]. When labels are not recorded or available, the alternative option is an

unsupervised anomaly detection approach [91].

Anomaly detection is divided into three main approaches:

• Supervised Anomaly Detection: This approach involves training a machine

learning model, using data instances containing both normal and anomalous labels

[57]. For example, supervised classification models created as a binary classifier

assists in detecting normal and fraudulent healthcare transactions [57, 43].

• Semi-supervised Anomaly Detection: The training set only includes only

examples from normal patterns. In many healthcare applications, it is possible to

collect data reflecting the normal pattern of HCP payments. However, access to

anomalous observations is often difficult, not recorded or labelled. Semi-supervised

models build a normal profile from the available data and the model reject data

points that deviate from the normal profile [60].

• Unsupervised Anomaly Detection: Compared to supervised anomaly detec-

tion, the training data does not contain any anomalous labels [29]. Recent unsu-

pervised anomaly detection research suggested using kernel-based [29], clustering-

based [20], distance-based [29], density-based [12] and reconstruction error based

methods [20].

Due to the lack of labelled data, semi-supervised or unsupervised methods are the

preferred options as opposed to supervised anomaly detection methods [13]. Further-

more, the performance of supervised anomaly detection models is sub-optimal due to the

imbalance of classes [15]. Generally, the imbalance of classes is referred to when the total

number of normal instances is greater than the total number of anomalous instances [55].

To address these challenges, unsupervised anomaly detection approaches are used

to create normal and anomalous labels for each data sample since labelled data is ei-

ther unavailable or difficult to obtain [20]. In areas such as medical image and clinical

record analysis [20, 22], variants of unsupervised deep learning algorithms have shown

to have better performance than traditional machine learning methods such as support
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vector machine (SVM) [55], principal component analysis (PCA) [4], and Isolation Forest

(iForest) [29].

Below, we will discuss the different unsupervised anomaly detection models: kernel-

based, clustering-based, reconstruction error based, distance-based, density based and

isolation based.

2.4.1 Distance-Based Methods

This anomaly detection method use distance measures to identify anomalies. One com-

monly applied example is the Mahalanobis distance for anomaly detection problems

across a multivariate dataset [22]. Similar to the one component Gaussian mixture model

(GMM) [29], the Mahalanobis distance parameters are the inverse covariance matrix and

mean from a given dataset [29].

Another distance-based example is a technique called the Local Distance Based Out-

lier Factor (LDOF) measure that attempts to find local anomalies [22]. The LDOF

measure is the ratio of the average distance between each data point and its K-nearest

neighbours. The main objective of the LDOF algorithm is to measure the extent of de-

viation in each instance from its K nearest neighbours instead of the whole dataset [22].

The choice of the K parameter is an important challenge especially for the detection of

cluster anomalies [22].

2.4.2 Kernel-Based Methods

Kernel-based methods computes a hyperplane in a high-dimensional space separating

points from the input space [29]. One such example of kernel-based method is One-

class support vector machines (OCSVM). OCSVM are one of the common applied semi-

supervised anomaly detection techniques due to their strong theoretical foundations [29].

OCSVM is an outlier detection that constructs a linear boundary separating the input

data from the rest of the high dimensional space [29]. Normally, outliers identified by

OCSVM is any data point found outside the linear boundary. OCSVM utilises memory

efficiently on small subsets of the training dataset. However, some of the OCSVM

limitations relate to [34]:
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• The non-linear training complexity, which limits its application on large datasets

• Calibration is challenging due to its sensitivity to the parameter and kernel band-

width.

2.4.3 Clustering-Based Methods

Anomaly detection using clustering algorithms can be performed by calculating the dis-

tance between every instance and its nearest cluster centroid [62]. The distance is often

used to calculate its anomaly score [29]. Additionally, a threshold on the density of the

detected clusters can also be defined by labelling sparse clusters as anomalies [90, 62].

Since the main aim of clustering is different from anomaly detection, many cluster based

anomaly detections like the K-Means are not optimised for anomaly detection, especially

for large and high-dimensional datasets [22].

A study by Zhu [90] reviewed two studies where K-Means was combined with other

models to solve anomaly detection problems. First, the use of the K-Means clustering

model to identify outliers, followed by classification of diabetic patients using the K-

nearest neighbor (KNN) [90]. Secondly, an ensemble classifier model that combined the

K-Means and decision tree algorithms that predicts diabetes [90]. The details of the

K-Means algorithm concerning its anomaly detection application in Section 3.3.2 will be

discussed.

2.4.4 Density-Based Methods

One of the common density based method used to solve anomaly detection problems

is the Local Outlier Factor (LOF) [36, 29, 43, 55]. LOF generates a score for each

observation in a dataset which is often referred to as the anomaly score [22]. The

anomaly score is the variance between each data sample and its local neighbours [22].

For normal samples, the expectation is to have LOF scores close to one another,

because of their similarity to their neighbouring normal samples. Anomalies, however,

will have larger values, as their local reachability distance is much higher than their

neighbouring normal samples [22]. The performance of the LOF model depends on the

selection of a K parameter and an appropriate threshold for the anomaly score [29].
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There are three main limitations of the LOF model [33]. First, LOF does not generate

an explicit model that can be applied to future test data. Secondly, anomalies that have

a similar density to their neighbouring points may not be detected. Lastly, the central

points in a cluster of anomalies may not be detected.

2.4.5 Isolation-Based Methods

Anomalies can be identified by a technique called isolation, which assumes that they can

be isolated from normal data if the majority of instances in a training set are normal

[33]. A well-known algorithm used for this specific purpose is the iForest [29]. The

iForest algorithm repeatedly split feature values randomly, thus resulting in isolating

each data point from the remaining observations[29]. As part of the iForest algorithm,

an isolation score is calculated using random forests. Domingues defines the isolation

score for each data point as “the average path distance between the root of the tree and

the node containing the specific data point” [29]. Generally, these anomalies are rare

and different, hence they would be isolated sooner than normal instances. This means

anomalous data points will have a shorter depth from the root of an iForest compared

with normal data points. The iForest algorithm demonstrates significantly better outlier

detection performance and linear time complexity when compared to the LOF algorithm

[33].

2.4.6 Reconstruction Error Methods

Reconstruction-based methods commonly use neural networks to model data so that the

data can be reconstructed from the model [29]. Initial deep learning methods either use

traditional outlier detection methods on the learned encoding [2, 86, 54, 15], or directly

use the reconstruction error of test points [7, 28, 54]. More recent deep learning studies

have additional losses but are still fundamentally based on reconstruction methods [20,

80, 68, 84]. The reconstruction error measures the deviation between the test data and

the dimensional reconstructed output [87, 21]. In scenarios where the training data only

contains normal behaviour data points, the model will fail to reconstruct any test data

that deviates from its training set. Thus, the reconstruction error for anomalies should
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be greater when compared with normal data points. Table 2.1 shows some anomaly

detection studies that used reconstruction error to solve anomaly detection problems.

Generative Adversarial Networks (GANs) [37] is another deep learning model that

makes use of the reconstruction-based approach. GANs have received much attention due

to its better performance and fewer restrictions for generator functions when compared

to deep generative models such as Boltzmann machines and autoencoders [26].

2.5 Generative Adversarial Network

In Goodfellow’s [37] original formulation, the Generative Adversarial Networks (GANs)

framework consists of two neural networks. The first neural network is a generator that

generates samples from latent distribution and the second neural network is a discrim-

inator that aims to differentiate between real and generated samples [37]. The GANs

framework [37] have been successfully applied to high-dimensional and complex data dis-

tributions [68, 63, 84, 1]. The GANs characteristic suggests they can be used successfully

for anomaly detection, although their application has only been recently explored. A

common GANs unsupervised anomaly detection approach is using only normal behavior

samples in the training process and an anomaly score for the detection of anomalies [68].

The GANs framework presented in Figure 2.2 consists of two neural networks that

are trained simultaneously and each network competes against each other in a zero-sum

game [37]. The first neural network is the generative model G, that gets vectors of noise

(z) as input and maps z to a latent space from the input data distribution. The second

neural network is the discriminator model D, that determines if the sample comes from

G or the original dataset. The objective of the generative network is to deceive D into

believing that the generated data comes from the actual input data distribution (x) [37].

In a review of recent GANs studies, the majority of the GAN-based anomaly detec-

tion approaches are built upon on the Adversarial Feature Learning idea [30] or using

convolutional generative adversarial networks (DCGANs) [63]. The Bidirectional GAN

(BiGAN) architecture extended the original GAN architecture to incorporate an au-

toencoder (AE), adding to the learning by inverse mapping [30]. The new autoencoder

learned function maps the input data to a new dimensional data space, together with
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Figure 2.2: Structure of GANs

the output from generator function, is the basis of the anomaly detection by the discrim-

inator. Table 2.2 describes and summarises some of the GAN-based approaches used to

solve anomaly detection problems.

2.5.1 GAN Activation Functions

An activation function is part a neural network that assists in learning complex patterns.

The objective of an activation function is to determine if a neuron should be activated

or not by calculating the weighted sum and further adding bias to it [75]. Furthermore,

the activation function introduces non-linearity to a neutron output [16]. Activation

functions need to be partially differentiable, therefore, a smooth approximation such as

the sigmoid function [16] is one of the activation functions used to solve deep learning

anomaly detection problems [84, 68]. The sigmoid activation function is defined as:

Sigmoid(x) =
1

1 + e−net
. (2.1)

The output of the sigmoid function is within a continuous range between 0 and 1.

The left panel of Figure 2.3 shows the graph of the sigmoid function and illustrates that

the sigmoid exhibits linear behaviour around the origin, and saturates for large positive

and negative input values.
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Figure 2.3: Activation functions

The sigmoid function is constrained to the positive range of (0;1) and consistent pos-

itive signals are likely to cause saturation within the hidden neurons [16]. To reduce the

saturation problem, the hyperbolic tangent function (TanH), can be used as a substitute

for the sigmoid. The TanH activation function is defined as:

TanH(x) =
enet − e−net

enet + e−net
. (2.2)

The TanH output is in the range (-1; 1) and is thus centred at zero. Figure 2.3 shows

that TanH has a similar s-like shape to sigmoid, and approaches asymptotes at -1 and

1. However, since the function is bounded, the possibility of saturation still exists, but

the zero-centred range makes saturation less likely [16].

Figure 2.4 illustrates that both the sigmoid and the TanH activations exhibit small

derivatives due to their asymptotic behaviour. Generally in neural networks, the back-

propogation is defined recursively which introduces the vanishing gradient problem [75].

In deep neural networks, the vanishing gradient problem results in difficultly during

training and ineffective [16]. To overcome the vanishing gradients issue, the rectified

linear activation (Relu) function, was proposed as an alternative to the sigmoid and

TanH activations [16]. The ReLU activation function is defined as

ReLU(x) =

net, if net > 0

0, otherwise
. (2.3)

Figure 2.3 illustrates that the ReLU activation is simply the identity function for all
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Figure 2.4: Activation functions

positive input signal values and saturates only for negative input signals. Recent studies

suggests that ReLu is a preferred activation function in deep learning networks [16].

GANs architectures in previous studies suggests using the ReLU activation function

in the generators hidden layers and using the TanH function for the output layer[63,

68, 84]. Radford suggested that using an ReLu activation function allowed the model

to learn to saturate the training distribution much faster [63]. Furthermore, Radford

also indicated that the leaky rectified activation together with the discriminator worked

well, especially on images that require higher resolution modelling. Research by Schlegl

[68] and Zenati [84] applied Radford’s GAN activation function configuration to solve

the anomaly detection problem on X-ray images and a similar activation setup to detect

anomalies across non-image data.

2.5.2 GANs Challenges

Recent studies of GANs have shown that they can be used in various domains solving

problems such as image generation, improving the resolutions of images, facial attribute

manipulation, object detection and many more [63, 68, 2]. One of the main objective
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when training GANs is finding a Nash equilibrium especially with continuous, high-

dimensional parameters [65]. Goodfellow defines the Nash equilibrium “as a state in a

non-cooperative game whereby no player can improve its score except by changing their

own strategy” [65]. With reference to the structure of GANs highlighted in Figure 2.2, the

Nash equilibrium is the state between the generator and the discriminator. The function

of the discriminator is to determine between data sampled from x and data sampled

from G(z). Typically, GANs are trained using gradient-descent techniques to find the

lowest value of a cost function [63, 65, 72], instead of finding the Nash equilibrium. Thus,

seeking for a Nash equilibrium results in these algorithms failing to converge [65].

Similar to neural networks, GANs models are considered black-box models [71], mean-

ing it is challenging to understand how the model made a regression or classification

decision [14]. Using these models in business applications, it is pivotal to understand

and give context to anomalies [14]. Giving context to anomalies creates user trust, pro-

vides insight into future model improvements, and provides context of the features that

are contributing to the anomalies [49]. In some applications, linear models are often

preferred due to their ease of interpretation, and may be less accurate when compared

to complex models [49]. However, due to the rise and availability of big data, there

have been an increase in the application of deep learning models [5]. Therefore, deep

learning models such as GANs are bringing the trade-off between model accuracy and

interpretability to the forefront. Interpretability methods such as SHAP (SHapley Ad-

ditive exPlanation) [49] and DeepLift [71] have been recently proposed to address this

issue in deep learning models.

2.6 SHapley Additive exPlanation

Lundberg and Lee [49] introduced Shapley Additive exPlanations (SHAP), which is

used to interpret model outputs. The SHAP framework is based on local explanations,

game theory and estimates the contribution each feature have on the prediction [49].

SHAP values is a conditional expectation function that measures feature importance

[49]. SHAP values relates to the change of each feature in the expected model prediction

when conditioning on that feature. SHAP explains how to get from the base value
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E[f(z)] that would be predicted in the absence of any features, to the current output

f(x). Figure 2.5 shows a single ordering which represents the blue arrows as increasing

the prediction and the red arrow decreasing the prediction [49]. For non-linear models

or input features that are not independent, the sequence of how features are added to

the expectation is important cause the SHAP values are calculated from averaging the

φi values across all possible orderings.

Figure 2.5: SHAP values

SHAP values also provide the feature importance measure that incorporate proper-

ties such as local accuracy, missingness, and consistency through the use of conditional

expectations [49]. Lundberg categorised SHAP into 2 broad methods, namely the two

model-agnostic approximation methods. Model-agnostic approximation methods refer

to either the Shapley sampling values or the kernel SHAP. These two methods feature

independence and model linearity is assumed when approximating conditional expec-

tations [49]. Additional to SHAP are the model-specific methods which relate to Max

SHAP, Linear SHAP, and Deep SHAP. Deep SHAP is a combination of the DeepLift

[71] and SHAP [49] that applies to deep learning models [49]. For model-specific meth-

ods, computation of the expected values is simplified by using assumptions like model

linearity and feature independence [49].

2.7 Related Work

Research by Bauder [10] looked at supervised machine learning methods to detect fraud-

ulent medicare providers across various states in America. The study evaluated three

machine learning models indicating that decision tree and logistic regression are good

performing models. The lack of fraud labels contributed to the imbalance of the data
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and a random under-sampling strategy was employed to create the different class distri-

butions. The sparsity of medical claim data and the availability of labelled fraudulent

cases highlighted in [10, 55, 70, 74, 43] is a common challenge when solving for anomaly

detection problems.

Canadian researchers [55] experimented on detecting anomalies using an unsuper-

vised Spectral Ranking Approach (SRA). The problem used an unsupervised learning

approach in ranking anomalies using SRA. The study focused on detecting anomalies

using similarity kernels [55]. Outcomes from the research also highlighted the most im-

portant features to classify fraudulent claims that are policy features, car types, and

cause of accident features.

The work of [29] includes a comparative survey over the last 20 years of outlier

detection relating to fraud detection machine learning algorithms. The study indicates

that iForest is a suitable model for efficiently identifying anomalies with good potential

on scalability along with optimised memory utilisation when using large data sets. In

contrast, OCSVM, although considered to be another good model for anomaly detection,

does not perform well on large data sets and also can be challenging in tuning the input

parameters [55].

Besides traditional methods, deep learning based unsupervised anomaly detection

algorithms [28, 35, 79, 68, 84, 13] have garnered a lot of attention recently. For in-

stance, Deep Autoencoding Gaussian Mixture Model (DAGMM) [13] combines an auto-

encoder and Gaussian model to highlight the density distribution. Adversarially Learned

Anomaly Detection (ALAD) [85] is an anomaly detection approach that uses reconstruc-

tion error to determine how far is the input sample from its reconstruction data. Addi-

tionally, the study by Zheng [88] on the one-class adversarial nets (OCAN) enhanced the

autoencoder to include a Long Short Term Memory (LSTM) and GANs discriminator

for fraud detection using only benign users’ as training data [88]. During training, the

OCAN uses a LSTM-Autoencoder to learn the online activities of benign users. The data

from the LSTM-Autoencoder is then used in discriminator of a complementary GANs

model to detect malicious users [88].
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2.8 Literature Limitations and Gaps

From the review of the literature presented in Chapter 2, the following gaps have been

identified which the research objectives aim to achieve:

• Popular research across the healthcare and machine learning domains are either

based on supervised learning [10], predefined medical rules [40], application of

anomaly detection on medical images [68], or non healthcare data [84]. Further-

more, research like the ones by Carvalho [18] and Bauder [10] also highlighted

challenges like the availability of HCP data; even if it is available, there is not

enough reliable data since the providers generate it [18]. However, not much lit-

erature notes the application of unsupervised deep learning models for predicting

healthcare fraud and cost abuse.

• Although there is a vast amount of research solving anomaly detection problems,

the majority of it is limited to the identification of anomalies [4, 10, 40, 84]. Most

research largely assumes that the results can be generalised across the healthcare

industry and used to explain the factors contributing to anomalous HCP [36].

However, recent literature shows little evidence of quantifying the contributing

factors that influence healthcare fraud and cost abuse.

Given the above, the current research explores a two-step approach for anomaly detec-

tion. First, a GANs based approach was applied to identify the anomaly or normal

labels. Second, the results from the deep learning model serve as labels for identifying

the features that contribute to the anomalous data points.

2.9 Chapter Summary

This chapter discussed some of the factors relating to healthcare cost abuse, fraud and

anomaly detection. Then there was a review of unsupervised methods and their ability to

solve anomaly detection problems. Finally, GANs and related properties like activation

functions, and training challenges relevant to this study were described. The next chapter

provides an overview of the methodology, and discusses the various algorithms used in

the experiment.
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Methodology

3.1 Introduction

The previous chapter gave an overview of HCP fraud, cost abuse, and highlighted the

various types of cost abuse. Also, supervised and unsupervised anomaly detection meth-

ods, and how these algorithms can aid in the generation of labels and interpretability

were discussed. Anomaly detection still comes with numerous challenges about the avail-

ability of labels and HCP data. The suggested research framework plans to address these

challenges discussed in the literature limitations and gaps.

To answer the research questions highlighted in Section 1.4, a quantitative research

method has been adopted as the research design. Saunders Lewis [66] defines the

research design as a general approach to answering the research questions. This chapter

provides a high-level framework which serves as a basic outline of the various algorithms

used to answer the research question. The different steps of the research framework will

be described in detail in the rest of this chapter.

3.2 Research Framework

The current research aims to create an anomaly detection model in the absence of labels

that can be used to detect anomalous medical transactions from HCPs. Furthermore, this

research conducted several experiments to first identify labels and then provide insights

19
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into the features contributing to the anomalies. Figure 3.1 illustrates the proposed

framework used in this research, specifically highlighting specifically the datasets used

and the algorithms used in the two-step modelling approach to detect anomalous medical

transactions from HCPs. The first modelling step is a GANs model designed to identify

the anomalous HCPs based on the reconstruction error. The second modelling step uses

the anomaly labels in the supervised classification models and SHAP to explain the

features contributing to the anomaly.

Figure 3.1: Proposed methodology approach

Chapter 4 covers the collection of the two datasets used in the experiment, as well

as the pre-processing and selected features across the two HCP datasets.

3.3 Algorithms

Both datasets described in Section 4.2 do not contain any labels. Unlike other machine

learning algorithms, that require a vast amount of labelled data in order to generalise

well, GANs can be trained with missing data [68, 1] and can also improve the performance

of classifiers when limited data is available. The labels are defined by the application of a

GANs with a ’feature-matching’ anomaly score. Thereafter, several classification models

(Random Forest, Decision Tree, Logistic Regression, and Extreme Gradient Boosting)



Chapter 3. Methodology 21

were applied to get a deeper understanding of how the features contribute to the anoma-

lous labels.

3.3.1 Generative Adversarial Network

GANs algorithm consists of two adversarial networks, a generator G and a discriminator

D [37]. The first neural network is the generator G that generates samples (pg) from a

noise vector (pz) and maps the vector to a data space G(z). The data space G(z) is a

one dimensional vector from latent space Z. The main purpose G is to generate samples

that can represent a similar distribution of x to fool D.

A second neural network called the discriminator D outputs a single vector D(x)

representing the probability that x came from the distribution function of the original

data represented by pdata(x) rather than the generator pg. The purpose of the GANs is

to train the discriminator D to maximise the probability to correctly classify both the

real input data and data from the generator G. Furthermore, a binary cross-entropy loss

function was applied to optimise the D and G through a min-max game:

min
G

max
D

V (D.G) = EX∼pdata
(x) [logD (X)] + Ez∼pz(z) [log (1−D (G (z)))] , (3.1)

where ([logD (X)]) is the real distribution of data that passes through the discrimi-

nator (normal data). The discriminator tries to maximise these data samples to 1. The

term ([log (1−D (G (z)))]) represents data from random input that passes through the

generator, which then generates fake samples which are then passed through the dis-

criminator to identify the anomaly. In this term, the discriminator tries to maximise it

to 0. So overall, the discriminator tries to maximize the function V. Similarly, the task

of the generator is exactly the opposite, it tries to minimise the function V so that the

differentiation between normal and anomalous data is at a minimum. The second term

in Equation 3.1 ([log (1−D (G (z)))]) represents data from random input that passes

through the generator and then generates fake samples which are then passed through

the discriminator to identify the anomaly. During this term, the discriminator tries to

maximise it to 0. So overall, the discriminator tries to maximise the function V. Simi-

larly, the task of the generator is exactly the opposite, it tries to minimise the function
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V so that the differentiation between normal and anomalous data is at a minimum.

Feature Matching

Feature matching aims to solve the instability issue in GANs by defining a generator

function that prevents the discriminator from over training [65]. With feature matching,

the main objective of the generator is to produce samples that matches the distribution

of the real input samples instead of optimizing the performance of the discriminator

[65]. During training, the generator network have to fit the expected values of the

discriminator’s intermediate layer [65]. During the training process, a discriminator

feature loss calculates the difference in characteristics between the real and generated

data [65]. Results from previous studies indicate that feature matching can be used in

situations where GAN stability is a challenge [84, 65, 86].

Exponential Moving Average

The convergence issue mentioned in Section 2.5.2 can be overcome by the application

of feature matching and Exponential Moving Average (EMA) during the training pro-

cess [65, 27]. Averaging methods such as EMA are typically more robust, simple to

implement and have minimal computation overheads [83]. As they operate outside of

the GANs training loop, they do not influence optimal points between the generator G

and discriminator D [83]. Exponential Moving Average (EMA) is an option to solve

the convergence issue [83]. EMA is a smoothing filter that is frequently used to solve

time series problems [83]. Bosman defines EMA as “the moving average for each step by

assigning exponentially-decaying weights to the previous steps. The weight for each of

the previous step decreases exponentially but never reaching zero” [16]. EMA is defined

by the equation below:

θ
(t)
EMA = βθ

(t−1)
EMA + (1− β)θ(t), (3.2)

where θ
(t)
EMA represents the moving average at the tth data point for the sample θ(t)

while θ
(t−1)
EMA represents the moving average at the (t − 1)th data point for the sample

θ(t−1). Note that β is the decay coefficient and can be approximated as β = 1−1/n with
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n the number of samples to average. For large n, β converges to 1, and for small n, β

converges to 0. As n increases β increases towards 1, it accelerates decay and weaken

smoothing. Conversely, when β decreases closer to 0, it result in a slower decay with

stronger smoothing. Therefore, to balance decay and smoothing, it is essential to find

the appropriate β.

Activation Function

The various activation functions used in GAN architectures were discussed in Section

2.5.1. For the current classification problem, binary output is typically expected for the

target variable, thus the output value should be within the binary range of 0 and 1.

Therefore, the sigmoid activation is used for the discriminator output layer, due to the

output range of (0; 1). For the hidden layers, the Relu activation function was applied

across the generator and the discriminator. The detailed activation functions applied

for the two datasets for the generator and the discriminator networks can be found in

Tables 3.1 and 3.2.

Dropout

Dropout is a regularisation method that prevents overfitting in GANs by randomly

dropping units from the neural network during training [64]. Effectively during training,

samples dropout from the number of different networks prevented units from co-adapting

too much. Research by [52] suggests that using a dropout value between 0.2 and 0.5

often led to better results. For our study, there was no dropout applied to the generator

network, however, a dropout rate of 0.2 was applied to each layer on the discriminator

network across the two datasets.

Anomaly Detection

The GANs algorithm labels data as normal or anomalous through the use of a loss

function called the anomaly score. The anomaly score was calculated for every evaluation

between normal and generated samples in the training process [68, 84]. The anomaly

score is expressed mathematically as:
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A(x) = (1− λ)LG + λLD. (3.3)

Here, LG and LD are the generator and discriminator losses respectively. The discrimi-

nator loss LD applied a feature-matching approach [85]. Feature-matching defined as:

LD(x) =‖ fD(x,D(x))− fD(G(x), D(x)) ‖, (3.4)

with fD returning the discriminator intermediate layer for the given input sample

x. fD(x,D(x)) evaluates the original sample against the reconstructed data features

in the discriminator. Similarly, fD(G(x), D(x)) evaluates the generator samples against

the reconstructed data features in the discriminator. For a given data sample x, a high

anomaly score of A(x) indicates possible anomalies within the sample. The evaluation

criteria for this is to a threshold (φ) the score, where A(x) > φ indicates an anomaly.

GAN Architecture

For the experiments setup in this thesis, we used a neural network for the generator

with three layers and different hidden layers for each layer. The neural network for

the discriminator has four layers and different hidden layers. Inspired by Li’s research

[47], regarding the latent space dimension, a higher latent space dimensions were used.

This improved the sample generation [47], especially in the context of anomaly detection

[47, 84]. Thus, the latent space of the generator is the same as the number of features

in the train set. To demonstrate our model’s ability, we train both the Medicare and

private datasets on a GANs architecture and hyperparameters identified in Table 3.1

and 3.2.

3.3.2 K-Means Algorithm

K-Means is a clustering analysis algorithm that groups observations based on their fea-

ture values into K clusters [91, 9]. Observations that are classified into the same cluster

having similar feature values. The K-Means algorithm is applied using the following

steps:
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Table 3.1: Medicare GAN Architecture and hyperparameters

Operation Units Activation Dropout

G(z)

Dense Layer 64 ReLU 0.0

Dense Layer 128 ReLU 0.0

Dense Layer 70 Linear 0.0

D(x)

Dense Layer 256 Leaky ReLU 0.2

Dense Layer 128 Leaky ReLU 0.2

Dense Layer 128 Leaky ReLU 0.2

Dense Layer 1 Sigmoid 0.0

Optimiser Adam (α = 10−5,β1 = 0.4)

Batch size 50

Latent dimension 70

Epochs 200

Leaky ReLU slope 0.1

Weight, bias initialisation Xavier Initialiser, Constant(0)

1. Define the number of clusters K which is a positive integer. One of the commonly

used methods to define K, is using the Elbow technique.

2. For each cluster, the centroids are calculated. This is usually done by randomly

splitting all observations into K clusters, and verifying that each cluster centroid

is different.

3. Calculate the distances to the centroids for each cluster by iterating over all the

observations. Thereafter, assign each observation to a cluster based on the shortest

distance to the nearest centroid.

4. Repeat step 2 and 3 until the centroids for each cluster do not change.

Since K-Means is a distance-based clustering algorithm, for anomaly detection prob-

lems, the distance is used as a measure of normal or anomalous observation [90]. For the
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Table 3.2: Private GAN Architecture and hyperparameters

Operation Units Activation Dropout

G(z)

Dense Layer 64 ReLU 0.0

Dense Layer 128 ReLU 0.0

Dense Layer 54 Linear 0.0

D(x)

Dense Layer 256 Leaky ReLU 0.2

Dense Layer 128 Leaky ReLU 0.2

Dense Layer 128 Leaky ReLU 0.2

Dense Layer 1 Sigmoid 0.0

Optimiser Adam (α = 10−4,β1 = 0.4)

Batch size 50

Latent dimension 54

Epochs 500

Leaky ReLU slope 0.1

Weight,bias initialisation Xavier Initialiser, Constant(0)

current study, the distance of each observation from the centroids is calculated using the

Euclidean distance metric. Equation 3.5 shows the Euclidean mathematical definition

as:

d(x, y) =

√√√√ m∑
i=1

(xi − yi)2, (3.5)

where x = (x1, ..., xm) and y = (y1, ..., ym) are input vectors with m representing the

number of features. The smaller the distance between objects the greater the similarity

[90]. The observations whose Euclidean distance is greater than the 90th percentile are

labelled as anomalies.
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3.3.3 Classification Algorithms:

The four binary classification algorithms were applied in the second part of the study

to give interpretability to the anomalies. The algorithms applied include the logistic

regression (LR), extreme gradient boosting (XGB), random forest (RF), and decision

tree (DT) [69].

The LR, XGB, RF, and DT algorithms are successful in detecting anomalies [31, 69,

57] however, their main use in the current study is their ability to generalise, feature se-

lection, interpretability [31, 69, 57, 89] and further explain how the features contribute to

the anomalous HCP. These algorithms are summarised highlighting their core capability.

Tables 3.3, 3.5, 3.4, and 3.6 highlight the key parameters and setting of the classifi-

cation models applied to the training data through cross-validation.

Logistic Regression

Logistic Regression (LR) is a classification algorithm that is used to predict the proba-

bility of a binary dependent variable. In the current context of anomaly detection, the

target variable contains data coded as 1 (anomaly) or 0 (normal). The objective of our

LR algorithm is to find the best fit that describes the relationship between the target

variable (anomaly or normal) and the predictor variables [90]. The logistic regression

algorithm is given in Equation 3.6 below:

Yi = β0 + β1xi,1 + β2xi,2 + ...+ βjxi,j, (3.6)

where Yi is the target variable output of ith observation, β is a vector of regression

coefficients, and xi,j is the jth predictor variable for the ith observation. Similarly to

linear models, the regression coefficients β is a logit rather than a mean. Thus, holding

all other predictors constant, βj is the change in the logit of the probability in the jth

predictor.

LR has been widely used in credit scoring and fraud detection domain due to its

extensive interpretability and generalisation abilities [89]. LR is a linear model and not

suitable to solve complex non-linear problems [90, 57]. Therefore, the use of a LR model

to solve a non-linear problem is dependant on a strong feature engineering process [90].
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Alternatively, Zhu suggests the use of other non-linear models [90].

The binary LR algorithm was applied to both datasets using the model settings listed

in Table 3.3. For each dataset, the data was split into training and test datasets. The test

dataset was used to evaluate the LR model fit. The LR calculates probability across the

two classes (normal and anomaly) that was associated with HCP which was previously

discussed in the literature review.

Table 3.3: Modelling procedure used for logistic regression

Category Setting

Modelling Method Binary Logistic Regression

Sampling Type K-Fold Cross Validation

Iterations 10

Sampling Method Simple Random Sampling

Model Selection Criteria AUC / Sensitivity / Specificity

Software Version Python 3.7.1

Software Packages sklearn.LogisticRegression

Decision Tree

Decision Tree (DT) is a simple and intuitive algorithm that utilises a top-down ap-

proach in which the root node creates binary splits until a certain criteria are met [31].

DT structures separate the data into groups that are mutually-exclusive[57]. These

groups are created by recursively separating all observations either using a breadth-first

or depth-first greedy approach until all observations are allocated to a group [89]. In

the current context of anomaly classification, the DT model outputs a predicted target

class (anomaly or normal) for each terminal node produced. Decision Trees automati-

cally reduce complexity, useful for the selection of features, and therefore, the predictive

analysis structure is understandable and interpretable [69].

However, one of the challenges with DTs is the dependence on certain features. For

example, if anomalies occur on a set of features, then the DT model tends to generalise

decisions based on those set of features [89]. In comparison to RF, the RF model avoids
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this problem by applying the bagging principle [57, 69]. For such cases, when features

are not very reliable, an alternative is to use a RF algorithm [89].

A DT model was applied to the training data. The DT was trained using the Decision

Tree Classifier algorithm and no pruning was done. The Gini index was the standard

index used to determine the quality of each node split.

Table 3.4: Modelling procedure used for Decision Tree

Category Setting

Modelling Method Decision Tree

Sampling Type K-Fold Cross Validation

Iterations 10

Sampling Method Simple Random Sampling

Model Selection Criteria AUC / Sensitivity / Specificity

Software Version Python 3.7.1

Software Packages sklearn.tree.DecisionTreeClassifier

Random Forest

Random Forest (RF) is a tree constructed algorithm from a set of possible trees with

random features at each node [57]. A random forest can be efficiently generated and the

combination of large sets of random trees generally leads to accurate models to detect

anomalies [69]. Additionally, the random forest algorithm has been used in this study

due to its versatility in being applied to large datasets and feature importance [31]. In

the current classification context, the random forest classifier is defined mathematically

by:

m(x : Θ1, ....,ΘK) =

{
1 if 1

K

∑K
j=1m(x; Θj) >

1
2
,

0 otherwise
(3.7)

where m is the random forest classifier obtained via a majority vote among K

classification trees with input x and Θ is the parameter set. The predicted model

m(x : Θ1, ....,ΘK) is the aggregation of the majority votes from the classification predic-

tion of individual trees (m(x; Θj)) on input training data(x).
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The RF algorithm was applied to both Medicare and private training datasets using

the model settings listed in Table 3.5. The Gini index was the standard index used to

determine the quality of each node split and thus contributing to the feature importance

calculation method.

Table 3.5: Modelling procedure used for Random Forest

Category Setting

Modelling Method Random Forest

Sampling Type K-Fold Cross Validation

Iterations 10

Sampling Method Simple Random Sampling

Model Selection Criteria AUC / Sensitivity / Specificity

Software Version Python 3.7.1

Software Packages sklearn.ensemble.RandomForestClassifier

Extreme Gradient Boosting

Extreme Gradient Boosting (XGB) is a powerful machine learning technique for classi-

fication, regression, and ranking problems that produces a prediction model in the form

of an ensemble DT [57]. The XGB model is built in a multi-step approach where each

step, introduces a new weak learner to compensate for the shortcomings of the existing

weak learners [57].

The XGB model has a unique approach that uses a regularised model formalisation

to achieve better performance, controls complexity, and reduces the risk of overfitting.

Gradient boosting relies on regression trees, where the optimisation step’s purpose is to

reduce mean square error, and for binary classification is to optimise the standard loga-

rithmic loss. For multi-class classification problems, the objective function is to optimise

the cross-entropy loss. Combining the loss function with a regularisation term arrives

at the objective function. Furthermore, XGB uses gradient descent for optimisation to

improve the predictive accuracy at each step by following the negative of the gradient

during the process of finding the sink within the dimensional plane. The set of functions

used in the XGB model minimises the following regularised objective
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L(Θ) =
∑
i

l(yi, ŷi) + Ω(Θ), (3.8)

where Θ is the learned parameter set, l is a differentiable convex loss function that

measures the difference between the predictions ŷi, the target yi and Ω is the regularisa-

tion term.

The XGB model applied the settings listed in Table 3.6, a wrapper package for the

XGB model was fit on the training data. The following hyperparameters are applied as

part of the training step:

• Objective function set to ’Binary:Logistic’ due to the target class is 1 and 0

(anomaly and normal)

• A learning rate of 0.1

• Tree-specific tuning parameters maximum depth = 7, the minimum child weight

is equal to 1, gamma to 0.3, and subsample to 0.9.

Table 3.6: Modelling procedure used for XGB

Category Setting

Modelling Method Extreme Gradient Boosting

Sampling Type K-Fold Cross Validation

Iterations 10

Sampling Method Simple Random Sampling

Model Selection Criteria AUC / Sensitivity / Specificity

Software Version Python 3.7.1

Software Packages xgboost.XGBClassifier

3.3.4 SHapley Additive exPlanation

In the context of the current study, SHAP provided a unified approach for the inter-

pretability of the features in detecting anomalies across HCP. As discussed in Section
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2.6 the SHAP framework was applied to assist in explaining the feature importance and

the features that contribute to the anomalies. Table 3.7 shows the SHAP package used

for the explanation of the features contributing to the anomaly [49].

Table 3.7: Modelling procedure used for SHAP

Category Setting

Software Python 3.7.1

Software Packages SHAP

3.4 Model Training and Testing

Training and testing of the model is imperative to ensure the rigidity of the model, as well

as to ensure the model functions as expected. The current study implemented a similar

anomaly GANs (AnoGAN) architecture [84] highlighted in the research study named

”Efficient GAN-based Anomaly Detection” [84, 68]. All experiments are performed using

the TensorFlow library in Python 3.7.1.

Across the two different datasets, we trained the GANs model using the architecture

and hyperparameter settings listed in Section 3.3.1 and the results are presented in

Chapter 5. Additional to the training process, EMA is applied, with a decay of 0.999 for

both the private and Medicare datasets. Furthermore, the training process of the second

step research approach for the classification models was through crossing validation. The

process used a 10-fold cross-validation. For each fold in the cross-validation process, a

randomised copy of the test dataset is used. The results was then averaged to produce

a value for the accuracy and sensitivity evaluation metrics. Some of the advantages of

using cross-validation are that it improves the validation of the models and aids in the

reduction of biases [57].

Having trained the GANs model to yield results for the generator (G) and discrim-

inator D, the test dataset was batched and scored by the anomaly score function A(x)

defined in Section 3.3.1. The anomaly detection accuracy of the GANs model was eval-

uated on the private dataset in the form of a case study by investigating the anomalies

identified through the anomaly score A(x) with business feedback. The anomaly detec-
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tion of HCP was based on the anomaly score A(x) using λ = 0.1 stated in Equation 3.3

and using a threshold of 90%.

3.5 Model Evaluation

We evaluated the performance of the anomaly detection algorithms by using quantitative

and qualitative evaluation approaches. This section discusses the approaches used to

evaluate the model results. The first part of this thesis discussed in Section 3.2 used an

unsupervised GANs algorithm to determine normal and anomalous labels. Specifically,

the private data results will be evaluated qualitatively by domain experts to confirm

the labels. In the second part of the thesis, quantitative metrics were used to evaluate

the accuracy of the models. The following subsections will discuss the qualitative and

quantitative methods in detail.

3.5.1 Qualitative Evaluation

As part of a qualitative evaluation of the results, the GANs output results were shared

with domain experts. Research by [32] suggests that machine model evaluation by do-

main experts plays a critical role in an unsupervised machine learning context. Evalu-

ation methods are useful not only for informing the user about the relative or absolute

quality of a given model, but also for informing the business users how their actions can

improve the models [32]. Furthermore, the research by [32] states that domain experts

can perform a hands-on evaluation to assess model performance. For the private dataset

business domain, experts have been requested to evaluate generated data and labels from

the GANs model. As part of the suggested process, investigators analysed the anomalies

from the GANs model.

3.5.2 Quantitative Evaluation

The two criteria’s used to evaluate the model results in this research are sensitivity

and specificity, also known as the true positive rate (TPR) and the true negative rate

(TNR) respectively. The sensitivity (TPR) metric indicates the model’s ability to cor-
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rectly identify anomalous data points, and the specificity (TNR) metric indicates the

model’s ability to correctly identify normal data points. The sensitivity and specificity

are expressed using the Equations 3.9 and 3.10.

Sensitivity = TPR = TP/P (3.9)

Specificity = TNR = TN/N (3.10)

In Equation 3.9, true positive (TP) represent the number of HCPs that are correctly

identified as anomalous, and P represent the total number of anomalous HCPs in the

actual dataset. In Equation 3.10, true negative (TN) represents the number of HCPs that

are correctly identified as normal, and N representing the total number of normal HCPs

instances in the actual dataset. Additional to the specificity and sensitivity metrics,

the area under the curve (AUC) measurement was also applied. Araya states that “the

AUC is an effective measure of accuracy which determines the overall inherent capacity

of an anomaly classifier to differentiate between normal and anomalous data instances”

[7]. Generally, for anomaly detection, an AUC score closer to 1 indicates the models

classification ability to correctly identify normal and anomalous HCPs [7]. The second

classification modelling step uses these metrics to evaluate the classification performance

across the different supervised models.

3.6 Chapter Summary

In summary, this chapter described the research approach which guided this study. This

was followed by the explanation of the data collection and the pre-processing steps carried

out resulting in the final features used in the experiments. Then the GANs, classification

models and SHAP model were discussed highlighting the architecture, hyperparameters,

and settings used to conduct the experiments. Finally, the training, validation, and

evaluation of the models were discussed.
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Data

4.1 Introduction

This section covers the sources of data used in the study, as well as the data pre-

processing. The pre-processing step discusses in detail the data cleaning, feature genera-

tion, feature encoding, feature scaling, and feature selection. Lastly, this section provides

an analysis of the various features relating to HCP across the two datasets.

4.2 Data Collection

The datasets used in this study relates to HCP from 2 different sources and both datasets

did not contain any labels. The sources of the 2 datasets are described further below:

1. The Medicare dataset is a public dataset from the Centers for Medicare and Med-

icaid Services (CMS) for the 2016 calendar year only [25]. The Medicare Provider

Utilisation and Payment Data: Physician and Other Supplier contains aggregated

payment and claims data with information on services and procedures provided to

claimants and beneficiaries over the age of 65.

2. The Private dataset is from a organisation from which access to carry the research

has been granted. The required data was obtained from a South African company

that performs the administration of claims. The data received was aggregated at

35



Chapter 4. Data 36

an HCP level with features representing financial and injury information for the

2018 calendar year.

4.3 Data Pre-processing

As part of the data pre-processing phase, a data cleaning process is applied, encoding of

categorical attributes takes place, standardised scaling is applied, and highly correlated

features are removed. Certain attributes in the data are modified to mask the HCP

details in the results, due to ethical and privacy issues. The final output from the pre-

processing step that was used in the GANs model contained features with a combination

of categorical features. These represented the practitioner type, type of injury, and

continuous features representing payment across beneficiaries and injury types. The

Medicare dataset is discussed in the following sections

4.3.1 Data Cleaning

One of the major steps was the data cleaning in the data collection process. Data

cleaning described by Topcu ”as a set of operations carried out for detecting, removing

errors and inconsistencies from data” [77]. The data cleaning step identified attributes

in the dataset that had missing or incorrect values. The continuous attributes for the

Medicare dataset in Appendix 1 were set to zero if they contained either nulls or blanks.

For categorical attributes, a default value of ’9999’ was used for blanks or nulls. This

cleaning step was also applied to the private dataset, and the records that contained

negative values in the dataset were removed.

4.3.2 Feature Generation

Health insurance is described as “a complex phenomenon governed by multiple features”

[31] because there is no standard formulae of set of features that can be used to identify

fraudulent HCPs [31]. One of the objectives of the thesis was to determine the factors

that have an impact on the detection of fraudulent HCPs. This step involves creating fea-

tures out of the original attributes to maximise the discriminatory abilities of the model
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in separating normal and fraudulent HCPs [31]. For the Medicare dataset, new features

like average payment, the number of claimants serviced, and unique claimants serviced

per day across similar injuries and HCP types were created. For the private dataset, new

contextual features like reporting lag, average payment, weekday and weekend treatment

indicators, and counts of claims were created.

4.3.3 Feature Encoding

The feature encoding step applied a one encoding or dummy coding method [3]. The

one-hot encoding method represents each permutation of a categorical feature as a new

dummy variable that takes on the value of 0 or 1 [3]. In other words, the new dummy

variable takes on the value of one if the value of the associated categorical feature belongs

to a particular group, otherwise zero if the value does not belong to that group [3].

Here, we aimed to encode string categorical entries for statistical analysis and enable

efficient neural architecture search [19]. For example, Table 4.1 and 4.2 indicate the

representation of the new dummy variables after one-hot encoding has been applied to

the ”Grouping” categorical feature in the private dataset.

Groupings

Hospital

Radiology

Allied

Specialists

General Practitioners

Pharmacy

Table 4.1: Groupings Variable - values before one-hot encoding step

Hospital Radiology Allied Specialists General Practitioners Pharmacy

0 1 1 0 0 1

Table 4.2: Groupings Variable - values after one-hot encoding step
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4.3.4 Feature Scaling

Often in a dataset, the features contain values of varying scales, resulting in a greater

influence on the model outcome [7]. Feature scaling such as standardisation is a method

used to rescale the values in the data within a particular range. Feature scaling of

features is a common step in the data cleaning and experiment process. Furthermore,

feature scaling techniques like standardisation has proven to accelerate the calculations

in deep learning algorithms [7, 1, 2].

The two datasets used in this experiment have features that contain values of vary-

ing ranges. For the current experiments, data standardisation was applied. For each

transformed feature, the resulting distribution of its mean value is zero and the standard

deviation is one [1]. The data standardisation transformation is given by:

z =
x− µ
σ

, (4.1)

where x is the value of each feature in the Medicare and private dataset used in our

experiment, µ and σ are the mean and standard deviation of that feature respectively.

4.3.5 Feature Selection

The features required and the necessary pre-processing steps were discussed in the pre-

vious three subsections. After the data was cleaned, additional features were generated

and thereafter feature selection was carried out to determine which features capture the

behaviour of an HCP.

Part of the analysis was to explore the distributions of payments, HCPs, HCP types

and injury types, and the severity of injuries through the use of visualisation tools such

as bar charts, histograms, and box plots. Thereafter, a correlation matrix was applied to

Medicare and private dataset to determine the features that can be used in the modelling

steps. Through this step variables that was highly correlated was removed resulting in

the final feature across the two datasets. Sections 4.3.6 and 4.3.7 discuss the features

used in the modelling section in detail.
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4.3.6 Data Analysis : Private data

This subsection covers the analysis of selected features from the private data. The

analysis was carried out across the HCP groups, practitioner types, injury, and the

severity of these injuries.

Healthcare Provider Groups

Healthcare provider groups consist of medical professionals, services, and workers who

provide medical care and support to those in need. The provider groups consist of

seven predefined groupings, of which every HCP can be classified into at least one of

these groups. To show the HCP group coverage, the groups distribution diagrams of

the sample points obtained by each of the HCP groupings were plotted. The resulting

histograms are shown in Figure 5.21. Figure 4.1a shows that Allied, Hospitals, and

Practitioners are the top three groups with the most frequent transactions among the

highlighted seven groups. In contrast, Figure 4.1b shows that the highest payments are

made to Hospitals followed by Specialists and Allied. This is an indication that there

are many, smaller valued payments across the Allied groups.

Healthcare Practitioner Types

Healthcare practitioner types indicate health services that are dedicated to certain in-

juries or health issues. The practitioner types consist of numerous different types, of

which every HCP is classified into these types. These practitioner types are highlighted

in Figure 4.2 and the descriptions have been masked.

Injury and Severity

Figure 4.3 show stacked bar chart of the number of claims with the samples obtained

by the various DRG codes. Figure 4.3 represents the type of injuries and the severity

of these injuries. The type of injuries is represented by the Diagnosis Related Group

(DRG) instead of an ICD10 code. According to Figure 4.3, DRG code 13 (injuries to

the wrist and hand) has the highest number of claims being treated followed by DRG

code 15 (injuries to the knee and lower leg). Severe cases were distributed across DRG’s
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(a) Frequency distribution (b) Payment distribution

Figure 4.1: Distribution of frequency and payments with the samples obtained across the

various HCP groups

Figure 4.2: Distribution of frequency with the samples obtained across the various healthcare

practitioner types
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0 to 20, with the highest in DRG 1 (spinal cord injuries) and DRG 13 (injuries to the

wrist and hand).

Figure 4.3: The number of claims across injury type and severity

The table A.1 in Annexure A contains the entire list of variables from the data

received. Table 4.3, is the list of final variables used in training the models. After the

data pre-processing steps applied to the private dataset, the final dataset contained 3

567 transactions with 54 features.

Table 4.3: Private variables used in training the model

Variable Name Description

DRGCode The group which the ICD10 belongs to

InjurySeverity The severity of the injury (Mild, Moderate or Severe)

Groupings Represent the group an HCP belong to (i.e Physiother-

apist, Hospitals, Radiologist, etc)

crPayAmountIncl Amount paid including VAT
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PracTypeIdClean Identifier representing the practitioner type the HCP be-

longs to. Due to the numerous combinations of practi-

tioner types, certain types had to be grouped together

HospitalGroupIDClean Identifier representing the hospital group the HCP be-

longs to. Due to the numerous combinations of hospital

groups, certain groups had to be grouped together

AvgMSPPaid Average payment across HCP with the same injury, in-

jury severity, healthcare type and healthcare group

AvgMSPReportingLag Average reporting variance between service and report-

ing date across HCP with the same injury, injury sever-

ity, healthcare type and healthcare group

MSPDistinctcountClaim Count of unique claims across HCP with the same in-

jury, injury severity, healthcare type and healthcare

group

TotalMSPClaim Count of claims across HCP with the same injury, injury

severity, healthcare type and healthcare group

WeekendTreatmentCount Number of claimants the HCP has treated during Sat-

urday and Sunday

WeekendTreatmentSum Total number claimants the HCP has treated during

Saturday and Sunday

WeekendTreatmentUniqueCount Total unique number of claimants the HCP have treated

during Saturday and Sunday

WeekendTreatmentAvg Average number of claimants the HCP have treated dur-

ing Saturday and Sunday

WeekendTreatmentUniqueAvg Average number of unique claimants the HCP have

treated during Saturday and Sunday

WeekdayTreatmentCount Number of claimants the HCP has treated from Monday

to Friday

WeekdayTreatmentSum Total number of claimants the HCP has treated from

Monday to Friday
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WeekdayTreatmentUniqueCount Total number of unique claimants the HCP has treated

from Monday to Friday

WeekdayTreatmentAvg Average number of claimants the HCP has treated from

Monday to Friday

WeekdayTreatmentUniqueAvg Average number of unique claimants the HCP has

treated from Monday to Friday

4.3.7 Data Analysis : Medicare

This subsection covers the analysis of selected features from the Medicare dataset.

Healthcare Practitioner Types

Figure 4.4 show the top 10 results obtained for different healthcare practitioner in the

Medicare dataset. The graph shows radiology, internal medicine and family practices

are the predominant medical services.

Medical services

Figure 4.5 show the distribution of claims received obtained for different types of injury.

The top 10 medical services offered across the Medicare dataset are listed in Figure

4.5. The results show medical service codes 99213 and 99214 which is the treatment to

outpatients are the top two dominant services rendered based on the number of times

billed.

Similarly, listed in Table 4.4 is the list of Medicare variables used in training the

models. The full set of the features is listed in A.2 in Annexure A. After the data

pre-processing steps applied to the private dataset, the final dataset contained 199 567

transactions with 71 features.

Table 4.4: Medicare variables used for training the model

Variable Name Description
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NPI National Provider Identifier (NPI) is a

unique identifier for each HCP.

ProviderType HCP type

HCPCSCode Is a unique code used to identify the specific

medical service rendered by the HCP.

HCPCSDrugIndicator Identifies whether the HCPCS code for the

specific service furnished by the provider is a

HCPCS list

LineSrvcCount Count of the number of treatments/services

provided

BeneUniqueCnt Number of unique beneficiaries receiving the

treatment/service.

BeneDaySrvcCnt Count the number of unique beneficiary/per

day treatment/service.

AverageMedicarePaymentAmt Average amount paid after deductible and

coinsurance amounts

AveragePaymentAmountPerTypeCode Average amount paid after deductible and

coinsurance amounts across same healthcare

type and medical service

AverageSRVCCountPerCodeType Average number of services provided across

the same HCP and medical service

AverageUniqueCountPerCodeType Average unique beneficiaries receiving the

service across the same HCP and medical ser-

vice

AverageDaySrvcCountPerCodeType Average distinct Medicare beneficiary/per

day services across the same HCP and med-

ical service

AverageUniqueServicesCountPerCodeType Average number of service received by each

distinct Medicare beneficiaries
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AverageSrvcByAverageUnique Number of unique beneficiaries serviced

across the same HCP and medical service

4.3.8 Data Sampling

Generally in the model building process, the data is divided into 3 partitions. These

three partitions are commonly referred to as train, test and validation datasets. There

are various techniques to split the data into these partitions, however one of the widely

used technique is the random sampling, that splits the partitions proportionally [41].

The training dataset will always contain the highest number of observations cause this

is the dataset used to build the model. The validation dataset is used to optimise the

hyper-parameters values while the test dataset is used to test the model for robustness

and generalisation [66]. Due to the nature of the current study, the data was divided

into 2 partitions. A simple random sample applying 70% of the data was partitioned for

training the models and the remaining 30% used for testing the model.

4.4 Chapter Summary

In summary, this chapter described the sources of the two datasets. This was followed by

the pre-processing steps carried out resulting in the final features used in the experiments.

The chapter was concluded with the preliminary analysis across the HCP and the medical

services carried out.
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Figure 4.4: Distribution of the number of claims received across HCP Types
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Figure 4.5: Distribution of the frequency of medical services



Chapter 5

Results and Discussions

5.1 Introduction

The results of this study are discussed in this chapter. Section 5.2 discusses the results for

the Medicare dataset while Section 5.3 discusses the results for private data. For each

of these sections, a GANs model was created to identify anomalies and create labels.

Thereafter, the results from the supervised classification models were discussed followed

by the results from the SHAP model.

5.2 Medicare results

5.2.1 Generation of realistic data

The challenge in the study is the lack of fraud labels across the datasets which plays an

important role in measuring model performance and accuracy in machine learning mod-

els. Therefore, the current study to adopt a GANs approach to generate fraud labels that

are used as the ground truth. The trained generator in the GANs model generates real-

istic data across the different features. The generated data is conditioned by sampling

from latent representations z as discussed in Section 3.3.1. The purpose of analysing

the generated data is to understand if the generator G is learning to create realistic

data in order for the discriminator D to correctly identify anomalous or normal labels.

48
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Figure 5.1 highlights the data distribution of the generated data and real data. The

generated data for a single batch across the 2 variables AverageMedicarePaymentAmt

and AveragePaymentAmoutPerTypeCode show a similar distribution when compared

to the real data. The data points are distributed between 0 and 8 across the 2 variables

(see Figure 5.2a). In this study we also used T-distributed Stochastic Neighbour Em-

bedding (TSNE) to reduce the high dimensional space to 2 dimensions. On the TSNE

data Figure 5.2b shows the generated data having a similar distribution to the real data.

(a) Comparison of generation and real data

across 2 variables without using TSNE

(b) Comparison of generation and real data

across variables using TSNE

Figure 5.1: Comparison of generation and real data obtained for different values across 2

variables

5.2.2 Anomaly detection

Figure 5.3 show the distribution of the labels created by the GANS model using the

anomaly score from the GANs algorithm (Equation 3.3). Both Figures 5.3 and 5.2 use

a 90% threshold to identify between anomalous and normal HCPs. Additionally, Figure
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5.2 shows the anomaly detection based on the anomaly score. The distributions of the

anomaly score in Figure 5.2 show that both the generator and discriminator loss of

the proposed anomaly score is suitable for the classification of normal and anomalous

samples. The anomaly scores for the normal HCP consists of values between 1 and 3

while the anomalous points are greater than 3. Results show anomalous HCP has higher

anomaly scores due to the feature matching between the normal data and latent space.

(a) Distribution of the anomaly score for normal

HCP

(b) Distribution of the anomaly score for

anomalous HCP

Figure 5.2: Distribution of the anomaly score for normal and anomalous HCP

5.2.3 Validation of GANs results

The main purpose of this section is to validate and discuss the results, specifically the

labels generated from the GANs model against the unsupervised K-Means model.
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Figure 5.3: Labels created in the GANs model using the anomaly score and a 90% threshold

GANs versus K-Means

The accuracy and efficiency of our GANs model are of importance because the results

from this step are used as the ground truth in further steps in achieving the research

objective. Figure 5.4 shows the optimal number of clusters in the private data was 6

clusters. We analysed and evaluated our model output against the K-Means algorithm

using the confusion matrix and the evaluation metrics illustrated in Section 3.5.

The confusion matrix in Table 5.1 summarises the normal and anomalous HCP be-

tween the K-Means and the GANs algorithms. Regarding our experimental results, we

clearly see that the proposed GANs algorithm shows similar results when compared to

the K-Means algorithm. The results from the confusion matrix show a true positive rate

(TPR) and a true negative rate (TNR) of 78.5% and 97.6% respectively. Compared with

the GANs model, 78.5% of the HCP were also identified as anomalous by the K-Means

model. However, the GANs algorithm has labelled an additional 1 070 HCP labelled as

anomalous.
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Figure 5.4: K-Means number of clusters on the Medicare data

Table 5.1: Confusion Matrix - GANs versus K-Means

K-Means

Normal Anomaly

GANs

Normal 43 832 1 070

Anomaly 1 070 3 920

5.2.4 Classification Model Interpretation

In the following subsection, the results are based on the model performance from the

LR, RF, DT and XGB algorithms. The supervised modelling part of this thesis used

60% of instances for training and 40% used to test the model. Highlighted in Table

5.2, the anomaly class is under-sampled and imbalanced. This means only 10% of the

data labelled as anomalous while 90% labelled as normal. To overcome this imbalance

of anomaly labels, a minority over-sampling technique was applied to the training data

with a sampling strategy of 30%. The minority over sampling automatically increases

the anomalous labels from 10% to 23% of the overall training data as shown in Table

5.3.

Figure 5.5 show the results obtained for each K-Fold iteration of FPR and TPR
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Table 5.2: Class Distribution - Pre-Sampling

Class Count

Normal 21 530

Anomaly 2 419

Table 5.3: Class Distribution - Post-Sampling

Class Count

Normal 21 530

Anomaly 6 459

between 0 and 1 for the different classification models. Figure 5.5 highlights the perfor-

mance across all the models on the Medicare data based on AUC. As previously indicated

in Section 3.4, the training and prediction for each model went through a KFold 10 iter-

ation process. The RF model, Figure 5.5a shows the AUC outputs ranging between 85%

to 87% per iteration. Similarly DT model, Figure 5.5b shows similar outputs for each

iteration AUC ranging from 76% to 79%. The remaining models, LR and XGB show

AUC results ranging from 91% to 94% and 95% to 96% respectively.

Across the four models illustrated in Figure 5.6, the accuracy, specificity, sensitivity

and AUC were averaged. The performing model based on AUC was the XGB model

with 95% followed by the LR model with 93%. Table 5.4 shows the sensitivity rate of

the XGB model (69.4%) is lower than the sensitivity rate of the LR model (80.0%). The

high sensitivity rate indicates the classification models do a good job in classifying the

anomalous labels identified by the GANs model. The LR model has a higher sensitivity

rate but the specificity of the XGB model (95.1%) outperforms the LR model (90.0%).

The RF outperforms the rest of the models in terms of specificity. The specificity rate

reflects the model’s ability to correctly classify false negatives.

In the context of the current classification problem, a high sensitivity value is pre-

ferred as the sensitivity will be identifying anomalous HCP. The next section will evaluate

the key features contributing to the anomaly.
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(a) RF (b) DT

(c) LR (d) XGB

Figure 5.5: K-Fold AUC results obtained across each of the classification models



Chapter 5. Results and Discussions 55

Table 5.4: Model results on the Medicare data

Model Accuracy Sensitivity Specificity AUC

CART 0.9189 ±0.0124 0.592 ±0.021 0.954 ±0.007 0.781 ±0.009

LR 0.892 ±0.021 0.799 ± 0.074 0.901 ±0.030 0.926 ±0.008

RF 0.920 ±0.012 0.602 ±0.014 0.955 ± 0.008 0.868 ±0.008

XGB 0.927 ± 0.016 0.694 ±0.052 0.951 ±0.017 0.954 ± 0.002

Figure 5.6: The average Receiver Operating Characteristic (ROC) obtained from 10 iterations

of FPR and TPR between 0 and 1 for the each classification model

5.2.5 SHAP - Anomaly Feature Analysis

SHAP analysis was conducted to highlight the features that contribute to the anomalous

HCP which push the base value to the model output. Figure 5.7 shows features pushing

the prediction higher (in red) and those pushing the prediction lower (in blue). Figure

5.7 highlights diagnostic radiologists is one of the major contributors to the predictions.

There is a higher average payment across similar practitioner types and injuries have a
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major impact on the model output. Similarly, the results show a higher average unique

count and services across HCP tend to increase the SHAP values while the majority of

the lower values decrease the predication value.

Figure 5.7: The top 10 features that contributes to anomalous HCP obtained by the SHAP

values

Figure 5.8 provides a deeper explanation for each sample in the Medicare dataset.

The graph shows how each of the top 10 feature contributes to moving the model output

from the initial base value to the model output. Features such as the average number

of services provided across similar HCP (AverageSRVCCountPerCodeType) contributes

1.05, average unique beneficiaries receiving the service (AverageUniqueCountPerCode-

Type) contributes 4.8, average unique beneficiary/per day services (AverageDaySrvc-

CountPerCodeType) contributes 4.17 to the model prediction by changing the base

value of -1.5 to the value of 5.9. Alternatively HCP that are Diagnostic Radiologist

(PracTypeClean Diagnostic Radiology) seems to push the model prediction lower.

Figure 5.9 shows the SHAP feature dependence plot, that is, average unique benefi-
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Figure 5.8: Force plot interpreting the features contributing to the anomaly for each sample

ciaries receiving the service across the same HCP interacting with diagnostic radiologists.

In cases close to 0, the occurrence of radiologists increases the prediction of anomalies.

As the unique number of beneficiaries, increases the occurrences of radiologists reduce.

This is not a causal model, so reasons for the increase in unique beneficiaries might be

due to other reasons such as visits to family practitioners.

Figure 5.9: Feature Dependency Plot obtained for different combinations of AverageU-

niqueCountPerCodeType and AverageUniqueCountPerCodeType based on PracTypeClean-

Diagnostic Radiology visits

Figure 5.10 shows a summarised overview of the top 10 important features across the

four classification models. Across all four models, Diagnostic Radiology has proven to
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be the most important feature. Features such as PracTypeClean-Diagnostic Radiology,

AveragePaymentAmountPerTypeCode, AverageMedicarePaymentAmt, AverageSRVC-

CountPerCodeType, AverageDaySrvcCountPerCodeType, AverageUniqueCountPerCode-

Type, AverageUniqueServicesCountPerCodeType were consistently part of top ten im-

portant features in detecting anomalies across all the models. Features such as Prac-

Type FamilyPractice, PracType InternalMedicine, PracType NursePractitioner, Prac-

Type Urology, PracType OrthopedicSurgery are the rest of the important features which

are not consistent in all of the four classification models.

(a) RF

(b) DT

Figure 5.10: The feature importance across the various classification models
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(c) Linear Regression

(d) XGB

Figure 5.10: The feature importance across the various classification models

5.3 Private results

5.3.1 Generation of realistic data

The trained GANs model is generated against the 2018 real data across the different

features. The data distribution for the generated data and real data is represented

across the two features TotalMSPPayment and ClaimCount in Figure 5.11a. For 300

iterations or epochs, the distribution of the generated data across these two features

shows an even distribution across the values -0.2 and 1, whereas the real dataset seems

to be clustered around -0.2 and 0.2. Furthermore, across the TSNE reduced dataset
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shown in Figure 5.11b, the generated data is evenly distributed. The results in Figure

5.11 infers that the GANS model, specifically the generator, is suitable for generating

data that can represent real data.

(a) Comparison of generation and real data

across variables without using TSNE

(b) Comparison of generation and real data

across variables using TSNE

Figure 5.11: Comparison of generation and real data obtained for different values across 2

variables

5.3.2 Anomaly detection

The detection of anomalous HCP was determined by the anomaly score and the appli-

cation of a 90% threshold. Figure 5.12 shows the distribution of the anomaly score on

the normal and anomalous HCP and indicates a normal distribution of scores ranging

between 3 and 7. In contrast to the scores of normal HCP, the graph on the right of

Figure 5.12 indicates anomalous HCP has higher scores. The results in Figure 5.12 shows

that the majority of the anomaly scores range between 9 and 15. It is expected that

anomalous HCP has much higher scores due to the feature matching between the normal
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data and latent space.

(a) Distribution of the anomaly score for normal

HCP

(b) Distribution of the anomaly score for

anomalous HCP

Figure 5.12: Distribution of the anomaly score for normal and anomalous HCP

5.3.3 Validation of GANs results

In this section, the results generated from the GANs model are discussed and validated

against the unsupervised K-Means algorithm. The second part is unique to the private

data where the results from the GANs model are shared with business domain experts.

GANs versus K-Means

Figure 5.13 shows the optimal number of clusters in the private data was 6 clusters. We

analysed and evaluated our model output against the K-Means algorithm using confusion

matrix and evaluation metrics illustrated in Section 3.5.

Table 5.5 summarised the normal and anomalous HCP between the K-Means and

the GANs algorithms. In the current context, the results from the GANs algorithm is

assumed to be the ground truth. With reference to our experimental results, we clearly

see that the proposed GANs algorithm shows similar specificity results when compared

to the K-Means technique. The confusion matrix shows a true positive rate (TPR) and
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Figure 5.13: K-Means number of clusters on the private data

a true negative rate (TNR) of 33.3% and 92.5% respectively. Comparing to the GANs

model, 33.3% of the HCP were also identified as anomalous by the K-Means model.

However, the GANs algorithm has labelled an additional 238 HCP as being anomalous.

Table 5.5: Confusion Matrix - GANs versus K-Means

K-Means

Normal Anomaly

GANs

Normal 2 972 238

Anomaly 238 119

5.3.4 Validation of GANs labels

The GANs model generated normal and anomaly labels from the private data and these

labels were shared with business domain experts to validate our results. The results from

the GANs algorithm contained a total of 3 567 records. Figure 5.14 shows the split be-

tween normal and anomalous records were 3 210 (89.9%) and 357 (10.01%) respectively.

Shown in Table 5.6 is the comparison between the GANs results against feedback
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Figure 5.14: Anomaly class distribution obtained for normal HCP and anomalous HCP

represented by 0 and 1 respectively

from business experts. The results show that the TPR and TNR are 81.23% and 99.16%

respectively. Furthermore, the results show a false positive rate of 18.77% which indicates

that the GANs model incorrectly classified 67 HCP as being anomalous. Usually, the

major concern for the application of anomaly detection systems or models is to try to

minimise the false positive rate. High levels of false-positives results within a claims

administration company can result in sending this HCP for investigation. This often

results in payments not being authorised. Based on the results in Tables 5.7 and 5.7

there is a possibility of some private organisations overlooking the false positive and

negative rates due to their risk appetite and low volumes.

Table 5.6: Confusion Matrix - GANs versus Actual (Percentage of HCP)

Actual

Normal Anomaly

GANs

Normal 99.16% 0.84%

Anomaly 18.77% 81.23%
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Table 5.7: Confusion Matrix - GANs versus Actual (Number of HCP)

Actual

Normal Anomaly

GANs

Normal 3,183 27

Anomaly 67 290

Feedback from the business experts was gathered and summarised highlighting some

of the key reasons why a HCP was labelled as anomalous. From the results presented

in Figure 5.15, and based on the data submitted, the following observations were made

that could require in-depth investigations:

1. The majority of HCP labelled as anomaly seemed to send medical invoices more

than 3 months after the treatment of the claimant.

2. There has also been evidence that 86 HCPs have submitted the same line items mul-

tiple times. This could potentially imply that the claimant is being over-serviced

by the HCP.

3. There are many cases whereby HCP treat claimants over a weekend when the

incidents occurred during a weekday. This can result in higher weekend rates

being charged and billed to the claims insurance administration companies.

5.3.5 Classification Model Interpretation

The supervised modelling process used 60% of instances for training and the remainder in

test (40%). Highlighted in Table 5.8, the anomaly class is under-sampled. To overcome

this imbalance of anomaly labels, a minority over sampling technique was applied on

the training data. The minority over-sampling automatically balances the minority class

(anomaly) with the majority class (normal). The updated distribution of the training

dataset is represented in Table 5.9.

The results were based on a ten-fold cross validation process across the LR, RF, DT

and XGB algorithms. Table 5.10 shows the average results from the cross-validation

process across each of the supervised classification-based models.
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Figure 5.15: Summary of the number of cases obtained for each anomaly reason

Table 5.8: Class Distribution - Pre-Sampling

Class Count

Normal 1 934

Anomaly 206

Table 5.9: Class Distribution - Post-Sampling

Class Count

Normal 1 934

Anomaly 1 934

Figure 5.16 shows the performance across all the models on the private data based on

AUC. Similar to the Medicare process, the training and prediction for each model went
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Table 5.10: Model results on the private data

Model Accuracy Sensitivity Specificity AUC

CART 0.958 ±0.037 0.743 ±0.081 0.979 ± 0.015 0.861 ±0.018

LR 0.954 ±0.006 0.942 ± 0.058 0.953 ±0.023 0.987 ±0.016

RF 0.959 ±0.018 0.763 ±0.101 0.977 ±0.013 0.98 ±0.014

XGB 0.963 ± 0.004 0.932 ±0.044 0.981 ± 0.017 0.992 ± 0.014

through a 10-iteration process. The RF model, Figure 5.16a shows the AUC outputs

ranging between 80% to 93% per iteration. The DT model, Figure 5.16b shows majority

of outputs ranging between 80% and 89% for each iteration AUC. The remaining models,

XGB and LR show similar AUC results and behaviour of the ROC curve.

Figure 5.17 shows the averaged results from the 10 iterations with the AUC across all

the models greater than 86%. The best performing model based on AUC was XGB with

99% followed by DT with 99%. The sensitivity rate in Table 5.10 shows the LR model

at 94.2% which is slightly higher when compared with the XGB model of 93.2%. The

high sensitivity rate indicates the classification models perform optimally in classifying

the anomalous labels identified by the GANs model. The specificity of the XGB model

(98.1%) performs better than the DT model (97.9%), followed by the RF model (97.7%)

and thereafter the LR model (95.3%). The specificity rate reflects the models’ ability to

correctly classify the HCP that is not anomalous.

In the context of the current classification problem, a high sensitivity value is pre-

ferred as the sensitivity will be correctly identifying anomalous HCP. The next section

will evaluate the key features contributing to the model.

5.3.6 SHAP - Anomaly Feature Analysis

Figure 5.18 represents the feature’s importance of anomalous HCP from the XGB model

with top five SHAP values for AvgMSPReportingLag, AvgMSPPayment, Groupings Hospital,

TotalMSPPayment and WeekendTreatmentUniqueCount. In Figure 5.18 shows high val-

ues for features such as AvgMSPReportingLag, AvgMSPPayment, Groupings Hospital

and TotalMSPPayment are influencing the model output. In contrast, the model output
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(a) RF (b) DT

(c) LR (d) XGB

Figure 5.16: The average Receiver Operating Characteristic (ROC) obtained from 10 itera-

tions of FPR and TPR between 0 and 1 for the each classification model
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Figure 5.17: The average Receiver Operating Characteristic (ROC) obtained from 10 K-Fold

iteration of FPR and TPR between 0 and 1 for the each classification model

is deceased by a high number of unique claimants being treated over the weekend (Week-

endTreatmentUniqueCount), low reporting lag from HCP (AvgMSPReportingLag) and

average healthcare payments (AvgMSPPayment).

Figure 5.19 provides a deeper explanation for each sample in the private dataset.

The graph shows how each feature contributes to moving the model output from the

base value (the average model output over the training dataset we passed) to the model

output. Similarly, to the explanation in Section 5.2.5, features such as an average of

unique treatments during the week (WeekdayTreatmentUniqueAvg), the count of unique

treatments during the weekend (WeekendTreatmentUniqueCount), the number of claims

treated and total HCP payment (TotalMSPPayment) has a positive impact on pushing

the model prediction higher. Alternatively, features like average payment (AvgMSP-

Payment) and average reporting lag (AvgMSPReportingLag) by HCP pushes the model

prediction lower.
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Figure 5.18: The top 10 features that contributes to anomalous HCP obtained by the SHAP

values

Figure 5.19: Force plot interpreting the features contributing to the anomaly for each sample

Figure 5.20 shows the effect the average reporting lag of HCP (AvgMSPReport-

ingLag) has on the prediction. We plotted the SHAP value of AvgMSPReportingLag

against hospitals’ (Groupings Hospitals) SHAP values in the dataset. We learned that a

change in the average payment of HCP has a great impact on the detection of anomalies

across both on hospitals and non-hospitals.

Figure 5.21 shows a summarised overview of the top 10 important features across

the four classification models. Features such as AvgMSPReportingLag, AvgMSPPay-

ment, TotalMSPPayment, ClaimCount, WeekdayTreatmentUniqueAvg, WeekendTreat-
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Figure 5.20: Feature Dependency Plot obtained for different combinations of AvgMSPRe-

portingLag based on Hospital visits

mentUniqueCount, PracTypeIdClean 9999 were consistently in the top 10 important fea-

tures across all the models. Features such as Groupings Hospital, Groupings Pharmacy,

Groupings Specialists, Groupings Prostheses, PracTyeIdClean 30, HospitalGroupIdClean

featured as important in some of the models.

5.4 Chapter Summary

In summary of this chapter, it has been shown that GANs are applicable in generating of

labels by the use of an anomaly score. Furthermore, the results were presented according

to the two different datasets used in the experiments. Across the Medicare data, the

classification models were evaluated with the XGB model showing high results based on

the sensitivity and specificity rates. The SHAP results further highlighted diagnostic

radiology, higher payment across similar injuries, and higher payments from the HCP

impact model out for anomalous providers.
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(a) RF

(b) DT

Figure 5.21: The feature importance obtained for SHAP values for the RF, DT, LR and XGB

models
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(c) Linear Regression

(d) XGB

Figure 5.21: The feature importance obtained for SHAP values for the RF, DT, LR and XGB

models
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Conclusion

This chapter concludes the thesis by summarising the main findings and contributions in

line with the research objectives in Section 6.1, and proposes topics for future research

in Section 6.2.

This thesis addressed the anomaly detection challenge, specifically identifying anoma-

lous HCP without having labelled data. It proposed a model that can identify anomalous

HCP across the various healthcare types and services provided. The research looked at

payment transactions received from HCP for services rendered to claimants based on

their injuries or conditions. These transactions contained variables that provide general

information ranging from injury information, HCP information, claim information, and

the value of the transaction. Besides looking at the variables initially collected, addi-

tional contextual variables were created to assist the model building process in detecting

anomalous HCP.

Thereafter, a number of experiments were conducted, using a combination of unsu-

pervised deep learning models and supervised classification models to detect anomalies.

These models were applied to two different datasets to create an approach that can be

generalised to automatically detecting anomalies and provide insights into the variables

that are responsible for the anomalies.

The model building process followed a systematic process, whereby the first step was

to collect, clean and transformed the data. Thereafter, the required features were chosen

which formed part of the modelling process. Secondly, an unsupervised GANs model was

73
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applied to the data to identify anomalies through the application of an anomaly score.

Lastly, different supervised classification models were trained and evaluated to propose

the best model that can be used to identify features contributing to the anomalies.

These features were explained using the SHAP models which highlighted the features

that contributed the most to anomalous HCP.

6.1 Summary of the Research Problem

The objective of this study was to define a model that can detect HCP without having

labels. Furthermore, a secondary objective was to give context to why the model labelled

HCP anomalous. These two main objectives were achieved by answering the following

research questions:

6.1.1 Can a deep learning algorithm detect HCP relating to

fraud and cost abuse without having labels?

The first objective of the study was to investigate a deep learning algorithm specifically

GANs and to determine the ability of a GANs model in providing labels. The results from

Sections 5.2.2 and 5.3.2 show across the two datasets that GANs can generate labels to

determine anomalous HCP. The current approach used an unsupervised approach and

through the use of an anomaly score, we were able to generate normal or anomalous

labels. Apart from the generation of labels GANs model can generate data.

6.1.2 Can a machine learning model interpret the reasons for

anomaly detection?

Section 2.6 provided a theoretical perspective of a method to interpret anomalous HCP.

The application of the SHAP framework in Section 5.2.5 and 5.3.6 shows that SHAP

values across each of the features. The SHAP technique has proven to explain the

features contributing to the anomalies ranging from the difference between the average

prediction to the prediction of the instance. These SHAP values can form a basis in

which we can interpret why a model detected anomalous HCP.
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6.1.3 Which features explain the reasons the anomalous HCP

Section 4 showed the features in the both sets of data that includes basic HCP pay-

ment information details on HCP, and claimant information. The SHAP results from

the second part of the study showed the features that contributed to identifying anoma-

lous HCP. These features from the Medicare dataset that contributed to the anomaly

detection were:

• The average amount that Medicare paid for a treatment service (AverageMedicare-

PaymentAmt)

• The average amount that Medicare paid across the same healthcare type and med-

ical service (AveragePaymentAmountPerTypeCode)

• The average number of services provided across the same HCP and medical service

(AverageSRVCCountPerCodeType)

• The average unique beneficiary per day services across the same HCP and medical

service (AverageDaySrvcCountPerCodeType)

• The average unique beneficiaries receiving the service across the same HCP and

medical service (AverageUniqueCountPerCodeType)

• The average number of services received by each distinct Medicare beneficiaries

(AverageUniqueServicesCountPerCodeType)

The important features from the private dataset which contributed to anomalous

HCP were:

• The average reporting variance between service and reporting date across HCP

with the same injury, injury severity, healthcare type and healthcare group (AvgM-

SPReportingLag).

• The average payment across HCP with the same injury, injury severity, healthcare

type and healthcare group (AvgMSPPayment).
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• The number of claims across HCP with the same injury, injury severity, healthcare

type and healthcare group (ClaimCount).

• The sum of the payments across HCP with the same injury, injury severity, health-

care type and healthcare group (TotalMSPPayment)

• Total unique number of claimants the HCP have treated over the weekend (Week-

endTreatmentUniqueCount)

• The total number of unique claimants the HCP have treated from Monday to

Friday (WeekdayTreatmentUniqueCount)

Overall, across the two datasets, there were common features that contributes in

detecting anomalous HCP. These features included average payments and number of

treatments across the same HCP and injury.

6.2 Future Work

This thesis yielded some interesting research directions that can be explored in future.

The proposed research topics are discussed below.

6.2.1 GAN Architectures

The first step of the modelling only used GANs to identify labels that identified normal

versus anomalous HCP. Future research can look at alternative GAN architectures such

as deeper networks or different hyperparameters to improve the classification accuracy

of anomalies. Additionally, we can use a different loss function such as WGAN which

applies the earth mover distance to detect anomalies. A different distance function such

as the Earth-Mover (also called Wasserstein) distance can be an alternative to solving

the training challenge. It can also improve the detection of anomalies. Additionally,

architectures like the BiGANs which incorporate an encoder that maps the latent space

can be used. Since the features in the latent space can yield important information about

the data, it can also be an alternative to the anomaly score
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6.2.2 Reconstruction Error

The anomaly score defined in Equation 3.3 is calculated using the feature matching

method of the discriminator and the generator loss. The feature matching method

is the reconstruction error between the original sample and the preceding layer in the

discriminator. The one challenge with this approach is, if one sample in a specific feature

contain an outlier, it can increase the anomaly score of that feature. An alternative

approach to reconstruction error is an interesting problem to solve for future research.

6.2.3 Additional data and features

As indicated in Section 4.2 the private dataset used in the experiment was extracted from

a claims administration organisation. The data consisted of payment transactions made

to various types of HCP for services rendered. The approach of using GANs to generate

anomalous or normal labels and SHAP to interpret the anomalies can be applied to a

range of healthcare systems around the world. In the future, we want to extend the

proposed design across similar healthcare data from other claim administration organi-

sations across both the public and private sectors. Additional features can be explored

to potentially improve the model outputs, for example, geo-location coordinates of a

claimant’s place of work and HCP offices. We can identify patterns between claimants

visiting HCP living close by versus claimants travelling long distances. These features

can aid in detecting collusion between claimants and HCP.

6.2.4 Alternate Distance Metrics

The GANs model uses Jensen-Shannon divergence as a distance function and can lead

to training difficulty. A different distance function such as the Earth-Mover distance

can be an alternative in solving the training challenge and also improve the detection of

anomalies.

In closing, this study was successful in creating normal versus anomalous labels across

the different HCP. The GANs model is versatile and can be adapted for future problems

where there is an absence or imbalance of labels. Furthermore, a proposed approach

through the use of SHAP values can also give context to the anomalous HCP.
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Appendix A

Appendix

Table A.1: Private dataset

Variable Name Description

Paymentrequestid Unique identifier representing the payment record

ClaimID Unique identifier representing the claim

MedicalInvoiceID Unique identifier representing the invoice from the

healthcare provider

Industry Represents the sector the claimant is employed in

Crpayamount Amount paid excluding VAT

Crpayvat VAT amount

CrPayAmountIncl Amount paid including VAT

Date Date the payment made to the healthcare provider

Product The type of product that is covered by the claim

BenefitGroup Refers to the medical benefit being paid to healthcare

providers

BenefitCodename Refers to the medical benefit name being paid to health-

care providers

PrimaryICD10Code The ICD10 code that indicates the type of injury

DRGCode The group which the ICD10 belongs to

datepaid Date the payment made to the healthcare provider
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Variable Name Description

StabilisedInd Indicator to represent if the injured party is recovered

from the injury

ServiceDate Date the healthcare provider attended to the claimant

DateReceived Date the invoice received from healthcare provider

Segmentation Grouping of similar DRG into segments based on costs

CareType Indicates if the type of injury is acute or subsequent

injury. Acute is payments within the first 2 years of

an injury, Subsequent indicates payments after a 2 year

period of injury

SubClass The specific sub class the employer belongs to. Relates

to the type of Industry the claimant is employed in

EventDescription Indicates if the claim is an accident or disease claim

Groupings Represent the group a healthcare provider belong to (i.e

Physiotherapist, Hospitals, Radiologist,etc)

LOS Length of Stay. Number of days the claimant was in

hospital

InjurySeverity The severity of the injury (Mild, Moderate or Severe

MedicalServiceProviderID Unique identifier representing the healthcare provider

PractitionerTypeID Identifier representing the practitioner type the health-

care provider belongs to

HospitalGroupID Identifier representing the hospital group the healthcare

provider belongs to

IsSuspiciousInd Indicates if the Medical Invoice submitted by the health-

care provider has been flagged as an anomaly

Table A.2: Medicare variables

Variable Name Description

NPI National Provider Identifier (NPI) for the

performing provider on the claim.
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ProviderType Healthcare provider type

HCPCSCode HCPCS code used to identify the specific

medical service furnished by the provider.

HCPCSDrugIndicator Identifies whether the HCPCS code for the

specific service furnished by the provider is a

HCPCS list

LineSrvcCount Number of services provided

BeneUniqueCnt Number of distinct Medicare beneficiaries re-

ceiving the service.

BeneDaySrvcCnt Number of distinct Medicare beneficiary/per

day services.

AverageMedicarePaymentAmt Average amount that Medicare paid after de-

ductible and coinsurance amounts have been

deducted for the line item service

AveragePaymentAmountPerTypeCode Average amount that Medicare paid after

deductible and coinsurance amounts across

same healthcare type and medical service

AverageSrvcCountPerCodeType Average number of services provided across

the same healthcare provider and medical

service

AverageUniqueCountPerCodeType Average distinct Medicare beneficiaries re-

ceiving the service across the same healthcare

provider and medical service

AverageDaySrvcCountPerCodeType Average distinct Medicare beneficiary/per

day services across the same healthcare

provider and medical service

AverageSrvcByAverageUnique Number of distinct Medicare beneficiary/per

day services across the same healthcare

provider and medical service
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IsSuspiciousInd Suspicious Indicator based on average cost

greater than the average of similar practi-

tioner type and similar injury



Appendix B

Acronyms

GANs Generative Adversarial Networks

WGAN Wasserstein Generative Adversarial Network

ADGAN Anomaly Detection Generative Adversarial Network

VAEs Variational Autoencoders

AnoGAN Anomaly Generative Adversarial Network

f-AnoGAN Fast Anomaly Detection Generative Adversarial Network

DCGANs Deep Convolutional Generative Adversarial Networks

CART Classification and Regression Trees

DT Decision Tree

LR Logistic Regression

XGB Extreme Gradient Boosting

TanH Hyperbolic Tangent

ReLu Rectified Linear Unit

SHAP SHapley Additive exPlanation

GAN-AD Generative Adversarial Networks Anomaly Detection

DRG Diagnosis Related Group

ICD10 CInternational Classification of Diseases and Related Health Problems

ROC Receiver Operating Characteristics

AUC Area Under Curve
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TP True Positive

TN True Negative

TPR True Positive Rate

TNR True Negative Rate



Appendix C

Symbols

C.1 Chapter 2: Literature Review

z Noise variable

G Generator network

G(z) Maps noise variable to data space

D Discriminator network

f Activation function

net Weighted input signal

φ SHAP value

f(x) Model output

E[f(z)] Base value

C.2 Chapter 3: Methodology

ith The number of observation

jth Predictor variable for the ith observation

Yi the target variable output of ith observation

β Coefficient value

Θ The learned parameter set
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l Loss function that measures the difference between the predictions

ŷ Prediction variable

yi Target variable

Ω Is the regularization term

m Random forest classifier

K Classification trees

x Input data set

pz Input noise variables

x Normal data distribution

pg Generated sample from pz

Z Latent space

D Discriminator network

G Generator network

D(x) Represents the probability that x came from x or the generator

minG Minimize the generator network

maxD Maximize the discriminator network

fD represents activations in the intermediate layer of the discriminator

d Represents the dropout value

A(x) Represents the anomaly score

λ Weight to the anomaly score

LG Generator loss

LD Discriminator loss

fD Feature matching used in the generator and discriminator loss functions

φ Threshold used to identify anomaly, set to 90%

α Learning rate

β1 Beta rate used in the optimizer
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Derived Publications

K. Naidoo and V. Mariate, Unsupervised Anomaly Detection of Healthcare Providers

using Generative Adversarial Networks 19th IFIP WG 6.11 Con-ference on e-Business,

e-Services, and e-Society, Vol. 12066, pages 419–430, 2020.
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Index

AI, see Artificial Intelligence

CI, see Computational Intelligence

GANs, see Generative Adversarial Networks
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