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ABSTRACT 

We investigate whether macroeconomic factors adequately proxy for systematic influences in stock returns 

within the South African context. We also investigate whether a commonly used solution to factor omission 

in macroeconomic factor models, the residual market factor, adequately reflects systematic influences not 

reflected by a set of macroeconomic factors. Our contribution lies in precisely quantifying the ability of 

macroeconomic and residual market factors to proxy for systematic drivers of returns. Systematic influences 

are represented by statistically derived factor scores which are then related to a set of carefully selected 

macroeconomic factors. We find that the identification of macroeconomic factors that proxy for systematic 

influences is a challenge in itself. Once identified, macroeconomic factors are poor and unstable proxies for 

systematic influences and the use of a residual market factor does not significantly improve the approximation 

of factor scores. Our conclusion is that macroeconomic linear factor models are likely to be underspecified, 

even if a residual market factor is included. This has implications for researchers, investors, econometricians 

and economists that rely on macroeconomic factor models to study financial markets.   

Keywords: macroeconomic factors, factor scores, linear factor model, systematic influences, residual market 

factor, underspecification 
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1. Introduction 

The foundation of multifactor time-series models that relate stock returns to factors representative of 

systematic economy-wide influences is the linear factor model that underpins the Arbitrage Pricing Theory 

(APT) (Szczygielski and Chipeta, 2015; Elton & Gruber, 2018).  However, studies that seek to model the 

return generating process using factor sets suggest that macroeconomic factors are poor proxies for systematic 

influences in stock returns (Chang,1991; Chen & Jordan,1993; Connor, 1995; Van Rensburg, 1997, 2000; 

Middleton & Satchell, 2001; Spyridis, Sevic & Theriou, 2012). Nevertheless, macroeconomic factors have an 

advantage over characteristic-based factors such as size, value and momentum and statistical factors in that 

they can readily be linked through economic reasoning to risks that investors face (French, 2017). 

Furthermore, equity factors constructed for the purposes of factor investing are dependent upon the 

macroeconomic environment (Amenc, Esakia, Goltz & Luyten, 2019).  Macroeconomic factors in models 

therefore matter from an inferential and investor perspective and cannot be readily discarded. To address the 

poor ability of macroeconomic factors in explaining returns, a residual market factor can be used to control 

for influences not reflected in a factor set. The residual market factor constitutes the residuals of an auxiliary 

regression of a factor set onto a broad market index and fulfils the role of a catch-all proxy for omitted factors 

and is widely viewed as addressing the problem of factor omission (Deetz, Poddig, Sidorovitch & Varmaz, 

2009; Czaja, Scholz & Wilkens, 2010). Furthermore, a general gap and oversight in the literature is that 

macroeconomic linear factor models do not explicitly acknowledge that total return variation is explained by 

systematic and idiosyncratic components (Greene, 2012). Macroeconomic models rely upon macroeconomic 

factors to proxy systematic influences that explain systematic variation but report upon total variation 

explained. If systematic components have a low level of explanatory power in the first instance, that is, most 

of the variation is attributable to idiosyncratic components, then the 2R  will be a poor indicator of the ability 

of macroeconomic factors to proxy for systematic influences. This would be the case if adequate 

diversification is not fully achievable and idiosyncratic components are not completely diversified away (Wei, 

1988).  

We offer a comprehensive investigation into the ability of macroeconomic factors and the residual market 

factor to represent systematic influences that are believed to drive stock prices. Additionally, we consider the 

most extensive set of factors to date in our search for proxies relative to other similar South African studies 

and most international studies (Van Rensburg, 1996, 2000; Birz & Lott, 2011). Moreover, our contribution 

lies in that we precisely quantify the ability of macroeconomic factors and a residual market factor (or factors) 

to proxy for systematic influences. Relatedly, another contribution is that we separate and measure systematic 

components directly by using factor analysis. We therefore address the shortcomings of previous studies that 

draw inferences upon measures of total variation. Finally, and as part of robust checks, we extend our 

unrestricted specification to include South African versions of characteristic-based Fama and French (1993) 

size and value factors, a Carhart (1997) momentum factor and two additional factors, namely the Fama and 
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French (2015) profitability and investment factors. Our study focuses on the South African stock market, a 

large emerging stock market that has not hitherto been explored to the same extent as its European, South 

American and Asian peers. 

In our analysis, we use factor analysis to derive factor scores that represent systematic components in returns. 

Macroeconomic factors are then tested to determine whether and how well these factors proxy for systematic 

components. We then consider the efficacy of the residual market factor in addressing underspecification. We 

also attempt to gain insight into one of the potential reasons for the poor ability of macroeconomic factors to 

proxy for systematic influences. To do so, we estimate breakpoint and rolling regressions to investigate the 

stability of the relationships between factor sets and representations of systematic influences. 

Key findings are that the identification and selection of macroeconomic factors that qualify as proxies for 

systematic influences is a challenge. Once identified, macroeconomic factors are shown to be poor proxies. 

Although this is recognized in the literature, it is also shown to be the case in the South African context. The 

use of orthogonal residual market factors does not significantly improve the approximation of derived factor 

scores.  This suggests that this approach is unlikely to be effective in addressing factor omission in 

macroeconomic factor models. A potential reason for the poor ability of macroeconomic factors to proxy for 

systematic influences is the instability of systematic-macroeconomic factor relationships which appears to be 

related to the economic cycle. Our results are robust to the inclusion of characteristic-based factors which 

contribute to the approximations of systematic influences. We go onto outline the implications of our findings 

and recommend that a factor analytic augmentation should be considered together with macroeconomic factors 

in macroeconomic model specifications to account for omitted and unspecified factors.  

The study should be of interest to researchers, investors, econometricians and economists that apply 

macroeconomic factor models. A failure to adequately reflect influences that impact returns will have an 

adverse impact on the econometric modelling of return-macroeconomic factor relationships and the asset 

pricing applications of such models. It will also impact inference making and result in misleading insights. In 

summary, macroeconomic linear factor models are likely to suffer these consequences and the use of a residual 

market factor is unlikely to alleviate factor omission bias. This should not be ignored.  

2. Literature Review 

Any representation of the return generating process requires that the number of factors is stipulated. By 

deriving factor scores by applying factor or principal component analysis techniques, composite 

representations of systematic influences can be obtained. Roll and Ross (1980) derive a five-factor structure 

from returns on stocks listed on the New York Stock Exchange (NYSE) and the American Stock Exchange 

(ASE). Elton and Gruber (1988) derive a four-factor structure to describe the return generating process of the 

Japanese stock market. Yli-Olli and Virtanen (1993) identify three to four factors in Finnish stock returns.  
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For the South African stock market, Page (1989) suggests a two-factor structure for returns on 30 randomly 

selected JSE stocks. Biger and Page (1993) propose a three-factor structure for unit trust returns.  Van 

Rensburg and Slaney (1997) suggest that there are at least two but no more than three factors. Chimanga and 

Kotze (2009) apply principal component analysis JSE and propose a two-factor model. As with developed 

markets, the South African stock market is characterised by multiple systematic factors. 

The limitations of statistical techniques in factor extraction and identification and the interpretability of 

statistical factors are what spurs the use of pre-specified macroeconomic factors (Priestley, 1996; Chimanga 

& Kotze, 2009: 82). In such studies, macroeconomic factors are assumed to proxy for systematic influences 

in stock returns, represented by factor scores (Chen & Jordan, 1993; Connor, 1995; Panetta, 2002). The 

seminal works of Chan, Chen and Hsieh (1985), Chen et al. (1986) and Hamao (1988) are the first to formally 

establish a link between returns and macroeconomic factors. All three works refer to the dividend discount 

model to justify the consideration of macroeconomic factors which postulates asset prices as a function of 

expected cash-flows and a discount rate. They argue that macroeconomic aggregates impact returns through 

their impact on expected cash flows and/or a discount rate, which in turn, are reflected in asset prices (see also 

Birz & Lott, 2011: 2793; Al-Tamimi, Alwan & Rahman, 2011: 3). Chan et al. (1985) demonstrate that the 

monthly growth rate in industrial production, the unanticipated inflation rate, changes in expected inflation, 

changes in the term structure of interest rates, the default spread and changes in the business cycle impact 

expected returns. Chen et al. (1986) find that the monthly industrial production growth rate, the unexpected 

inflation rate, the default spread and the term structure of interest rates explain returns. Hamao (1988) find 

that these same factors explain returns for the Japanese stock market.  

Although appealing, macroeconomic factors appear to be poor proxies for systematic influences. Middleton 

and Satchell (2001) argue that the problem of underspecification can only be avoided if factors are derived 

statistically and a sufficiently significant number of factors is arrived at. Van Rensburg (2000) states that the 

assumption of uncorrelated residuals across assets, 𝐸ሺ𝜀௜௧, 𝜀௝௧ሻ ൌ 0, is likely to be violated for specifications 

that employ pre-specified macroeconomic factors as explanatory factors. A violation of this assumption 

suggests that residual co-movement is attributable to the inability of a factor set to adequately proxy for factors 

that drive returns (Elton, Gruber, Brown & Goetzmann, 2014). Empirical evidence that macroeconomic 

factors by themselves are poor proxies for systematic influences is readily found in studies that estimate 

macroeconomic factor models. Burmeister and Wall (1986) and Connor (1995) show that macroeconomic 

factors by themselves explain less than 30% of the total variation in US returns. Van Rensburg (1997) extracts 

two factors that explain an additional 43.9% of variation from the residuals of a macroeconomic factor 

specification explaining returns on the JSE. This implies that there are common factors that are relegated to 

the residuals that are not reflected by the macroeconomic factor set. Szczygielski and Chipeta (2015) propose 

an eight-factor model to describe returns on the JSE All Share Index. Macroeconomic factors by themselves 
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explain around a fifth of the variation in returns. Chen and Jordan (1993) extract five statistical factors from 

returns for firms in the CRSP database and find that the macroeconomic factors approximate between 2.2% 

and 49.5% of the factor scores. The low level of explanatory power suggests that the macroeconomic factor 

set fails to adequately approximate systematic influences.  

The solution to factor omission in macroeconomic factor models is to include a residual market factor, which 

is assumed to act as a catch-all proxy for omitted influences (Deetz et al, 2009; Czaja et al., 2010). Burmeister 

and Wall (1986) report substantial increases in the 𝑅ሜ ଶs when a residual market factor derived from returns on 

the S&P500 is included in their respective specifications. Chang (1991) compares the mean residuals of a 

(purely) macroeconomic factor model and a model that comprises the same set of macroeconomic factors and 

a residual market factor. For two of the three subperiods, mean residuals from the macroeconomic factor 

model are significantly different from zero. The inclusion of the residual market factor results in a substantial 

reduction in mean errors and insignificance, suggesting that the residual market factor effectively reflects 

omitted information.  Van Rensburg (2000) reports that the  𝑅ሜ ଶ for a model relating returns on the JSE All 

Share Index to five factors increases from 0.29 to 0.91 when two residual market factors derived from two 

industrial sector indices are incorporated into the model. A limitation of Van Rensburg’s (2000) study is that 

it considers the efficacy of residual market factors at an aggregate market level, for a single series.  The 

inclusion of residual market factors has a positive impact on the explanatory power of models utilizing 

macroeconomic factors. Nevertheless, as only the true market portfolio will reflect all return generating 

factors, and such a portfolio is impossible to identify or construct, a broad market index is unlikely to produce 

a residual market factor that fully reflects omitted systematic influences (Born & Moser, 1988; Gadzinski, 

Schuller & Vacchino, 2018).  

The preceding studies suggest that macroeconomic factors are poor proxies for systematic influences in 

returns. However, they do not directly relate macroeconomic factors to purely systematic components and 

establish their adequacy as proxies. Also, the ability of a residual market factor to proxy for purely systematic 

components is not considered. We address these gaps in this study. 

3. Data and Methodology 

3.1. Data and Sample Period 

The exploration of the factor structure of returns begins with factor analysis of the return series comprising 

the sample. Monthly index data is obtained from the IRESS Expert database, comprising industrial sectors 

constituting the South African stock market, the JSE, and spans the period January 2001 to December 2016. 

Only industrial sectors with a full data history are included in the sample, constituting data for 26 industrial 

sectors (out of a total of 33 sectors at the time of writing).  Month-end data is used and the risk-free rate used 

to derive (continuously compounded total monthly) excess returns is the closing yield on the R186 government 

bond (Nel, 2011, PWC, 2015). i   
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The sample period coincides with numerous notable economic events that have a potential impact on the South 

African stock market, given its integration with global financial systems. These include the terrorist attack on 

the World Trade Centre in 2001, the war on terror in Iraq (2003), the ongoing emergence of China and India 

as economic powers, the Russian financial crisis (2008-2009, 2014-present), the sub-prime mortgage crisis of 

2007 and 2008 and the Great Recession that follows, the European sovereign debt crisis (2009 onwards) and 

the early stages of the British withdrawal from the European Union (2016 onwards). South Africa has also 

experienced changing socio-economic conditions during this period. These are a commodity driven economic 

boom prior to 2008, increasing trade with India and China, a recession for the first time since 1994, the hosting 

of the FIFA World Cup in 2010 and a shifting political landscape (2016 municipal elections). 

3.2. Factor structure analysis 

A scree test is first conducted on the return correlation matrix. The scree plot and the resultant flexion point 

are indicative of the number of true systematic factors in returns (Merville, Hayes-Yelken & Xu, 2001). The 

second test applied to identify the number of factors is the minimum average partial (MAP) test.  This approach 

is congruent with the assumption of uncorrelated residuals, 𝐸ሺ𝜀௜௧, 𝜀௝௧ሻ ൌ 0, which underlies all linear factor 

models (Zwick & Velicer, 1986). Factor scores are derived using the Bartlett (1937) method, which produces 

scores that are most likely to represent the true factor scores (Bartlett, 1937; DiStefano, Zhu & Mîndrilă, 

2009). To simplify the factor structure and to ensure that the identified macroeconomic factors are related to 

as few factor score series as possible as opposed to multiple factor score series – thereby aiding interpretability 

- an orthogonal varimax rotation is undertaken. Therefore, varimax rotation minimizes the number of specific 

macroeconomic factors that load onto each extracted factor (Yong & Pearce, 2013).  

 

3.3. Identification of macroeconomic factor proxies for systematic influences 

Next, we identify a broad set of macroeconomic factors that are potential proxies for systematic influences. 

The Quantec EasyData database is used to obtain macroeconomic data to construct macroeconomic factors. 

Factors are categorized, with categories representative of real activity, prices, cyclical indicators, exchange 

rates, monetary factors, commodities, interest rates and trade (see Table 1B in Appendix 1 for a list of factors 

considered). In the spirit of macroeconomic linear factor model literature, the dividend discount model is used 

in the preliminary screening of factors. The model assumes that asset prices are a function of expected cash-

flows and/or the discount rate and therefore any macroeconomic factor innovation that impacts either of these 

or both can be considered (Birz & Lott, 2011; Al-Tamimi et al., 2011): 

𝑆௜௧ ൌ ∑ ாሺ஽೔೟ሻ

ሺଵା௭ሻ೟
ஶ
௧ୀଵ       (1) 

where 𝑆௜௧ is the price level for index i at time t, E is an expectation operator relating to expectations about 

future cash flows as denoted by 𝐷௜௧, and the discount rate prevailing between t and 𝑡 ൅ 𝜏 is denoted by z.  
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Macroeconomic factors should enter the linear factor model as innovations/unanticipated changes (Birz & 

Lott, 2011; Bessler & Kurmann, 2014).  To derive innovations, correlograms are inspected and if significant 

correlation is detected at a specific order(s), up to 12 orders, an autoregressive time series model is estimated 

to remove components that permit predictability. The residuals of this specification are taken as a 

representation of unexpected components. The broad set of qualifying factors, in innovations, is listed in Table 

1B of Appendix 1. For a factor to be considered as having a systematic impact, it must fulfil two conditions, 

namely 1) it must be correlated with at least half of the return series in the sample and 2) it must be correlated 

with returns on the market aggregate, the JSE All Share Index. As macroeconomic data is often subject to 

revisions and/or lags in announcements, each factor enters the factor-return correlation matrix 

contemporaneously and with up to three lags (Bilson, Brailsford & Hooper, 2001; Panetta, 2002).  Correlations 

between returns on the JSE All Share Index and macroeconomic factors are tested using Pearson’s (ordinary) 

correlation and confirmed using non-parametric Spearman’s (rank) correlation coefficients (Bishara & 

Hittner, 2012). Factors that meet the two conditions are taken forward in the analysis.  

3.4. Factor score regressions 

To establish whether the macroeconomic factors retained for further analysis are proxies for the systematic 

influences in returns, the approach of Chen and Jordan (1993), Panetta (2002) and Spyridis et al., (2012) is 

adopted.  First, the retained macroeconomic factors are regressed onto the (rotated) factor scores for each 

statistical factor, 𝐹௡௧:  

𝐹௡௧ ൌ 𝛼 ൅ ∑ 𝑏௡௞𝑓௞௧ ൅ 𝜀௡௧
௄
௞ୀଵ   (2) 

where 𝑏௡௞ is the sensitivity of statistical factor n to macroeconomic factor k.  It follows that if macroeconomic 

factors are significantly related to at least some of the statistical factors in this multifactor analysis, then these 

factors are proxies for systematic influences. Equation (2) is then augmented with a residual market factor 

derived by regressing returns on the JSE All Share Index onto the set of identified macroeconomic factors and 

using the residuals as a factor in a subsequent regression:  

𝐹௡௧ ൌ 𝛼 ൅ ∑ 𝑏௡௞𝑓௞௧ ൅ 𝑏௡ெఌ𝑀𝜀௧ ൅ 𝜀௡௧
௄
௞ୀଵ   (3) 

 

where all parameters are as in equation (2), but 𝑀𝜀௧ is the residual market factor and 𝑏௡ெఌ is the coefficient 

on 𝑀𝜀௧. As the residual market factor is uncorrelated by construction with the remaining factors, it has no 

impact on coefficients associated with the remaining factors (Deetz et al., 2009; Czaja et al., 2010). A residual 

market factor can also act as a test factor; if identified macroeconomic factors are adequate proxies for 

underlying systematic factors, a second residual market factor will be redundant (Chang, 1991; Kryzanowski, 

Lalancette & To, 1994). Therefore, a second residual market factor, derived by regressing returns on the MSCI 
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World Market Index onto the macroeconomic factor set and the residual market factor derived from returns 

on the JSE All Share Index, is incorporated in addition to the existing factor set in equation (3):  

𝐹௡௧ ൌ 𝛼 ൅ ∑ 𝑏௡௞𝑓௞௧ ൅ 𝑏௡ெఌ𝑀𝜀௧ ൅ 𝑏௡ூெఌ𝐼𝑀𝜀௧
௄
௞ୀଵ ൅ 𝜀௡௧  (4) 

 

where all parameters are as in equation (2) and (3) and  𝑏௡ூெఌ is the sensitivity to the second residual market 

factor,  𝐼𝑀𝜀௧, derived from the MSCI World Market Index.  

As an extension of the analysis and a robustness test, we control for characteristic-based factors in the 

unrestricted model. We incorporate the Fama and French (1993) size (𝑆𝑀𝐵௧) and value (𝐻𝑀𝐿௧) factors, the 

Carhart (1997) momentum (𝑈𝑀𝐷௧) factor and two additional factors, the Fama and French’ (2015) 

profitability (𝑅𝑀𝑊௧) and investment (𝐶𝑀𝐴௧) factor into equation (5) (we relegate these results to Table 1C in 

the supplementary appendix). Prior research has shown that certain characteristic-based factors are linked to 

the macroeconomic state and therefore, by extension, these factors should also proxy for pervasive influences 

in returns (Aretz, Bartram & Pope, 2010):  

 

𝐹௡௧ ൌ 𝛼 ൅ ∑ 𝑏௡௞𝑓௞௧ ൅ 𝑏௡ெఌ𝑀𝜀௧ ൅ 𝑏௡ூெఌ𝐼𝑀𝜀௧
௄
௞ୀଵ ൅ 𝑏௡ௌெ஻𝑆𝑀𝐵௧ ൅ 𝑏௡ுெ௅𝐻𝑀𝐿௧ ൅ 𝑏௡௎ெ஽𝑈𝑀𝐷௧ ൅

൅𝑏௡ோெௐ𝑅𝑀𝑊௧ ൅ 𝑏௡஼ெ஺𝐶𝑀𝐴௧ ൅ 𝜀௡௧ (5) 

 

Equations (2), (3), (4) and (5) are estimated using least squares regression with Newey and West (1987) 

heteroscedasticity and autocorrelation consistent (HAC) standard errors.  In this step, the intention is not only 

to confirm that the selected macroeconomic factors are proxies for systematic influences but also to determine 

how well these factors proxy for systematic influences. We treat the 𝑅ሜ ଶ as an indicator of the proportion of 

each statistical factor explained by the macroeconomic factor set, the macroeconomic factor set and 𝑀𝜀௧, the 

full factor set that includes both residual market factors and finally the full specification in equation (5) (Aretz 

et al., 2010; Bessler, Kurmann & Nohel, 2015). The F-test is applied to test the joint significance of the 

coefficients and to confirm the overall significance of the approximation. This is also a test of the null 

hypothesis that the 𝑅ሜ ଶ is zero (Sadorsky, 2008).  Consideration is also given to the Akaike Information 

Criterion (AIC) and Bayesian Information Criterion (BIC) values (Spiegelhalter, Best, Carlin & Van der 

Linde, 2014).  

3.5. Model stability and rolling regressions 

We investigate the stability of macroeconomic factors in proxying for systematic influences by re-estimating 

equations (2), (3) and (4) as breakpoint least squares regressions, with breakpoints identified using the Bai-

Perron test (Bai & Peron, 1998; Hansen, 2012). This test also identifies the timing of breaks and estimates the 
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parameters associated with each segment (Carlson, Craig & Schwarz, 2000). For conciseness, the investigation 

of the stability of the representation of the factor scores is restricted to equation (4) (abridged results for 

equations (2) & (3) are reported in Table 1D of the supplementary appendix). Next and following Bessler & 

Kurumann (2014), we also re-estimate equations (2), (3), (4) and (5) for each factor as rolling regressions to 

determine whether the ability of the factor sets considered differs in proxying for systematic influences over 

time and during periods of economic upturns and downturns. If macroeconomic factors are shown to be poor 

proxies for systematic influences in returns, then this approach provides a possible explanation for such a 

finding. Macroeconomic factors may be good proxies for systematic influences only during short intervals, 

with overall significance attributable to short-term intermittent relationships that may be related to the 

economic state (McQueen & Roley, 1993; Panetta, 2002; Spyridis et al., 2012).   

4. Results and Discussion 

4.1. The factor structure of the South African stock market 

Figure 1 reports the results of the scree test and Table 1 reports the proportion of total variance explained by 

each factor and the results of the MAP test (Section 3.2).ii    

 

Figure 1. Scree Plot of factor structure of the South African stock market 
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Table 1. Proportion of systematic variance explained and MAP test results 
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The distinct flexion point in Figure 1 indicates that two common factors characterize the structure of the South 

African stock market. Derived eigenvalues indicate that together, the first three factors explain a total of 54.2% 

of common variation in returns. This proportion is similar to that in Van Rensburg and Slaney (1997) who 

find that two extracted factors explain 50% of shared variation in returns whereas a third factor explains 4% 

of shared variation. The results of the MAP test reported in Panel B of Table 2 indicate a three-factor structure.   

The mean communality for a three-factor structure is 48.4%, suggesting that almost half of the common 

variation in South African stock returns is accounted for by these three common factors. These findings are in 

line with earlier work on the JSE (Biger & Page, 1993; Van Rensburg & Slaney, 1997).  As the MAP test 

identifies the most important factors and the number of factors that result in the closest approximation of the 

assumption of uncorrelated residuals, factor scores are derived for a three-factor solution (Elton & Gruber, 

1988; Elton et al., 2014).   

4.2. Proxy factor selection and factor score regressions 

We identify only a handful of factors that qualify for further consideration (see Section 3.3). These are (the 

innovations) in the number of building plans passed, 𝐵𝑃௧ିଵ, the domestic composite cyclical leading indicator, 

𝐿𝐸𝐴𝐷௧ିଵ, business activity, 𝐵𝑈𝑆௧,  fluctuations in the Rand-Dollar exchange rate, 𝑈𝑆𝐷௧, world metal prices, 

𝑀𝐸𝑇௧, long-term government bond yields, 𝐿𝑇𝑌௧ and the leading indicator for South Africa’s trading partners, 

𝑇𝐿𝐼௧. Although all factors and categories are considered, for some categories, no factors are chosen. While 

certain factors appear to be potential candidate factors, they are disqualified following further consideration. 

Broad reasons for the disqualification of other seemingly qualifying factors are the lack of a systematic impact, 

lack of a correlation with the JSE All Share Index and strong correlation with other qualifying factors. The 

Panel A: Proportion of Variance Explained by Each Factor 

Factor Number Proportion of Variance Explained 

1 0.412 
2 0.072 

3 0.058 

4 0.043 

5 0.039 

6 0.036 

7 0.029 

8 0.029 

9 0.027 

10 0.026 

Total 0.770 

Panel B: MAP Test Results 

Factors extracted Mean Communality Mean Uniqueness 

3 0.483 0.516 

Notes: Mean Communality is the mean proportion of common variance explained across return series by the statistical 
factors extracted on the basis of the MAP test. Mean Uniqueness is the mean proportion of variance across return series 
attributable to the return series themselves and not to systematic factors.  
  

11



 Table 2. Factor score regressions 

 
 

 

 

 A. Macroeconomic Factors B. Macroeconomic Factors & 𝑀𝜀௧ C. Macroeconomic Factors, 𝑀𝜀௧ & 𝐼𝑀𝜀௧ 
Factor 𝐹ଵ௧ 𝐹ଶ௧ 𝐹ଷ௧ 𝐹ଵ௧ 𝐹ଶ௧ 𝐹ଷ௧ 𝐹ଵ௧ 𝐹ଶ௧ 𝐹ଷ௧ 

𝛼 0.007 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 

𝐵𝑃௧ିଵ 1.339** -0.364 0.401 1.339** -0.364 0.401 1.339** -0.364 0.401 

𝐿𝐸𝐴𝐷௧ିଵ 15.467* 7.756 15.460* 15.467* 7.756 15.460** 15.467* 7.756 15.460** 

𝐵𝑈𝑆௧ 1.661** 0.766 0.565 1.661** 0.766 0.565 1.661** 0.766 0.565 

𝑈𝑆𝐷𝜀௧ -7.763*** -3.621 6.531*** -7.763*** -3.621 6.531*** -7.763*** -3.621 6.531*** 

𝑀𝐸𝑇௧ -1.479 8.713*** 1.372 -1.479 8.713*** 1.372 -1.479 8.713*** 1.372 

𝐿𝑇𝑌௧ -146.237*** -28.506 40.792 -146.237*** -28.506 40.792* -146.237*** -28.506 40.792* 

𝑇𝐿𝐼𝜀௧ 10.485 48.334* 82.364*** 10.485 48.334** 82.364*** 10.485 48.334** 82.364*** 

𝑀𝜀௧    5.430*** 9.081*** 15.897*** 5.430*** 9.081*** 15.897*** 

𝐼𝑀𝜀௧       4.317 1.174 3.918* 

          

𝑅ሜଶ 0.246 0.161 0.131 0.285 0.259 0.431 0.294 0.255 0.437 

F-statistic 11.962*** 2.641** 6.555*** 11.690*** 4.695*** 21.852*** 12.739*** 4.570*** 18.458*** 

AIC 2.727 2.997 3.057 2.679 2.879 2.637 2.671 2.888 2.632 

BIC 2.863 3.133 3.193 2.832 3.032 2.79 2.840 3.058 2.801 

Notes: The asterisks, ***,  **  and *, indicate statistical significance at the respective 1%, 5% and 10% levels of significance.  Least squares with Newey-West heteroscedasticity and 
autocorrelation consistent (HAC) standard errors used for estimation purposes. 𝐹ଵ௧, 𝐹ଶ௧ and 𝐹ଷ௧ are the statistical factor scores of the three respective factors derived using factor analysis in 
Section 4.1. All factors are in innovations, defined as follows: 1tBP -  number of building plans passed, 𝐿𝐸𝐴𝐷௧ିଵ-  domestic composite cyclical leading indicator, 𝐵𝑈𝑆௧ - business activity, 

𝑈𝑆𝐷𝜀௧- (orthogonalized) fluctuations in the Rand-Dollar exchange rate, 𝑀𝐸𝑇௧-  world metal prices,𝐿𝑇𝑌௧-   long-term government bond yields,  𝑇𝐿𝐼𝜀௧- (orthogonalized)  leading indicator for 
South Africa’s trading partners, 𝑀𝜀௧- the residual market factor orthogonal to the macroeconomic factor set, derived from returns on the JSE All Share Index, 𝐼𝑀𝜀௧- a second residual market 
factor orthogonal to the macroeconomic factor set and 𝑀𝜀௧. 
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selection of only seven macroeconomic factors out of a broader set demonstrates the challenges associated 

with identifying proxies for systematic influences in returns. 

 

Having identified macroeconomic factors that are candidate proxies for systematic influences, the following 

specifications incorporating these factors and the residual market factors, are estimated (see Section 3.4):  

 

𝐹௡௧ ൌ 𝛼 ൅ 𝑏௡஻௉𝐵𝑃௧ିଵ ൅ 𝑏௡௅ா஺஽𝐿𝐸𝐴𝐷௧ିଵ ൅ 𝑏௡஻௎ௌ𝐵𝑈𝑆௧ ൅ 𝑏௡௎ௌ஽ఌ𝑈𝑆𝐷𝜀௧ ൅ 𝑏௡ொ்𝑀𝐸𝑇௧ ൅ 𝑏௡௅்௒𝐿𝑇𝑌௧ ൅

𝑏௡்௅ூ𝑇𝐿𝐼𝜀௧ ൅ 𝜀௡௧ (6) 

 

𝐹௡௧ ൌ 𝛼 ൅ 𝑏௡஻௉𝐵𝑃௧ିଵ ൅ 𝑏௡௅ா஺஽𝐿𝐸𝐴𝐷௧ିଵ ൅ 𝑏௡஻௎ௌ𝐵𝑈𝑆௧ ൅ 𝑏௡௎ௌ஽ఌ𝑈𝑆𝐷𝜀௧ ൅ 𝑏௡ொ்𝑀𝐸𝑇௧ ൅ 𝑏௡௅்௒𝐿𝑇𝑌௧ ൅

𝑏௡்௅ூ𝑇𝐿𝐼𝜀௧ ൅ 𝑏௡ெఌ𝑀𝜀௧ ൅ 𝜀௡௧  (7) 

 

𝐹௡௧ ൌ 𝛼 ൅ 𝑏௡஻௉𝐵𝑃௧ିଵ ൅ 𝑏௡௅ா஺஽𝐿𝐸𝐴𝐷௧ିଵ ൅ 𝑏௡஻௎ௌ𝐵𝑈𝑆௧ ൅ 𝑏௡௎ௌ஽ఌ𝑈𝑆𝐷𝜀௧ ൅ 𝑏௡ொ்𝑀𝐸𝑇௧ ൅ 𝑏௡௅்௒𝐿𝑇𝑌௧ ൅

𝑏௡்௅ூ𝑇𝐿𝐼𝜀௧ ൅ 𝑏௡ெఌ𝑀𝜀௧ ൅ 𝑏ூெఌ𝐼𝑀𝜀௧ ൅ 𝜀௡௧ (8) 

 

where in equation (6), (7) and (8), 𝐹௡௧ is the factor score for factor n at time t.  The respective betas, 𝑏s, 

represent the sensitivities of the factor scores to innovations in macroeconomic factor k in equation (6), and 

the residual market factor derived from returns on the JSE All Share Index, 𝑀𝜀௧, in equation (7) and also the 

second residual market factor derived from returns on the US Dollar denominated MSCI World Market Index, 

𝐼𝑀𝜀௧, in equation (8).iii   Our final specification, testing robustness and the omission of specific influences, 

incorporates characteristic-based factors, 𝑆𝑀𝐵௧ and 𝐻𝑀𝐿௧, 𝑈𝑀𝐷௧, 𝑅𝑀𝑊௧ and 𝐶𝑀𝐴௧,  in addition to the 

factors in equation (8) above:  

𝐹௡௧ ൌ 𝛼 ൅ 𝑏௡஻௉𝐵𝑃௧ିଵ ൅ 𝑏௡௅ா஺஽𝐿𝐸𝐴𝐷௧ିଵ ൅ 𝑏௡஻௎ௌ𝐵𝑈𝑆௧ ൅ 𝑏௡௎ௌ஽ఌ𝑈𝑆𝐷𝜀௧ ൅ 𝑏௡ொ்𝑀𝐸𝑇௧ ൅ 𝑏௡௅்௒𝐿𝑇𝑌௧ ൅

𝑏௡்௅ூ𝑇𝐿𝐼𝜀௧ ൅ 𝑏௡ெఌ𝑀𝜀௧ ൅ 𝑏ூெఌ𝐼𝑀𝜀௧ ൅ 𝑏௡ௌெ஻𝑆𝑀𝐵௧ ൅ 𝑏௡ுெ௅𝐻𝑀𝐿௧ ൅ 𝑏௡௎ெ஻𝑈𝑀𝐷௧ ൅ 𝑏௡ோெௐ𝑅𝑀𝑊௧ ൅

𝑏௡஼ெ஺𝐶𝑀𝐴௧ ൅ 𝜀௡௧  (9) 

where all parameters are as in equation (6), (7) and (8). 

 

The results in Table 2 indicate that all macroeconomic factors and the residual market factors are statistically 

significant across factor regressions.  𝐹ଵ௧ is approximated by a combination of factors across panels,  namely 

𝐵𝑃௧ିଵ, 𝐿𝐸𝐴𝐷௧ିଵ, 𝐵𝑈𝑆௧, 𝑈𝑆𝐷𝜀௧ and 𝐿𝑇𝑌௧, mostly local in character, with this being especially the case for 

𝐿𝑇𝑌௧ which can be viewed as a proxy for local fiscal and political risks (Baldacci, Gupta & Mati, 2011).  

Interestingly, 𝐹ଶ௧ is strongly related to world metal prices, 𝑀𝐸𝑇௧, suggesting that this factor mostly represents 

the impact of commodity prices on the South African stock market. It is also weakly related to the economic 

conditions experienced by South Africa’s trading partners, 𝑇𝐿𝐼𝜀௧, providing support for the international 

orientation associated with commodity prices. Finally,  𝐹ଷ௧ is strongly related to the economic conditions 
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experienced by South Africa’s trading partners, 𝑇𝐿𝐼𝜀௧ , and weakly to 𝐼𝑀𝜀௧ (in Panel C of Table 2). Also, it is 

positively related to 𝑈𝑆𝐷𝜀௧, as opposed to negatively as for 𝐹ଵ௧, suggesting that it captures a different aspect 

of the information reflected in this factor. It is also related to the domestic composite cyclical leading indicator, 

𝐿𝐸𝐴𝐷௧ିଵ, suggesting that 𝐹ଷ௧ mostly reflects global economic conditions and components of the domestic 

business cycle that are associated with global economic conditions.  The F-statistic is statistically significant 

across all specifications, confirming the overall significance of the approximation of the factor scores.   

 

The unrestricted model in Panel C of Table 2 produces the optimal approximation for 𝐹ଵ௧ and 𝐹ଷ௧. The 𝑅ሜ ଶ for 

𝐹ଵ௧ is 0.294 and for 𝐹ଷ௧, it is 0.437 although the increase in the 𝑅ሜ ଶ relative to that in Panel B for both factor 

specifications is marginal.  This suggests that most of the information that would be reflected by 

unorthogonalised returns on the MSCI World Market Index, is already reflected by the macroeconomic factors 

and 𝑀𝜀௧.  For 𝐹ଶ௧, the 𝑅ሜ ଶ is 0.255. Importantly, the 𝑅ሜ ଶ values for each factor regression are far below one. 

This is especially true for the factor regressions with only the macroeconomic factors as the proxy factors in 

Panel A; the respective 𝑅ሜ ଶs are 0.246, 0.161 and 0.131 for 𝐹ଵ௧, 𝐹ଶ௧ and 𝐹ଷ௧. Concerningly, in Panel B, the 

coefficient on 𝑀𝜀௧is highly statistically significant across factor regressions and in Panel C, the coefficient on 

𝐼𝑀𝜀௧  is statistically significant for  𝐹ଷ௧.  A highly significant sensitivity to the residual market factor in Panel 

B implies that the macroeconomic factor set fails to proxy for all systematic influences in returns and that the 

residual market factor proxies for systematic influences, in addition to the macroeconomic factors (Van 

Rensburg, 1995). The respective 2R s in Panel B remain low, namely 0.285 for 𝐹ଵ௧, 0.259 for 𝐹ଶ௧ and 0.431 

for 𝐹ଷ௧. Nevertheless, the relatively lower AIC and BIC values suggest that the inclusion of 𝑀𝜀௧ translates 

into better factor score approximations and a more adequate representation of the process that describes these 

underlying influences (Spiegelhalter et al., 2014). The significance of 𝐼𝑀𝜀௧ for 𝐹ଷ௧ in Panel C implies that 

there are other factors that are not reflected in the macroeconomic factor set and 𝑀𝜀௧. As argued by Van 

Rensburg (2000) and Middleton and Satchell (2001), these results also suggest that linear factor models that 

employ macroeconomic factors will be underspecified and that residual market factors will not alleviate or 

resolve underspecification.  

There are a number of reasons why macroeconomic factors may be poor proxies for systematic influences. 

That macroeconomic factors by themselves are poor proxies for the systematic influences is suggested by 

literature that reports relatively low 𝑅ሜ ଶs in the absence of a residual market factor or a market index (Connor, 

1995; Van Rensburg; 2000; Szczygielski & Chipeta, 2015). This attests to the complexity of the return 

generating process. Also, investors may not be rational and will therefore respond irrationally (or will not 

respond at all) to macroeconomic news with sentiment being more important (Malkiel, 2003). Lin, Rahman 

and Yung (2009) provide support for this in a study of the determinants real estate investment trust (REIT) 

returns, finding that investor sentiment is more important relative to macroeconomic factors. Finally, as 

suggested by Panetta (2002) and Spyridis et al. (2012), the return generating process is unstable and therefore 
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the same macroeconomic factors may not be continuous proxies for unspecified systematic influences over 

time. Furthermore, the response to macroeconomic news embodied by macroeconomic factors may differ 

between crises and non-crises periods (McQueen & Roley, 1993; De Lint, 2002).  Notably, the residual market 

factor fails to substantially improve the approximation of systematic influences in returns. This is perhaps to 

be expected and highlights the limitation of this approach in previous studies that rely upon some “broad 

market index,” to derive the residual market factor (McElroy & Burmeister, 1988: 33). Unless this broad 

market index is the all-inclusive but completely elusive market portfolio, then any residual market factor will 

not reflect all return generating factors and will not be a proxy for omitted influences (Born & Moser, 1988; 

Gadzinski et al., 2018).   

The inclusion of characteristic-based factors significantly improves the approximation of 𝐹ଵ௧, with the 𝑅ሜ ଶ 

increasing from 0.294 in Panel C in Table 2 to 0.450 (see Table 1D in the supplementary appendix).  The 

improvement for 𝐹ଶ௧ is lower, but still noticeable with an increase in the 𝑅ሜ ଶ to 0.306 from 0.255. The increase 

in the 𝑅ሜ ଶ for 𝐹ଷ௧ is negligible. These observations suggest a number of implications for our analysis. Firstly, 

all macroeconomic factors remain statistically significant across factor scores. This implies that results are 

generally robust. The loss of significance for 𝐼𝑀𝜀௧ can be explained by its weak significance in the first place. 

Secondly, for 𝐹ଵ௧, 𝑆𝑀𝐵௧, 𝐻𝑀𝐿௧ and 𝑅𝑀𝑊௧, are statistically significant and one additional macroeconomic 

factor is now statistically significant, 𝑀𝐸𝑇௧. This latter finding can be attributed to underspecification of the 

original model (equation (8)). For 𝐹ଶ௧, 𝑆𝑀𝐵௧ and 𝑈𝑀𝐷௧ are statistically significant. Overall, this and the 

significance of characteristic-based factors from 𝐹ଵ௧, suggests that characteristic-based factors contribute to 

approximating systematic influences over and above the macroeconomic and residual market factors. This is 

further evidence that the residual market factors are not adequate proxies for systematic influences. Thirdly, 

our findings are similar to that of Aretz et al. (2010) in that they show that the 𝑆𝑀𝐵௧ and 𝐻𝑀𝐿௧ factors reflect 

the macroeconomic environment and are therefore proxies for systematic influences. Where our findings differ 

is that that we also consider profitability and investment factors,  𝑅𝑀𝑊௧ and 𝐶𝑀𝐴௧. This, together with a 

consideration of the ability of characteristic-based factors to approximate measures of systematic influences, 

constitutes a novel finding within the South African context.  

4.3. Model stability and rolling regression results 

Table 3 reports the results of equation (8) re-estimated with breakpoints (Section 3.5.). Each factor regression 

is characterized by five breaks, translating into six distinct periods. This suggests that any linear factor model 

will be characterized by instability in the relationship between returns and macroeconomic factors (see 

Panetta, 2002). For example, while there is a significant relationship between 𝐹ଵ௧ and 𝐵𝑃௧ିଵ and 𝑀𝐸𝑇௧   during 

the 2001M01 to 2003M04 period in Panel A, these factors are no longer significant proxies until the period 

2011M05 to 2014M06. This suggests that the response of stock prices will differ according to period and that 
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Table 3. Factor Score Regressions with Breakpoints 
Panel A: 𝐹ଵ௧ 

Period Obs. Sig. Factors 

2001M01-  2003M04  28 െ𝛼 ∗∗, 𝐵𝑃௧ିଵ ∗∗, െ𝑈𝑆𝐷𝜀௧ ∗∗∗, െ𝑀𝐸𝑇௧ ∗∗, െ𝐿𝑇𝑌௧ ∗∗∗, 𝑀𝜀௧ ∗∗ 
2003M05 - 2006M05 37 𝛼 ∗, 𝐵𝑈𝑆௧ ∗∗∗, െ𝑈𝑆𝐷𝜀௧ ∗∗∗, െ𝐿𝑇𝑌௧ ∗∗∗, 𝑇𝐿𝐼𝜀௧ ∗∗∗, 𝑀𝜀௧ ∗∗ 
2006M06 - 2008M11 30 𝐿𝐸𝐴𝐷௧ିଵ ∗∗∗, 𝐵𝑈𝑆௧ ∗∗∗, െ𝐿𝑇𝑌௧ ∗∗∗, െ𝑇𝐿𝐼𝜀௧ ∗∗∗, 𝑀𝜀௧ ∗∗ 
2008M12 - 2011M04  29  * * * , െ𝐿𝐸𝐴𝐷௧ିଵ ∗, െ𝐿𝑇𝑌௧ ∗∗, 𝑀𝜀௧ ∗∗∗ 
2011M05 - 2014M06 38 𝐵𝑃௧ିଵ ∗∗, 𝐿𝐸𝐴𝐷௧ିଵ ∗∗∗, * *tUSD , െ𝑀𝐸𝑇௧ ∗∗∗, െ𝐿𝑇𝑌௧ ∗∗ 
2014M07 - 2016M12  30 𝐵𝑈𝑆௧ ∗∗∗, 𝑇𝐿𝐼𝜀௧ ∗∗∗ 
   

Break Dates 2003M05, 2006M06, 2008M12, 2011M05, 2014M07 

𝑅ሜ ଶ 0.432  

F-statistic 3.461***  

AIC 2.653  

BIC 3.671  

Panel B: 𝐹ଶ௧ 
Period Obs. Sig. Factors 

2001M01 - 2003M04 28 𝛼 ∗∗∗, െ𝐵𝑃௧ିଵ ∗∗, െ𝐵𝑈𝑆௧ ∗∗, 𝑈𝑆𝐷𝜀௧ ∗∗∗, 𝑇𝐿𝐼𝜀௧ ∗∗, 𝑀𝜀௧ ∗∗ 
2003M05 - 2005M11 31 𝑀𝜀௧ ∗∗ 
2005M12 - 2009M02  39 𝑀𝐸𝑇௧ ∗∗∗, 𝑇𝐿𝐼𝜀௧ ∗∗∗, 𝑀𝜀௧ ∗∗∗, 𝐼𝑀𝜀௧ ∗∗∗ 
2009M03 - 2012M03  37 𝐵𝑈𝑆௧ ∗∗∗, െ𝑈𝑆𝐷𝜀௧ ∗∗∗, 𝑀𝐸𝑇௧ ∗∗∗, െ𝐿𝑇𝑌௧ ∗∗, 𝑇𝐿𝐼𝜀௧ ∗∗∗ 
2012M04 - 2014M07  28 െ𝛼 ∗∗∗, െ𝐿𝐸𝐴𝐷௧ିଵ ∗, 𝑈𝑆𝐷𝜀௧ ∗∗∗, 𝑀𝐸𝑇௧ ∗∗∗, 𝐿𝑇𝑌௧ ∗∗∗, 𝑀𝜀௧ ∗ 
2014M08 - 2016M12  29 𝐵𝑃௧ିଵ ∗∗∗, െ𝑈𝑆𝐷𝜀௧ ∗∗∗, 𝑀𝐸𝑇௧ ∗∗∗, െ𝐿𝑇𝑌௧ ∗∗ 
   

Break Dates 2003M05, 2005M12, 2009M03, 2012M04, 2014M08 

𝑅ሜ ଶ 0.578  

F-statistic 5.436***  

AIC 2.520  

BIC 3.538  

Panel C: 𝐹ଷ௧  
Period Obs. Sig. Factors 

2001M01 - 2003M04 28 െ𝛼 ∗∗∗, 𝐵𝑈𝑆௧ ∗∗∗, 𝑀𝜀௧ ∗∗∗, 𝐼𝑀𝜀௧ ∗∗∗ 
2003M05 - 2006M09 41 𝑈𝑆𝐷𝜀௧ ∗∗∗, 𝑀𝐸𝑇௧ ∗∗, 𝑀𝜀௧ ∗∗∗ 
2006M10 - 2009M01 28 െ𝛼 ∗∗, 𝐵𝑃௧ିଵ ∗∗∗, െ𝑈𝑆𝐷𝜀௧ ∗∗, െ𝑀𝐸𝑇௧ ∗∗∗, 𝑀𝜀௧ ∗∗, 𝐼𝑀𝜀௧ ∗ 
2009M02 - 2012M04  39 𝑈𝑆𝐷𝜀௧ ∗∗∗, 𝑀𝐸𝑇௧ ∗∗∗, 𝐿𝑇𝑌௧ ∗∗∗, 𝑀𝜀௧ ∗∗∗ 
2012M05 - 2014M08 28 𝛼 ∗, 𝐵𝑈𝑆௧ ∗∗∗, 𝑇𝐿𝐼𝜀௧ ∗∗, 𝑀𝜀௧ ∗∗∗, 𝐼𝑀𝜀௧ ∗∗∗ 
2014M09 - 2016M12 28 𝛼 ∗∗, 𝑈𝑆𝐷𝜀௧ ∗∗, െ𝑀𝐸𝑇௧ ∗∗, 𝑀𝜀௧ ∗∗∗ 
   

Break Dates 2003M05, 2006M10, 2009M02, 2012M05, 2014M09 

𝑅ሜ ଶ 0.600  

F-statistic 5.861***  

AIC 2.489  

BIC 3.507  

The asterisks, ***,  **  and *, indicate statistical significance at the respective 1%, 5% and 10% levels of significance.  
Obs. is the number of observations for each segment. Estimation settings: Bai-Perron test with 1 to m globally 
determined breaks. Break selection based upon sequential evaluation with 0.15 trimming and a significance level of 
10%. Based upon the trimming settings and the sample size, the maximum permissible number of breaks is 5.  Least 
squares with Newey-West heteroscedasticity and autocorrelation consistent (HAC) standard errors used, permitting 
heterogeneous error distributions across breaks. All factors are in innovations, defined as follows: 𝐵𝑃௧ିଵ-  number 
of building plans passed, 𝐿𝐸𝐴𝐷௧ିଵ-  domestic composite cyclical leading indicator, 𝐵𝑈𝑆௧ - business activity, 𝑈𝑆𝐷𝜀௧- 
(orthogonalized) fluctuations in the Rand-Dollar exchange rate, 𝑀𝐸𝑇௧-  world metal prices, 𝐿𝑇𝑌௧-   long-term 
government bond yields,  𝑇𝐿𝐼𝜀௧- (orthogonalized)  leading indicator for South Africa’s trading partners, 𝑀𝜀௧- the 
residual market factor orthogonal to the macroeconomic factor set, derived from returns on the JSE All Share Index, 
𝐼𝑀𝜀௧- a second residual market factor orthogonal to the macroeconomic factor set and 𝑀𝜀௧. 
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macroeconomic factors may be better proxies for systematic influences during certain periods, relative to 

others. 

 

Not only is the ability of macroeconomic factors to proxy for pervasive influences unstable, the direction of 

the relationships changes between periods. For example, for 𝐹ଷ௧ in Panel C, during the 2003M05 to 2006M09 

period, the relationship between factor scores and 𝑀𝐸𝑇௧ is positive, negative for the 2006M10 to 2009M01 

period, positive for the 2009M02 to 2012M04 period and negative for the 2014M09 to 2016M12 period. The 

ability of macroeconomic factors to proxy for systematic influences may be limited to specific subperiods, 

rendering macroeconomic factors ineffective at explaining returns over the entire sample period or over longer 

periods in general (Panetta, 2002; Spyridis et al., 2012). 

 

It can be argued that instability in relationships arises as a result of the length of the sample period chosen 

(totalling a 192 months) and that a shorter sample period may yield more desirable results. For example, Berry, 

Burmeister and McElroy’s (1988) sample spans a period of 11 years, Van Rensburg’s (1996) sample spans 

almost 10 years and Panetta (2002) subdivides his sample into four non-overlapping subperiods of 4 years 

each. The Northfield Macroeconomic Equity Risk Model uses 60 months of data (NIS, 2015). In contrast, 

Sadorsky and Henriques (2001) use a sample that spans 26 years whereas Szczygielski and Chipeta (2015) 

use a sample that spans almost 16 years. However, the results in Table 3 suggest that structural changes take 

place frequently and subperiods during which relationships between factor scores and macroeconomic factors 

are stable and shorter than any of the sample periods set out above. The implication is that macroeconomic 

factors proxy for systematic influences over (very) short periods of time and that proxies differ over time.  

Another notable observation in Table 3 is that the residual market factor is insignificant during certain periods. 

For example, for 𝐹ଵ௧, 𝑀𝜀௧ is not statistically significant for the 2011M05 to 2014M06 and 2014M07 to 

2016M12 periods. In contrast, 𝑀𝜀௧ is highly statistically significant for 𝐹ଷ௧ across all subperiods. This provides 

a potential explanation for the substantial increase in the 𝑅ሜ ଶ from 0.131 in Panel A to 0.431 for 𝐹ଷ௧ in Panel 

B in Table 2. This implies that 𝑀𝜀௧ continues to be a proxy for unspecified influences in returns represented 

by the factor scores of 𝐹ଷ௧ across all segments. In contrast, the lack of significance for 𝑀𝜀௧ during certain 

periods for 𝐹ଵ௧ and 𝐹ଶ௧ in Table 3 presents a potential explanation as to why the 𝑅ሜ ଶ improves in Table 2 but 

not by as much as for  𝐹ଷ௧  in Panel B.  

Next, we re-estimate equations (6), (7), (8) and (9) as rolling regressions (Section 3.5). The respective 𝑅ሜ ଶs 

derived from these rolling regressions are reported in Figures 2, 3 and 4.  
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Figure 2. Rolling Factor Score Regressions for Factor 1

 

 

 

Figure 3. Rolling Factor Score Regressions for Factor 2
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Figure 4. Rolling Factor Score Regressions for Factor 3 

 
Notes: Figure 2, 3 and 4 report the rolling 𝑅ሜ ଶs for equation (6), (7), (8) and (9) relating each series of factor scores to factor 
set. The 𝑅ሜ ଶfor equation (6) is termed as the “macro” and is the  𝑅ሜ ଶfor a purely macroeconomic factor set. The 𝑅ሜ ଶfor 
equation (7) is reported as “MacroRes” and is the  𝑅ሜ ଶfor the macroeconomic factors and the residual market factor, 𝑀𝜀௧. 
The 𝑅ሜ ଶfor equation (8) is reported as “Unrestricted” and is the  𝑅ሜ ଶfor the macroeconomic factors and both residual market 
factors, 𝑀𝜀௧and 𝐼𝑀𝜀௧. The 𝑅ሜ ଶfor equation (9) is reported as “Characteristic” and is the  𝑅ሜ ଶ for the macroeconomic factors 
and both residual market factors, 𝑀𝜀௧ and 𝐼𝑀𝜀௧, and the characteristic based factors, 𝑆𝑀𝐵௧, 𝐻𝑀𝐿௧, 𝑈𝑀𝐷௧, 
𝑅𝑀𝑊௧and𝐶𝑀𝐴௧. 

 

The most noticeable aspect in Figures 2, 3 and 4 is that the ability of the macroeconomic factors to approximate 

factor scores is highly unstable. Also, the ability of macroeconomic factors to approximate factor scores 

increases around crises periods and decreases afterwards. An increase in the 𝑅ሜ ଶ, most pronounced for 𝐹ଶ௧ and 

𝐹ଷ௧ and coinciding with the global financial crises, is observed around the 2008 to 2009 period in Figures 3 

and 4. This suggests that during global periods of turbulence, macroeconomic fundamentals become more 

important (see McQueen & Roley, 1993; De Lint, 2002). The inclusion of 𝑀𝜀௧ offsets the drop in the ability 

of macroeconomic factors to proxy for systematic influences. This is especially evident for 𝐹ଵ௧ and 𝐹ଶ௧ for the 

2006 to 2008 period in Figures 2 and 3. This also suggests that markets may be driven by sentiment during 

favourable economic periods, reflected by the general market indices used to derive the residual market 

factors.  For 𝐹ଷ௧, the residual market factor compensates for the loss of the ability of macroeconomic factors 

to proxy for systematic influences after 2008. Finally, the characteristic-based factors contribute to 

approximating factor scores; for each factor, the inclusion of the characteristic-based factors produces an 𝑅ሜ ଶ  

over and above that of the model that comprises the macroeconomic and residual market factors implying that 

the former factors are insufficient proxies. 
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4.4. Implications 

Our findings have implications for South African researchers, investors, econometricians and economists.  For 

researchers, they confirm the findings of prior studies on the South African stock market and developed 

markets. The return generating process is characterised by multiple factors (see for example Yli-Olli & 

Virtanen, 1993; Chimanga & Kotze, 2009). Systematic influences can be proxied for by a set of 

macroeconomic factors; namely 𝐵𝑃௧ିଵ, 𝐿𝐸𝐴𝐷௧ିଵ, 𝐵𝑈𝑆௧, 𝑈𝑆𝐷௧, 𝑀𝐸𝑇௧, 𝐿𝑇𝑌௧ and 𝑇𝐿𝐼௧, in this study.  However, 

identifying such factors as interpretable proxies is a challenge. Out of an extensive set of factors, totalling 52 

unique factors and 208 factors considered contemporaneously and with up to three lags, only seven qualify. 

As in other studies (Connor, 1995; Middleton & Satchell, 2001), macroeconomic factors are poor proxies for 

systematic influences. From a purely econometric standpoint, specifications that comprise only 

macroeconomic factors are likely to be underspecified and will result in misleading inferences (Dominguez, 

1992; Brauer & Gómez-Sorzano, 2004; Van Rensburg, 2002; Bucevska, 2011).  The failure to adequately 

reflect systematic influences and the resultant underspecification also has implications for investors and 

researchers who apply asset pricing models such as the CAPM or the APT that require the estimation of risk 

premia (see Brennan, Chordia & Subrahmanyam, 1998: 349; Zaremba, Czapkiewicz, Szczygielski & 

Kaganov, 2019).  

The results in Section 4.3 indicate that macroeconomic factors are more important during times of crises 

suggesting that investors pay closer attention to macroeconomic news during such periods. De Lint (2002) 

makes a similar finding for Mexico and six Asian countries, finding that local factors, which are more likely 

to be captured by the macroeconomic factor set in this study, are more important during times of crises. This 

is a potential explanation as to why the macroeconomic factors are better proxies for systematic influences 

during some periods relative to others. Relatedly, our findings also bring into question the sample lengths used 

in prior research of a similar nature, ranging between 4 and 26 years (Sadorsky & Henriques, 2001; Panetta, 

2002). Our findings indicate that periods of structural stability range between 28 and 41 months. This suggests 

that studies that use longer periods may report that a macroeconomic factor is statistically significant 

(insignificant) over an extended period of time when, in reality, it is statistically significant (insignificant) for 

a limited number of short periods. Observed significance (or insignificance) over an extended period of time 

is the result of a bias arising from structural instability. The recommendation is that consideration is given to 

the ability of macroeconomic factors to exert a continuous influence on stock returns and their importance 

over the entire economic cycle. 

An important implication is that a commonly used proxy for omitted factors that is often seen as sufficiently 

addressing factor omission in the literature (Deetz et al., 2009; Czaja et al., 2010) is ineffective or only 

partially effective. The results in Panel B of Table 3 show that the 𝑅ሜ ଶ is still far below 1, even with the residual 

market factor included. Moreover and worryingly, the results in Table 3 show that the residual market factor 

is not a stable proxy for systematic influences. Relatedly, Figures 2, 3 and 4 show that the residual market 
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factor offsets the decrease in the ability of macroeconomic factors to proxy for systematic influences during 

certain periods.  The explanatory power of the model comprising the macroeconomic factors and the residual 

market factors diverges from that of the macroeconomic factors only. This can be potential explained in the 

emergence of different macroeconomic proxies during these periods or the rising importance of sentiment 

during periods of favourable activity, prior to economic downturns.  However, its contribution is unstable and 

at times, non-existent. The contribution of the second residual market factor is marginal at best. The 

recommendation to researchers and econometricians is that the use of a residual market factor should not be 

the default solution to underspecification. We suggest that the solution may instead lie in combining 

macroeconomic and statistical factors in such specifications to address underspecification. Such an approach 

is also suggested by Van Rensburg (1997) and applied in the Northfield Macroeconomic Equity Risk Model 

(NIS, 2015).  

Finally, through an extension and robustness test, we show that characteristic-based factors are proxies for 

systematic influences (see Table 1C in the supplementary appendix). Although not our main result, this is an 

advance in the South African context. These findings are similar to those of Aretz et al. (2010). Where our 

approach differs is that we relate factor scores to these factors as opposed to relating characteristic-based 

factors to macroeconomic factors. The time-series (as opposed to cross-sectional) explanatory power of these 

factors has not been tested in the South African context.  The implication is that macroeconomic factors and 

characteristic-based factors can be combined to arrive at improved specifications of return behaviour (Brown, 

Hiraki, Arakwa & Ohno, 2009). 

 

5. Conclusion 

We investigate the ability of macroeconomic factors to proxy for pervasive influences in stock returns. Where 

our study differs is in that we separate the systematic components of returns from idiosyncratic components 

in returns. By doing so, we are able to directly assess the ability of macroeconomic factors to proxy for 

systematic influences. We also consider the ability of a commonly used proxy for omitted factors, the residual 

market factor, to address and resolve underspecification.   

In line with prior literature on developed markets, we find that macroeconomic factors are poor proxies for 

systematic influences and are unlikely to yield an adequate description of the return generating process. This 

will continue to be the case if idiosyncratic components are fully diversifiable and the only remaining drivers 

of returns are systematic in nature. This will also be the case if a seemingly generous description of the return 

generating process is specified.  Worryingly, we find that the commonly used residual market factor does not 

substantially improve the approximation of factor scores. A failure to adequately specify a model can lead to 

misleading inferences and results. Interestingly and although this is not the focus of our study, we find that 

characteristic-based factors contribute to approximating the systematic drivers of returns in South Africa. 

Consequently, a further avenue for research is to investigate the nature of the mechanism through which this 
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occurs. Also, a further avenue of research is the ability of a factor analytic augmentation derived from the 

residuals of a specification applied across a number of series to proxy for remaining uncaptured systematic 

influences.  

Our findings serve as a reference for researchers who are interested in modelling the relationship between 

asset returns and factor sets, especially macroeconomic factors.  
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Endnotes follow: 

i The sectors comprising the sample together with the respective descriptive statistics for the return data are reported 
in Table 1A of the Appendix 1.   
ii Sampling adequacy is confirmed using the Kaiser-Meyer-Olkin (KMO) test, producing a value of 0.927.  
iii Following preliminary analysis, 𝑈𝑆𝐷௧ is orthogonalised against 𝐿𝑇𝑌௧ and 𝑀𝐸𝑇௧, and 𝑇𝐿𝐼௧ is orthogonalised against 
𝑀𝐸𝑇௧ to mitigate the consequences of multicollinearity. The resultant residual series, 𝑈𝑆𝐷𝜀௧  and 𝑇𝐿𝐼𝜀௧, are used in 
place of the original innovation series. Correlation between the original innovation series and the orthogonalised series 
are over 0.8, indicating that orthogonalisation does not substantially change the nature of these factors.  
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