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Abstract 

In this research, the integrated carbon dioxide power cycle with the geothermal energy source 
to supply the required reverse osmosis desalination power for freshwater production is 
defined. The cycling power is consumed by the desalination system and sodium hypochlorite 
generator. Exergoeconomic analysis, and optimization are studied. Exergoeconomic analysis 
is shown that the desalination system, sodium hypochlorite generator, carbon dioxide turbine, 
and natural gas turbine have the highest rate for the sum of capital gain and exergy 
destruction cost. For the first case of optimization, the total cost rate is considered as the 
objective function. The optimal inlet discharge rate of sodium hypochlorite generator was 
62% of the brine water outlet discharge rate of the desalination system. Plus, the total cost 
rate is reduced by 10% compared to the general case when 100% of brine water discharge 
rate of the desalination system enters into the sodium hypochlorite generator. The second 
case is multiobjective optimization to reduce costs and increase productivity. 

Keywords: CO2 power cycle; exergoeconomic; optimization; reverse osmosis desalination; 
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1. INTRODUCTION 

As it is clear, one of the crises facing humanity to survive is the scarcity of fresh water for 
consumption. We know that more than two‐thirds of the earth is made up of water, but 
unfortunately 94% of it is ocean and seawater that is salty and unpalatable. Only 3% of all 
water in the world is usable, often found in polar glaciers and terrestrial springs. As we have 
learned, the high potential of salt water in the world has made people think about sweetening 
this water and turning it into potable water.1-3 Kariman et al. explored a new type of industrial 
desalination equipment. It uses electrical energy to evaporate effluents and is environmentally 
friendly because of reclaimed wastewater. In this study, energy analysis was performed for 
the first time to identify important energy consuming equipment. Exergy analysis of the 
system showed that the most exergy destruction occurred in the boiler chamber and the 
central heat exchanger.4 They also studied different types of desalination systems and their 
governing equations, then modeled the energy consumption of the evaporation vacuum 
evaporation system with a brine tank and reported on the economic analysis results.5-13 
Ghaebi et al. investigated the thermodynamic modeling (including energy and exergy 
analysis) and the exogeochemical study of a power and hydrogen generation system includ-
ing an organic Rankine cycle and a proton exchange membrane electrolyzer driven by 
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geothermal energy, with different operating fluids (R245fa, R114, R600, and R236fa) to 
compare their effects on the performance of the payment system and used EES software for 
this purpose. Their results showed that the operating fluid R245fa has the highest energy and 
exergy efficiency, which are 3.11% and 67.58%, respectively. This fluid also has the highest 
cost savings, which is $11.54 and $4.921 per Gj for electricity and hydrogen, respectively.14 
Fontina Petrakopoulou et al. have investigated common exergy analysis and advanced exergy 
analysis for a hybrid power plant.15 Galindo et al. performed an advanced exergy analysis 
using an experimental data set for an organic Rankine cycle coupled with an internal combus-
tion engine. Their results show that although exergy analysis shows that exergy and boiler 
destruction rates are greater than expander, condenser, and pump, but advanced exergy 
analysis shows that expander, pump, condenser, and finally boiler are at the priority to 
improve equipment.16 Sohani et al. developed a model to determine the air properties of a 
product of indirect dew point cooler with cross‐flow heat exchanger and optimized it with 
neural network methods.17, 18 They also investigated direct and indirect two‐stage evaporative 
coolers and evaluated the impact of changes in parameters affecting different system 
performance criteria, including the output air conditions of each stage, cooling capacity, 
resource consumption and their ratio, and operating and initial costs.19, 20 Conducted an 
economic analysis of the diverse water conditions and electricity conditions around the 
world. It was found that when the air‐to‐inlet ratio of the second stage is increased, there is an 
equality of performance criteria, so it has an optimal value.21, 22 Also A. Abdalisousan et al. 
come up with a particle swarm in a new possible way. Optimization (PSO) was investigated 
to achieve economic optimization and in this study, the economic analysis of combined cycle 
power plants was performed using classical optimization. Then, external and economic 
algorithms and the effects of using three methods were compared and the analysis showed 
that the total cost of production in the unit of production is 2%, 3%, and 5% lower.23, 24 

2. DESCRIPTION OF THE SYSTEM 

Figure 1 provides a view of the model investigated in this study.  

 
Figure 1.A view of the model presented and investigated in this study  
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The model consists of geothermal energy sources, complexes of power generation, drinking 
water production, and sodium hypochlorite production. In the carbon dioxide generation 
cycle, the operating fluid in the steam generator receives its required heat from the geo-
thermal energy source. So reaches its supercritical state and, after generating power in the 
carbon dioxide turbine of this cycle, is condensed inside the condenser to enter the pump with 
the saturated liquid state. In order to absorb more heat from the steam generator, carbon 
dioxide enters the preheater before reaching the steam generator and after passing the pump 
to enter the steam generator at a higher temperature. In the preheater, water enters the heat 
exchanger at an inlet temperature equal to the ambient temperature. Since the carbon dioxide 
is at a temperature below zero, the water gives its heat to the carbon dioxide and cools itself. 
Thus, the operating fluid of this cycle enters the steam generator at a higher temperature. 
Now because carbon dioxide is condensed at a temperature lower than the ambient 
temperature, it needs a cold source or another fluid at a lower temperature. Low‐temperature 
LNG can be used as this cold source. Therefore, the operating fluid of LNG is pumped to the 
condenser in the carbon dioxide cycle in the LNG gasification complex, to absorb heat and 
condense carbon dioxide. The LNG operating fluid, passing through this complex, completes 
the gasification process and the output of the complex is natural gas. Its turbine is also used to 
generate power. So ultimately, by using this set of processes, the heat is released from the 
carbon dioxide cycle, and the power is generated in its turbine. Also, the gasification of the 
LNG is performed. In this model, all the net power generated by the turbines is converted into 
electrical power by the generators. The power generated is distributed with a specific ratio 
between reverse osmosis desalination and sodium hypochlorite generator. Depending on the 
power produced in the model and the amount of it is allocated to the desalination system. The 
inlet discharge of the desalination system and consequently, the number of pressure chambers 
will be determined. As mentioned before, the inputs of the sodium hypochlorite generator are 
concentrated brine solution and electrical power. On the other hand, the discharge output is 
the concentrated brine solution; this flow is considered as the input of the sodium hypo-
chlorite system. So the power required by this generator is supplied from the power output of 
the model. Also, the discharge flow of the desalination system has a high pressure which is 
equivalent to the pressure of the pumps minus the pressure drop in the complex. Therefore, 
this flow passes through the recovery turbine before it reaches the sodium hypochlorite 
generator and generates power. The generator also converts this power to electrical power 
and distributed along with the carbon dioxide power and LNG for use in the model. 

As mentioned, the inlet flow rate of the desalination system in this model is determined 
according to its input power. The input power of the sodium hypochlorite generator is also 
determined in terms of the discharge and its inlet flow concentration. The recovery turbine 
power generation is also dependent on the flow passing through it. The inlet flow discharge 
of the sodium hypochlorite generator and the discharge flow through the recovery turbine are 
also dependent on the discharge feeding flow of the desalination system. Thus, the percentage 
of desalination power consumption relative to generated power is dependent on the discharge 
of sodium hypochlorite generator, or desalination output. Therefore, the total product 
generated in this model is entirely dependent on the total net power generated by the CO2 and 
natural gas turbines.  

3. EXERGOECONOMIC ANALYSIS 

Exergoeconomic analysis is a combination of exergy analysis and economic concepts to 
provide a set of useful information on the cost of each flow necessary for optimal system 
design. 
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The modeling of the system and the exergy equations is fully described in Reference 25. For 
an economic review of the process, the capital cost is calculated for all components of the 
model. Equations (1) to (5) present the equations used to calculate the capital cost of the 
various components in the process.26  
  

         (1) 
 

     (2) 
 

   (3) 
 

        (4) 
 

       (5) 

Equation (1) is used to calculate the capital cost of all the heat exchangers in the model, 
where AHX represents the area of the heat exchanger.  

It is essential to use the concept of fuel and product to perform exergoeconomic analysis. For 
a control volume, fuel is the source of the exergy to produce the product and differs from that 
of real fuel such as natural gas, and so forth. The product is also the desired result produced 
by the fuel. Using the concepts mentioned above, the balance of exergoeconomic cost for 
each control volume (or component) can be in the form of Equation (6).  

Table 1 shows the exogeoeconomic balance for each process component along with the 
auxiliary equations.  
 

         (6) 
       

In Equation (6) and the relationships in Tables 1-4, is the investment cost rate and is 
calculated according to the relationship (7).  
 

             (7) 
  
where Z is the capital cost calculated in Equations (1) to (6). Also H is the sum of the annual 
working hours and is estimated to be 7,440 hours. Also φ is the maintenance factor and its 
value is 1.06. CRF is also the capital recovery factor and is calculated from Equation (8).  

          (8) 

In the above relationship, i represents the interest rate and its value is 10%. N is also the 
lifetime, with a value of 20 years.  
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Table 1. Exergoeconomic balance for process components  
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In Table 4, the values of  are unknown and their number is 32. There are also 32 unknowns 
in this table. Thus the basis of Table 4 is a system with 32 equations and 32 unknowns. It is 
possible to solve such systems in different software using coding (including MATLAB 
software).  

For comparison from the perspective of exergoeconomic analysis, several parameters have 
been defined. Three parameters of this type have been defined in Equations (9) to (11).  
 

                                                                                                                       (9) 
 

                   (10) 
 

                                                                                                                      (11) 
 
In Equation (9), rk is the relative cost difference for the kth component. This parameter 
indicates the difference between the average cost of products and fuel due to the destruction 
and cost of investment. In this relationship, cP, k and cF, k are respectively the average cost per 
unit exergy of product and fuel for the component k, and their values are obtained from 
Equations (12) and (13).  

                 (12) 
    

                 (13) 

In Equation (10),  is equivalent to the exergy destruction cost in the kth component.  

In Equation (11), fk is the exergoeconomic factor.  

Table 2 has provided the product cost of each component and the fuel cost of each 

component in Equations (12) and (13), for example, for any type of equipment used in 
the process.  
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Table 2. Product cost and fuel cost of some model equipment  
 

 
 
Also, the product cost rate is obtained from the exergoeconomic perspective for the whole 
process from the Equation (14).  
 

                   (14) 

4. OPTIMIZATION 

As described in previous sections, the discharge water output from the desalination system 
has higher concentration than the feed water of the system which is seawater and if it is 
discharged into the environment or into free waters, it can cause pollution and be harmful. 
Therefore, in this model, this highly brine water stream was used as the sodium hypochlorite 
generator input. But on the other hand, the usual discharge of this salty stream into the sea 
does not require much cost and power unless it incurs a large fine. 

Therefore, the question here is about the effectiveness of desalination discharge flow as a 
sodium hypochlorite generator input and its production in terms of economy and exergy. 
More precisely, what percentage of this saline discharge stream enters the sodium 
hypochlorite generator to minimize the total cost rate of the process, calculated from 
Equation (14).  

Optimization using single‐objective genetic algorithm by MATLAB software has been used 
in this study. In this optimization, the permissible range of decision‐making parameter, which 
is equal to the ratio of inlet discharge flow of sodium hypochlorite generator to discharge rate 
of outlet brine flow of desalination, is considered from 0 % to 100%. Also, a multi‐objective 
optimization is performed by MATLAB to reduce the cost rate and increase the efficiency by 
the multi‐objective genetic algorithm method. Multi‐objective genetic algorithm is one of the 
multi‐objective evolutionary algorithms and uses random and repetitive search to find 
optimal results. Figure 2 provides an illustration of the performance of multi‐objective 
evolutionary algorithms.26 
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Figure 2. Graph of multi‐objective optimization algorithm  

In this optimization it is attempted to have the lowest cost rate parameter of the whole 
process, obtained from Equation (14), and also to achieve the highest efficiency of this 
process.  

A number of parameters can be considered to consider the efficiency of the process, 
including the amount of potable water produced along with the amount of sodium hypo-
chlorite produced in the process, or the total power or net power produced in the process. But 
it should be noted that all of these values are strongly interdependent. So if it gets the maxi-
mum amount of net power generated by carbon dioxide turbine and natural gas turbine, then 
it will definitely have the highest amount of potable water and sodium hypochlorite 
production. And as a result, it will also have the highest power output from the recovery 
turbine. 

In this optimization, the sum of net power of carbon dioxide and LNG flow has been 
considered as the second objective function and is obtained from Equation (15).  
 

                                                                                       (15) 
 
This optimization has three decision parameters. These parameters are inlet temperature of 
carbon dioxide turbine, inlet pressure of carbon dioxide turbine, and inlet pressure of carbon 
dioxide pump. The range of variation of these parameters in optimization has been presented 
in Equations (16) and (17), respectively.  
 

                                                                                                                (16) 
 

                   (17)                         
                                                                                                                                       

                                                                                                                (18) 
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4.1. The assumptions and conditions of the model for simulation 

In order to model the process presented, assumptions are applied to simplify the problem. 
These assumptions are as follows:  

 The system is examined under stable conditions. 
 Heat transfer between the environment and system components is neglected. 
 The pressure drop inside the transmission pipes is ignored. 
 Kinetic energy and potential are neglected in all processes. 
 The pressure drop in all heat exchangers is 2%. 
 The carbon dioxide and LNG fluids in the proposed cycle have a saturated liquid state 

at the pump inlet. 

For numerical modeling of the proposed system, the desalination water input conditions has 
been based on Bushehr city data in May 2007. Table 3 presents the modeling requirements of 
the desired process.  

Table 3. Modeling of the desired process25, 26  
 

 



10 
 

 

 
 

5. RESULTS 

This section presents the results obtained from exergoeconomic analysis and optimization. 

After performing exergoeconomic analysis, the product cost and fuel cost of each component 
are calculated and then we can calculate the parameters of the exergoeconomic analysis 
factor evaluation, the cost of exergy destruction, and the cost difference ratio. These values 
have been presented in Table 4.  

Considering the thermoeconomic evaluation criteria for designing a thermodynamic system, a 
great deal of attention needs to be paid to the component that has higher sum of the capital 
cost rate and the cost of exergy destruction.26 According to Table 4, this sum is highest for 
sodium hypochlorite generator, condenser, carbon dioxide turbine, and heaters, respectively. 
As such, these components are of the most importance from the exergoeconomic point of 
view.  

Preheaters, condensers, pumps in the LNG stream, carbon dioxide turbine generator, and 
natural gas turbine generator have the lowest exogenous factor. This indicates that the costs 
associated with these components are almost exclusively related to the cost of exergy 
destruction. Represents the relative cost difference, which is due to the investment cost and 
exergy destruction costs. This parameter is preferred to be low. The f and r parameters for 
desalination system are large. So if the capital cost for this component is reduced, its 
effectiveness on improving the total cost of the system will be large.  
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Table 4. Cost of exergy destruction and the cost difference ratio 
 

 

5.1. Presentation of optimization results 

According to the results obtained in the previous sections, the power consumption of sodium 
hypochlorite is higher than the desalination power consumption and also higher exergy 
destruction cost, its input value can be controlled. Considering the reduction in total cost rate 
as the objective function and the percentage of desalination discharge water that enters the 
sodium hypochlorite generator as the decision parameter in a single‐objective optimization, 
the sodium hypochlorite generator discharge rate for the optimal state will be 62% of the 
outlet discharge rate of brine water of the desalination system. The total cost rate before this 
optimization is 145,470 $/year and after that optimization is 130,360 $/year. Therefore, this 
optimization reduces the total cost rate by 10%. 

The second optimization is a two‐objective optimization with objective functions of total cost 
rate and total net power generated from carbon dioxide cycle and LNG flow. The goal is to 
minimize total cost and maximize net power generation. Increasing the net power output in 
this model also results in increased freshwater production and also the sodium hypochlorite 
generator. The results of this optimization have been presented in 20 different cases in Table 
5 and Figure 3, which represent the Pareto diagram of this optimization.  
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Table 5. Results of this optimization  
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Figure 3. Pareto diagram of two‐objective optimization  

Figure 3 has presented the numbers corresponding to the net power generation with negative 
sign. The reason for this is that for multi‐objective optimization by genetic algorithm based 
on MATLAB software, the goal of optimization is to minimize all input objective functions. 
Consequently, when the goal is to maximize the parameter as the objective function, this 
parameter must be entered negatively into the algorithm. Therefore, in these results, we 
consider the absolute values of the values shown in the Pareto diagram.  

6. CONCLUSION 

In this study, exergoeconomic and optimization analyzes were performed for a model for 
seawater desalination and cogeneration of sodium hypochlorite. The power required in this 
model was provided by the organic carbon dioxide power cycle and the liquefied natural gas 
gasification cycle for the conversion of liquefied natural gas and heat capture from carbon 
dioxide. Geothermal energy was also used as the heat source of the carbon dioxide cycle. 

In this model, the generators of sodium hypochlorite, condenser, carbon dioxide turbine, and 
heater generate the most cost for the system. Most of the condenser costs are related to its 
exergy destruction, and on the other hand, much of the exergy destruction is inevitable and 
cannot be recovered. It is therefore advisable to consider the other components listed above to 
improve costs. In this model, if we consider the cost of discharging saline water out of the 
freshwater into nature as negligible, by transferring 2% of this water to the sodium 
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hypochlorite generator and discharging the remaining 2% after passing the recovery turbine 
to the sea, we will have a 5% reduction in the total cost rate, which is optimal.  

Nomenclature 
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