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a b s t r a c t

More than ever before, the world is nowadays experiencing increased cyber-attacks in all areas of our
daily lives. This situation has made combating cybercrimes a daily struggle for both individuals and
organisations. Furthermore, this struggle has been aggravated by the fact that today's cybercriminals
have gone a step ahead and are able to employ complicated cyber-attack techniques. Some of those
techniques are minuscule and inconspicuous in nature and often camouflage in the facade of authentic
requests and commands. In order to combat this menace, especially after a security incident has
happened, cyber security professionals as well as digital forensic investigators are always forced to sift
through large and complex pools of data also known as Big Data in an effort to unveil Potential Digital
Evidence (PDE) that can be used to support litigations. Gathered PDE can then be used to help in-
vestigators arrive at particular conclusions and/or decisions. In the case of cyber forensics, what makes
the process even tough for investigators is the fact that Big Data often comes from multiple sources and
has different file formats. Forensic investigators often have less time and budget to handle the increased
demands when it comes to the analysis of these large amounts of complex data for forensic purposes. It is
for this reason that the authors in this paper have realised that Deep Learning (DL), which is a subset of
Artificial Intelligence (AI), has very distinct use-cases in the domain of cyber forensics, and even if many
people might argue that it’s not an unrivalled solution, it can help enhance the fight against cybercrime.
This paper therefore proposes a generic framework for diverging DL cognitive computing techniques into
Cyber Forensics (CF) hereafter referred to as the DLCF Framework. DL uses some machine learning
techniques to solve problems through the use of neural networks that simulate human decision-making.
Based on these grounds, DL holds the potential to dramatically change the domain of CF in a variety of
ways as well as provide solutions to forensic investigators. Such solutions can range from, reducing bias
in forensic investigations to challenging what evidence is considered admissible in a court of law or any
civil hearing and many more.
© 2019 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Technological revolutions, computer integration and the ad-
vancements in the Internet witnessed after the industrial revolu-
tion has become a staple and a sensation in all aspects of our daily
lives as expressed by Refs. [1,2]. Apart from that, human beings
have become dependent on Information and Communication
Karie), victor.kebande@mau.

r B.V. This is an open access article
Technology (ICT) and digital devices given that the advantages that
come with these devices have helped to shape our societies. This
has been realised due to the constant presence of digital informa-
tion and a change that has been witnessed with the way human
beings think and act [3].

Moreover, most of the computer integration techniques have
seen the emergence of many computing disciplines which have
brought about effectiveness. One notable area that has changed the
perception of computer behaviour and how machines operate is
the discipline of Deep Learning (DL) which is a subset of Artificial
Intelligence (AI). DL makes it possible for multi-layered neural
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networks to be applied in tuning machines in order to accomplish
some desired tasks [4]. Actually, DL has been visualized as a state of
the art approach that is able to deliver many accurate inferences,
which have also changed the way intelligent decisions are made by
computers [5]. Nevertheless, Cyber Forensic Science (CFS), which is
a scientific process of investigating as well as excavating and
proving facts in a court of law or civil hearing has seen a lot of di-
versifications and many techniques have been used in incident
detection approaches [6,7]. As a result, this research tries to explore
the dynamics of diverging DL cognitive computing techniques into
Cyber Forensics (CF) in order to realise effectiveness.

In the end this research aims to device a suitable generic
framework or approach through which DL cognitive computing
concepts and techniques can be integrated into Cyber Forensics (CF)
in order to realise effectiveness during forensic investigation using
machine learning approaches. The contribution of this paper is
thus, a framework for diverging deep learning cognitive computing
techniques into cyber forensics.

The reminder of this paper is structured as follows: Section 2
covers the background while Section 3 handles the related work
on Deep Learning and Cyber Forensics. After this, Section 4 presents
an overview of the proposed DLCF Framework. Finally the paper
concludes in Section 5 and make mention of the future work.

2. Background

This section presents a background study of the following areas:
Cyber Crimes, Cyber Forensics and Deep Learning.

2.1. Cyber Crimes

The cyberspace is considered a domain worth exploring and
investigating after land, sea and air [8]. This is mainly because of the
sporadic increase in cyber-crimes and cyber-criminals [9]. The in-
crease in cybercrimes has been necessitated by the growth in
technology and the Internet. According to Ref. [10]; the globally
cybercrime damages are predicted to cost $6 trillion by the year
2021. However, between 2016 and 2018 it was the most reported
crime [11]. Information security timelines and statistics have
shown that cybercrime is the major motivations of attacks which
accounts to 81.7% as shown in Fig. 1.

Microsoft has also unearthed that, an attacker is able to reside in
a network for an average of 146 days before detection [12]. This
shows that cybercrime attacks are most prevalent in a network
which is also a domain that forms a big part of the cyberspace. In
Fig. 1. Major motivation of attacks (Source: Hac
addition, cybercrime can come in many forms or an adversary can
use different techniques. Sahu et al. [13] has classified cybercrime
using the following techniques: Hacking, child pornography, cyber-
stalking, DDoS, virus dissemination, software piracy, IRC crimes,
bots, credit card fraud, phishing, etc. In the recent times, cybercrime
has been regarded as an international problem which has some
special challenges and can be perpetrated by state or non-state
actors [14]. Research by Ref. [15], however, has shown that data
mining techniques can be used to identify cyber-based attacks. For
example, clustering techniques can be used in finding patterns
amongst log files and/or records in the case of a forensic investi-
gation. This therefore, has led the authors in this paper into pro-
posing a way of diverging DL cognitive computing techniques into
cyber forensics hence the birth of the proposed DLCF Framework
which is discussed later in this paper. The next section briefly ex-
plains cyber forensics.

2.2. Cyber forensics

According to Ref. [7], Computer Forensics (CF) is a sub-domain
or a field in computer security that makes use of software tools
and some pre-defined procedures for purposes of extracting and
examining a computer system. In this exercise computer-related
crime evidence is extracted and then presented to a court of law
for criminal or civil proceedings. In order for CF processes to be
accepted, certain criteria that satisfies comprehensiveness,
authenticity and objectivity of evidence has to be followed. Prior to
this, CF systems could be able to allow the collection, extraction and
analysis of digital evidence. A CF model presented by Ref. [16]
shows how evidence can be extracted based on the following
phases: Expressing Evidence, Analysing Evidence, Abstracting Evi-
dence, Fixing Evidence and Discovering Evidence. Based on this, it
is important to note that in computer forensics, data recovery is the
most paramount process which in most cases can be conducted by
forensic software like Encase and FTKs. A research paper by Ref. [17]
also reveals that a forensic report should be able to show important
facts like where the evidence captured was stored, who obtained
the evidence and what happened to that evidence. These are
important facts that underlie the CF techniques and processes.
Because of the nature and complexity of the data that investigators
have to analyse as stated earlier, errors might be introduced when
this process is handled manually. For this reason bringing DL
cognitive computing techniques into cyber forensics like data
mining which can be used to identify cyber-based attacks and
clustering which can be used in finding patterns amongst log files
kmageddon, (2018), Cyber Attacks Statistics).
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and/or records can enhance the forensic process and help in
reducing bias in forensic investigations. This can further help in
challenging what evidence is considered admissible in a court of
law or any civil hearing. DL concepts are further explained in the
next section.

2.3. Deep learning (DL)

Abbas [18] presents Deep Learning (DL) as an Artificial Intelli-
gence (AI) function that is able to imitate the techniques of the
human mind in processing. It mainly comprises of machine
learning techniques that are used to represent facts. Notably Wu,
Yu, Huang & Yu [19], highlights that DL is a recent development in
AI that is able to be applied in multiple fields. Additionally, DL uses
tools like Restricted Boltzman Machine (RBM), Auto-encoder and
Convolutional Neural Network (CNN) [20] which are able to show
superior performance when it comes to supervised learning tasks.

Besides being the most popular research area in machine
learning, DL has come out as a scientific field that is able to offer fast
processing of huge amount of data during network training. This is
another reason that motivated the concept of bringing DL cognitive
computing techniques into cyber forensics as a way to help in the
analysis of huge amount of data during a forensic investigation
process. Wang and Pei [21] also highlighted that it is possible for a
Deep Neural Network (DNN) to be able to unearth visual patterns
through robust learning and also huge volume of data sets. This
means that DL has the ability, when used in CF, to unearth relevant
PDE from Big Data as and when required by investigators. Some of
the relevant related work as sampled by the authors for this paper
is presented in the section to follow.

3. Related work

There exists a lot of research in Deep Learning; however, the
authors acknowledge the following studies that have played a
significant role in this current study.

A paper by Ref. [22] discuss the role that machine learning can
play in computer forensics as well as the areas of computer fo-
rensics where machine learning techniques have been used until
now. Their paper though did not specifically address the concepts
of diverging DL cognitive computing techniques into cyber foren-
sics as is the case presented in this paper. In another research, Bhatt
& Rughani [23] explains how machine learning can be used in
digital crime and its forensic importance, setting up an environ-
ment to train artificial neural networks and investigate as well as
analyse data to find artefacts that can be helpful in any forensic
investigation.

Dilek, Çakır & Aydın [24] in their paper argue that cyber in-
frastructures are highly vulnerable to intrusions and other threats.
Physical devices and human intervention are not sufficient for
monitoring and protection of these infrastructures; hence, there is
a need for more sophisticated cyber defence systems that need to
be flexible, adaptable and robust, and able to detect a wide variety
of threats and make intelligent real-time decisions. They then
present advances made in applying Artificial Intelligent (AI) tech-
niques for combating cybercrimes, as well as detection and pre-
vention of cyber-attacks.

Finally Mitchell [25] in his article, talks about how useful AI
might be when used in digital forensics and this gave the authors a
motivation and a research focus worth exploring with themain aim
of proposing a framework for use in cyber forensic investigations.
While the above mentioned research studies remains useful and
insightful, none of these studies was focused on a framework
specifically meant for diverging DL cognitive computing techniques
into Cyber Forensics as presented in this paper. However, we highly
acknowledge the contribution made by the above-mentioned au-
thors. The next section presents an overview of the proposed
framework.

4. Deep learning cyber-forensics (DLCF) framework

As a contribution into the field of cyber forensics, this section
presents a framework for diverging deep learning cognitive
computing techniques into cyber forensics here after referred to as
the DLCF framework. The goal of the DLCF framework is to show the
abilities and capabilities that DL can bring into the field of cyber
forensics. This framework is explained using diagrams at a more
generic level as shown by Figs. 2e4 in the sections to follow. Being a
generic framework the details of the deep learning algorithms are
not discussed in details in this paper except where specific exam-
ples are given. Fig. 2 represents the high-level view of the frame-
work while Fig. 3 shows the different phases of the framework and
finally Fig. 4 represents the detailed framework of all the proposed
phases.

4.1. High-level view of the DLCF framework

The high-level view of the proposed framework is organized
into five layers labelled 1 to 5 as shown in Fig. 2. The layers include:
Initialization Process, Potential Digital Evidence (PDE) Data Sources
Identification, Deep Learning Enabled Cyber Forensic Investigation
Engine, Forensic Reporting and Presentation, and finally Decision
Making and Case Closure.

Each of the highlighted individual layers in Fig. 2 has been
explained in detail using Fig. 3 in the sub-sections to follow. Note
that the Deep Learning Enabled Cyber Forensic Engine is further
divided into four different phases as shown in Fig. 3. This layer is
labelled 3 and is explained separately using a detailed diagram in
Fig. 4.

4.1.1. Initialization Process
This process as shown in Fig. 3 is the starting point of the digital

investigation process and handles the first response of the incident.
The initialization process thus deals with the procedures of initi-
ating an investigation whenever an incident is detected. This is
mostly a post-event response mechanism and includes first
response after incident detection, planning and preparing a digital
investigation process. Because of the nature of the activities
involved in this layer, machine learning techniques can be appro-
priate for planning and scheduling the first responders’ tasks. For
example, dimension reduction algorithms can be employed to
reduce the number of variables a first responder has to consider
before finding the exact evidence information required. This will
help solve the incomplete or inconsistency of manual activities at
this stage which eventually makes the execution of the planned
tasks very difficult.

4.1.2. PDE Data Sources Identification
As stated by Ref. [26], in the case of a cybercrime, there exist

different types of PDE that can be captured. However, capturing
evidence from an unreliable data sources can make it hard for such
PDE to be considered for inclusion in any legal argument leave
alone for the forensic analysis process itself. For this reason, it is
important that investigators identify reliable sources and/or the
origin of each of the different types of PDE at hand before the
analysis process begins. In this paper as mentioned earlier, it is
worth noting also that the forensic data sources may include but
not limited to: all digital devices, social media, internet search
engines, e-commerce platforms, online cinemas, video footage,
smart sensors among other sources. The absence of PDE data



Fig. 2. High level view of the proposed DLCF framework.

Fig. 3. Phases of the deep leaning enabled cyber forensic investigation process.
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sources my complicate the evidence analysis process.
This stage can benefit from clustering techniques, which can be

used to find patterns amongst evidence from different records. This
is backed up by the fact that, clustering algorithms have the power
to group sets of similar data based on defined criteria. It can also
allow segmentation of evidence data into several groups and per-
forming analysis on each data set to find matching patterns. Such
algorithms can also help determine, for example, the existence of
relationships between different available data sources as well as
identify the reliability of evidence data sources.
4.1.3. Deep learning enabled cyber forensic investigation engine
This layer is meant to handle the Investigative Process. The

phases integrated in this layer include: evidence acquisition, evi-
dence preservation, evidence analysis and finally evidence inter-
pretation. Based on the [27]; the evidence acquisition process is
concerned with gathering PDE. In most cases, the acquisition pro-
cess starts with the collection of the most fragile or most easily lost
evidence. In some instances, special consideration is also given to
evidence or objects which need to be moved into a location away
from the crime scene. This is then followed by evidence preserva-
tion which has been deemed as one of the extremely important
tasks in any investigation process.
However, investigators need to observe all the evidence pres-

ervation protocols, depending on the type of evidence at hand
before analysis begins. The evidence analysis process is considered
a complex process and is meant to provide easiness for digital
forensic experts as well as helps jurists’ in making accurate de-
cisions. Decision may however be based on how the evidence was
interpreted. The evidence interpretation is often required to ensure
the evidential weight of recovered digital evidence is clear to all
parties involved. Anyone assigned with the task of evidence inter-
pretation after analysis must be competent to do so and be onewith
sufficient training and knowledge to undertake this task. This
Investigative Process layer is where the DL algorithms play a major
role. Whatever the choice of algorithms used, they are basically
meant to have the ability to handle evidence acquisition, evidence
preservation, evidence analysis and finally evidence interpretation
which is explained in details in section 4.2.
4.1.4. Forensic Reporting and Presentation
Once the Investigative Process is complete, a forensic report is

inevitable. This report is what is then presented to the different
stakeholders. This layer can benefit from classification algorithms.
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N.M. Karie et al. / Forensic Science International: Synergy 1 (2019) 61e67 65
This is because, in classification the algorithms have the ability to
draw a conclusion from observed values and determine to what
category new observations belong. Allowing DL algorithms to assist
in producing the forensic report can help save time andmoney. The
forensic report should be such that it is comprehensive and ad-
missible for presentation in any court of law or legal proceedings. In
the case of this paper, the report may include but not limited to:

� A detailed analysis of all the PDE captured.
� Proof and justification of all sources of each captured item of the
evidence.

� A detailed descriptions of each captured item of evidence and
how it was preserved

� Links and relationships that exist between sources and evidence
captured

� Detailed descriptions of the intentions of the attacker to the
targeted victims

� Explanations on the effects of the attack to the targeted victims
� And any other relevant information to the investigation at hand
4.1.5. Decision making and case closure
Finally, the last layer handles decision making and case closure.

This phase is not automated as decisions are to be made by either
the jury or any law enforcements agencies based on existing re-
ports. The jury and the law enforcement agencies in most cases are
human beings hence the inability to fully automate this phase.
Based on the investigation findings as presented in the forensic
report, this step may also include information supporting or
refuting some hypothesis presented ormade in the report or during
investigation.

More details of the deep learning enabled cyber forensic
investigation engine are explained using an all-inclusive and
detailed view of the proposed DLCF framework as shown in Fig. 4.
4.2. All-inclusive detailed DLCF framework

In this section the authors present an all-inclusive detailed DLCF
framework which is an extension of the initially presented high-
level framework shown in Figs. 2 and 3. In this section however,
the focus is made on the Deep Learning Enabled Cyber Forensic
Investigation Engine only labelled 3 in Fig. 3. This is because the
other layers remain as explained earlier on. The details of the
phases under the deep learning enabled cyber forensic investiga-
tion engine are thus as explained in the sub-sections to follow.
4.2.1. Evidence collection/acquisition
This layer is intended to handle forensic evidence acquisition as

shown in Fig. 4. With the increased volumes of data, forensic evi-
dence acquisition has become a challenging task. Different
methods are employed not only to access a potential evidence
source but also the type of evidence acquisition that can be un-
dertaken. This implies that one has to have a clear understanding of
the manner and type of acquisition that can be done. To reduce
errors in acquisition, data mining algorithms can be used to dig
deep into data and extract specific artefacts based on a specific
criterion. Besides, association algorithms can also be used to
discover the probability of the co-occurrence of evidence data
within Big Data sources. This is because such algorithms are better
at applying models on large data without tiring or complaining of
repetitive tasks. However, one must note that any DL algorithm
implemented at this point should be such that it can acquire the
original digital evidence in a manner that protects and preserves its
integrity. This is because, by its very nature, digital evidence is
fragile and can be altered, damaged, or destroyed by improper
handling.
4.2.2. Evidence storage/preservation
In this layer the main aim is to deal with the way evidence is

stored or preserved. Forensic evidence preservation is critical in all
forensic investigations, more especially in an investigation that
may result in criminal charges. This is because; well preserved
evidence can help investigators and law enforcement agents
especially when the actions of the first responder may be subject to
reviews. Therefore, forensic evidence preservation should be the
top priority of those entrusted with gathering and collecting evi-
dence. If evidence is not properly preserved, it may be contami-
nated or destroyed especially when manual intervention are
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involved as many unintended errors can be introduced. In addition
evidence not properly preserved prior to forensic analysis may
deteriorate, destroying or devaluing it as a source of information
[28].

For this reason automating this process with the help of DL al-
gorithms can save an investigator from unnecessary human errors.
The DL algorithms used in this layer should be such that they
cannot change or alter the PDE as well as employ a variety of evi-
dence preservation protocols up to and until when the investiga-
tion is over. This though depends on the type of evidence being
analysed.

4.2.3. Evidence analysis
As described by Ref. [29], analysis of the PDE involves the use of

a large number of techniques to identify digital evidence, recon-
struct the evidence if needed and interpret it, in order to make a
hypothesis on how the incident occurred, what its exact charac-
teristics are and who is to be held responsible. This makes evidence
analysis to be a very complex process. With the use of Deep Leaning
algorithms such as Classification, Prediction as well as the “K
nearest neighbours” the complexity of the entire process can be
reduced to manageable levels by allowing machines to interact
with the evidence. In addition, classification and/or regression can
also be used, for example, in spam filtering as well as fraud
detection. The outcome of the analysis process should be such that
it is relevant, timely, high-quality, and understandable by the
different stakeholders. This process also allows for evidence inte-
gration and linking as well as establishing relationships using the
DL algorithms.

4.2.3.1. Integration and linking. Integration and linking between
the available evidence can reveal existing relationships between
the evidence and the attacker or targeted victim. Based on the
crime committed it is possible that some of the digital evidence
captured may have little or no links to either the attacker or the
targeted victim. With the help of DL algorithms such as clustering
and classification, it is possible to draw these links automatically
based on the weight, validity, reliability and the inferences drawn
from the PDE itself.

4.2.3.2. Establishing relationships. In the end it should be possible
for investigators to establish existing relationships between the
PDE with the crime scene. This in most cases reveals any links
between the captured evidence and the crime committed. Allowing
classification algorithms to handle this process automatically will
also help reduce human errors as well as save time and money
during forensic investigations. This layer may also be used to find
relationships between any captured PDE with other evidence or
previously captured evidence.

4.2.4. Evidence interpretation
For any investigator to realise any value from availed PDE, its

interpretation becomes very crucial. This backed up by the fact that,
accurate interpretation of forensic evidence adds value to the
investigation process and assists the court. Thus, DL has the po-
tential to dramatically change the way investigators interpret evi-
dence using algorithms such as classification, clustering among
others and provide solutions to cybercrimes.

4.2.5. Concurrent processes
As stated in the [27], this part is meant to handle the processes

that should be applied throughout the investigation process. This is
because; such processes are applicable to many other areas during
an investigation process. Such processes may not necessarily be
automated but play a very important role in the entire investigation
process. This is captured by Ref. [30] in their paper that docu-
mentation as a concurrent process is applicable to all processes
within the digital forensic investigation process, since all tasks
carried out during the entire investigation process should be
thoroughly documented.

5. Conclusion and future work

In this paper, the authors have discussed the concepts of
diverging Deep Learning Cognitive Computing Techniques into
Cyber Forensics. The authors presented this using the DLCF
framework described in Section 4. With the current trends of
innovative technologies, new ways and techniques will always be
needed to deal with different incidences. It is, therefore, important
to build frameworks with the capability to help in forensic in-
vestigations as well as support the forensic community. DL has
been employed inmany disciplines hence the need to incorporate it
to Cyber Forensics as well.

Finally, having pointed out the details of the DLCF framework,
this research therefore, mentions future work that will involve the
development of a prototype that can possible automates some if not
all of the different phases mentioned in the proposed framework
with the help of DL algorithms. The focus of this prototype will be
on how DL cognitive computing techniques can be used to help
digital forensic investigators to manage the investigation process.
More research also needs to be conducted to improve the DLCF
framework proposed in this paper as well as spark further discus-
sion on the development of new digital forensic techniques.
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