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Abstract

The rapidly increasing dependency on use of clouds results in Cloud Service Providers

(CSPs) having to deal with high cloud services demands. To meet these demands, CSPs

take advantage of virtualization technology to provide a seemingly unlimited pool of com-

puting resources. This technology consolidates multiple instances of Virtual Machines

(VMs) into the same Physical Machines (PMs) and share physical computing resources.

To guarantee customer satisfaction, CSPs need to ensure optimized cloud environment

that provides good Quality of Services (QoS) which conform to the performance levels

stipulated in Service Level Agreements (SLAs). However, vulnerabilities associated with

virtualization make it difficult to ensure optimization, more especially in multi-tenant

clouds. In multi-tenant clouds, there are possibilities of consolidating VMs belonging to

adversary users into the same PMs. This promotes inter-VM attacks that take advantage

of shared resources to either spy, disrupt or corrupt co-located VMs. With this regard, it

is important to consider placement of VMs in a manner that minimizes inter-VM attacks.

This placement must, however, ensure initial objectives of providing good QoS.

The aim of this study is to implement a VM placement algorithm that reduces ar-

chitectural vulnerabilities brought by multi-tenancy while observing optimization objec-

tives. It focuses on currently available VM placement algorithms and evaluates them to

identify the algorithm that assumes highest optimization objectives. The identified VM

placement algorithm is further augmented with security features to implement Optimized

Security-aware (O-Sec) VM Placement algorithms. CloudSim Plus is used to evaluate

and validate the implemented O-Sec VM placement algorithms. The evaluations in this

study show that O-sec VM placement algorithm retains optimization objectives inherited
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from the identified VM placement algorithm. This is an algorithm that is augmented

towards O-sec VM placement algorithm.

Keywords: Cloud Computing Security, Optimized VM Placement Algorithms, Security-

aware VM Placement Algorithms.
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“In a virtualized environment, the security level of the entire system is

the same level as the security of the weakest virtual machine.”

Mazhar Ali, Samee U Khan and Athanasios V Vasilakos (2015)
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Chapter 1

Introduction

Cloud computing is a specialized distributed computing paradigm that has seemingly

unlimited pool of computing resources. It provides on-demand computing services such

as pay-as-you-use storage, online applications and processing activities [9]. The cloud

computing services are accessed through the internet using tools such as browsers and

Application Programming Interfaces (APIs) [4]. These services gained popularity over

the past recent years due to their convenience and ease of use. This popularity is in-

fluenced by several factors which include, among others, reduced costs of hiring readily

available computing resources [28]. In addition, the little effort required for cloud end-

users to set-up and get ready to use cloud resources also contribute to the popularity

of this paradigm. Due to these factors, there are rapid migrations of computing activ-

ities from traditional use of desktops and server rooms into the cloud. In the cloud,

‘secure’ locations are provided to host applications and synchronize data generated by

inter-connected electronic devices such as cellphones, tablets and laptops [17].

In recent years, there has been a rapid increase in the dependency on cloud com-

puting services by both individuals and corporate world. For example, individuals make

use of cloud applications to store their personal information such as videos, photos, and

other important documents [17]. These applications include, among others, YouTube,

Flickr and Dropbox. Similarly, organizations migrate their critical applications from

their datacentres into the cloud. In addition, these organizations also make use of online

applications such as Google Apps and Microsoft Office 365 that are provided by third

1
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Chapter 1. Introduction 2

party Cloud Service Providers (CSPs) [1]. In all these cases, CSPs need to ensure good

Quality of Services (QoS) to allow acceptable application performances. This includes

access to applications and other cloud resources upon request and with acceptable re-

sponse times. That is, access to these applications and cloud resources need to meet

expected minimum performance levels stipulated in the Service Level Agreement (SLA)

[4].

The rapid growth and dependency on the use of cloud services has resulted in the

need for bigger cloud datacentres. As mentioned, cloud applications and inter-connected

electronic devices generate massive amounts of data that need to be stored in the cloud

[17]. Due to the massively increasing amounts of data, CSPs incur high costs of buy-

ing expensive infrastructure in order to provide seemingly unlimited pool of computing

resources. These infrastructure include, among others, high capacity servers, storage

devices and high capacity network devices [28]. They also experience additional costs of

administration and maintenance of these infrastructure. In order to sufficiently maintain

provisioning of cloud services, these CSPs need to find ways to reduce costs of running

cloud datacentres.

CSPs make use of technology called virtualization to successfully provide a seemingly

unlimited pool of computing resources at lower costs. Through virtualization, multiple

instances of operating systems run within the same Physical Machine (PM) [29]. They

share computing resources such as CPU, memory and storage. To reduce costs, for exam-

ple, virtualization consolidates Virtual Machines (VMs) into fewer number of PMs and

switch off idle PMs [48]. This minimizes energy consumption within cloud datacentres

and therefore reduces running costs. Virtualization also allows full utilization of com-

puting resources within cloud infrastructure [49]. Consequently, there is a higher return

on investment in the use of resources as compared to traditional computing where one

operating system and/or application resides within one PM. However, some challenges

are caused by the consolidation of VMs into the same PMs. These challenges include

possibilities of over-utilization of computing resources due to variations of workloads

within VMs [48]. This normally results in performance degradations of cloud services.

In order to maintain good QoS, virtualization allows dynamic assignment and reassign-

ment of VMs based on their resource requirements [11]. In this case, VMs are migrated
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Chapter 1. Introduction 3

from over-utilized PMs into those with enough resources to host them.

Virtualization uses software commonly known as a hypervisor to successfully host

multiple VMs within the same PMs. This software provides an abstraction of the un-

derlying hardware to mimic the actual PM environment [32]. It uses ‘containers’ to host

multiple instances of operating systems. In principle, hypervisors provide full isolation

between VMs residing within the same PM. However, this isolation is only logical and

therefore is easily broken in practice [25]. This breakage is caused by number of known

vulnerabilities such as undesired co-location of VMs.

In summary, CSPs experience high costs of construction, maintenance and admin-

istration of large cloud computing datacentres. In order to sustain provision of the

seemingly infinite pool of computing resources, CSPs need to optimize the cloud en-

vironment. That is, to reduce costs of running datacentres while providing good QoS

that satisfies paying customers. To achieve these, CSPs make use of virtualization as

one of their measures. They consolidate VMs into less PMs to reduce energy consump-

tion costs. This consolidation, however, compromises the security of VMs within the

cloud infrastructure. It normally results in undesired co-locations that lead to security

risks. There are on-going research efforts that attempt to minimize these security risks.

Among them are those that securely place VMs within cloud infrastructure to avoid un-

desired co-locations. These research efforts modify hypervisor schedulers (VM placement

algorithms) to allow placement of VMs that suit particular security objectives. These

objectives include isolation of VMs belonging to adversary users [2], and separation of

VMs based on their security levels [76].

Although security objectives reduce risks brought by virtualization, they also in-

troduce other cloud specific challenges. These cloud specific challenges are those that

jeopardize optimization objectives observed in cloud computing, i.e. the increased costs

of running cloud datacentres [20]. In general, there is normally a trade-off between opti-

mization and secure placement of VMs within the cloud. That is, the highly optimized

cloud normally has limited security objectives and vice-versa. In order to bridge the gap,

this research endeavors towards the notion of optimized security-aware VM placement

algorithm. This is a VM placement algorithm that considers both security and opti-

mization objectives in its placement strategy. In order to minimize the security risks,
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this VM placement algorithm firstly minimizes undesired co-location of VMs within the

PMs. It achieves this by placing VMs of different vulnerability levels into different PMs.

Secondly, the algorithm separates VMs belonging to adversary users to avoid possible

inter-VM attacks. The optimization objectives observed are traffic cost minimization

and energy consumption minimization.

1.1 Thesis Statement

Based on the introduction discussed in this chapter, the main claim of this research is

formulated as follows:

Both security and optimization objectives can be observed in implementation of VM

placement algorithms.

1.2 Problem Statement

Initially, VM placement algorithms focused solely on optimization of cloud services. They

observed optimization objectives such as; power consumption, load balancing, response

time, resource utilization, and SLA violations. These took advantage of virtualization

to consolidate multiple VMs into fewer number of PMs. However, this consolidation

of VMs introduced cloud specific vulnerabilities. These vulnerabilities include, among

others, co-location of VMs belonging to adversary users. Failure to counter for these vul-

nerabilities results in compromise on confidentiality, integrity and availability of VMs. In

order to minimize these vulnerabilities, some research efforts introduce security aspects

in placement of VMs. These security-aware VM placement algorithms strive to reduce

risks brought by cloud specific vulnerabilities. However, most of the currently available

security-aware VM placement algorithms focus solely on security. They do not consider

optimization objectives that were initially observed. Based on all these, it is concluded

that there are two types of VM placement algorithms. These are VM placement algo-

rithms that focus on optimization and those that focus on security. So, is it possible

to implement a security-aware VM placement algorithm that takes into consideration

optimization objectives that guarantee good QoS at reduced costs and without violating
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SLA?

The aim of this study is to implement an optimized security-aware VM placement

algorithm. This algorithm will take into consideration both security and optimization

objectives. It will ensure secure placement of VMs to minimize some of the currently

available security risks available in cloud infrastructures. In addition, it will also ensure

good QoS at reduced costs and without violating the SLA.

1.3 Research Questions

The problem statement is addressed by answering this main research question:

How can an optimized security-aware VM placement algorithm be designed, developed

and implemented without jeopardizing optimization objectives that ensure good quality of

services, at reduced costs and without violating SLA?

To successfully achieve the aim of this study, this research needs to answer fundamental

questions that arise as sub-problems:

• How is cost reduction and QoS achieved in implementation of VM placement algo-

rithms?

This requires thorough literature review of currently implemented VM placement algo-

rithms. It further requires identification and in-depth study of VM placement algorithms

that strive towards providing good QoS and/or minimizing costs. This include studies

on challenges associated with cost reduction and QoS objectives.

• How can cost reduction and QoS be integrated into security-aware VM placement

algorithms?

In order to successfully implement VM placement algorithm that include cost reduction,

QoS and security, a particular approach needs to be identified.

• What are security requirements for optimized security-aware VM placement algo-

rithm?
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This also requires literature review of currently available security risks in cloud comput-

ing. It further requires identification of vulnerabilities that introduce these risks. These

will help identify countermeasures that can be included in placement of VMs to reduce

these risks.

• What are hypervisors and how are they involved in placement of VMs within the

cloud?

Thorough literature review of hypervisors is required. This includes studies on vulnera-

bilities brought by hypervisors. Also, how they contribute to placement of VMs within

the cloud infrastructure.

• How are hypervisors changed to allow VM placement that includes cost reduction,

QoS and security?

This requires identification of hypervisor components that contribute to placement of

VMs within the cloud infrastructure. Furthermore, it requires replacement of these

components, if possible, in order to change the default placement strategy.

1.4 Research Methodology

The following are steps taken to address the problem stated in Section 1.2.

In the first step, thorough literature review of currently implemented VM placement

algorithms is conducted. To achieve this, VM placement algorithms are searched on

known databases and websites starting from those published as early as 2009. This is

due to the fact that most of the currently implemented VM placement algorithms are

published within the last decade. The objectives reflected in implementation of VM

placement algorithms are reviewed to enable classification into different groups.

The second step is assessment of the currently implemented VM placement algo-

rithms. In this step, limitations of VM placement algorithms are identified and criti-

cally assessed. Furthermore, the currently implemented VM placement algorithms are

evaluated based on objectives perceived in their implementation. This step helps in re-

quirement elicitation, which builds towards design of the VM placement algorithm to be

implemented in this research.
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The third step is design phase of an optimized security-aware VM placement algo-

rithm. In this phase, gathered requirements are used to create activity diagrams and

pseudo-code for the algorithm to be implemented. The design phase is influenced by

results obtained in evaluation of the currently implemented VM placement algorithms.

This is because the VM placement algorithm that assumes highest required objectives

is used as base in the design and implementation of optimized security-aware VM place-

ment algorithm. It is selected to further be augmented towards the goal of this study.

The fourth step is the design, development and implementation of optimized security-

aware VM placement algorithm. This step is incremental, with one identified objective

added to the implementation of this algorithm at a time. Experiments are conducted in

each stage of this implementation. The idea is to observe the impact of each objective

to the overall VM placement algorithm behaviour.

The fifth and the final step is the validation of this optimized security-aware VM

placement algorithm. This involves evaluation of the implemented VM placement al-

gorithm based on physical resources usage within the cloud architecture. This happens

iteratively throughout the implementation phase of the algorithm. CloudSim Plus is used

in this step as a tool to evaluate optimized security-aware VM placement algorithm.

1.5 Scope and context of the study

The research at hand is limited to placement of VMs within the cloud architecture.

Therefore, this study focuses solely on secure placement of VMs within the cloud archi-

tecture. It does not include other possible security measures that can be implemented

to provide a more secure cloud computing environment.

1.6 Terminology used in the dissertation

This section provides brief definitions of the keywords or terms that are used in this

dissertation:

Cloud Computing: new computing paradigm that provides on-demand and seemingly

limitless pool of resources upon request, which requires little effort for end-user to set-up
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and get ready to use [28]. The computing resources are distributed over the network and

normally accessed through use of the internet.

Cyber-security: is explained as protection of computer related assets [50]. These assets

include computer systems, their hardware infrastructure and all supporting software. In

the context of this study, cyber-security aims to protect computer assets against possible

disruptions, corruption or spying that are brought by co-locations of instances in cloud

computing.

Virtualization: technique that allows multiple instances of operating systems, known as

VMs, to run within the same PM and share physical resources such as memory, CPU

and bandwidth [35]. The number of VMs to be hosted in each PM depends on total

resource requirements of VMs and resource capacities of the PM itself.

VM placement algorithms: algorithms that provide strategic assignment of each VM

to PMs based on availability of physical resources [76]. This strategic placement de-

pends on, in addition to the availability of physical resources, the objectives reflected on

the algorithms (e.g. minimum energy consumption, machine count, CPU consumption,

security, etc).

Optimization: the term in this study refers to strategic placement of VMs within the

cloud infrastructure in order to achieve desired objectives. These objectives strive to-

wards providing good QoS to paying customers at reduced costs. They include, among

others: energy consumption minimization, load balancing, traffic cost minimization, and

SLA violations minimization.

Security-aware VM placement algorithms: strategic placement of VMs that observes

as its main objective, minimization of risks that are brought by clouds’ architectural

vulnerabilities.

1.7 Thesis Outline

The thesis consists of 10 chapters and are as follows:

• Chapter 1 is the introduction to the thesis.
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• Chapter 2 covers background information on cloud computing. It provides de-

tailed literature on what cloud computing is and how its infrastructure is struc-

tured.

• Chapter 3 covers literature on cloud computing security. It provides detailed

information on the need for cloud computing security.

• Chapter 4 covers literature on VM placement algorithms. It provides detailed

background on the origin of the algorithms. It further shows their different cate-

gories to be used in this research.

• Chapter 5 discusses different VM placement algorithms that are selected to fur-

ther be evaluated in this research. The aim is to find the best that will further be

augmented towards the objective of this study.

• Chapter 6 covers the evaluation process that is used to find the best VM place-

ment algorithm that qualifies to further be augmented.

• Chapter 7 discusses in detail the selected VM placement algorithm (TPVMP)

that qualifies to be augmented. It further shows how this algorithm is augmented

to implement O-Sec VM placement algorithm.

• Chapter 8 covers testing environment that is used to evaluate the implemented

O-Sec VM placement algorithm.

• Chapter 9 covers the evaluation and validation process of the implemented VM

placement algorithm.

• Chapter 10 gives conclusion of this research based on the results obtained from

evaluation and validation.

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Chapter 2

Cloud Computing

The theme of this research is cyber-security within the cloud. It concentrates on secure

placement of VMs within the cloud to minimize cloud specific architectural vulnerabili-

ties. In order to understand this, there is a need for detailed discussions on background

information related to cloud computing. This includes discussions on what cloud com-

puting is, where it originates and how it is architecturally structured.

2.1 What is Cloud Computing?

In the past decade, there has been a significant change in the world of computing [9].

Some computing services, such as applications and storage, migrate from local desktops

and corporate server units into the ‘cloud’. It is common practice that organizations

hire on-demand pay-as-you-use computing devices, software or platforms for their daily

computing operations [28]. The infrastructure that runs these computing services is nor-

mally in different geographical areas from these organizations. It is managed by third

party organizations and services are normally accessed through use of the internet. With

this technology, called cloud computing, organizations shift their focus from costly con-

struction, maintenance and administration of datacentres [6]. They concentrate on core

business objectives of organizations and leave all Information Technology (IT) related

matters to CSPs.

There are a number of definitions for cloud computing and among others are those

10
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shown below:

“The new paradigm that delivers on-demand pay-as-you-use computing services through

use of the internet” [6].

“The utility computing model whereby cloud users pay for services based on their

consumption” [19].

“A large-scale distributed computing paradigm that is driven by economies of scale, in

which a pool of abstracted, virtualized, dynamically-scalable, managed computing power,

storage, platforms, and services are delivered on demand to external customers over the

Internet” [19].

NIST in the Special Publication 800-145 also explain cloud computing as “a model

for enabling ubiquitous, convenient, on-demand network access to a shared pool of con-

figurable computing resources that can be rapidly provisioned and released with minimal

management effort or service provider interaction” [43].

These definitions show that cloud computing is a utility whereby cloud users pay for only

those services delivered to them. That is, users are thus billed in accordance to computing

services provided and their time of usage. The definitions further explain that cloud

computing services are delivered upon request and can be released immediately once

required tasks are completed. According to article [28], client computers participating

in this technology communicate with multiple inter-networked servers that are spread in

different geographical areas. These servers exchange information among themselves for

redundancy and business continuity. They use web service technologies to allow ease of

access by client computers. Cloud computing also takes advantage of other technologies

such as virtualization together with grid computing to provide elastic, on-demand and

reliable computing resources [10].

By virtue of being an on-demand utility, cloud computing provides different service

models to paying customers. The next section discusses these cloud computing service

models.
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2.2 Cloud Computing Service Models

There are different types of service models which differ based on the kind of service they

provide. Most of the research efforts that discuss cloud computing, which include NIST

definition of cloud computing [43], concentrate on three of these service models. These

are: Software as a Service, Platform as a Service and Infrastructure as a Service.

2.2.1 Software as a Service (SaaS)

This service model provides software and their functionality as a service whereby own-

ership of software and their possessions are separated [21]. These software are deployed

and managed by CSPs on behalf of end users. They are accessed by end devices through

some interfaces such as web browsers and APIs. CSPs fully manage the underlying

infrastructure, which include server hardware, operating systems, storage devices and

network. According to article [73], SaaS is adopted from Application Service Provider

(ASP) model which emerged in the 1990s. In this model, application capabilities are

delivered as a service by third party vendors [52]. They are accessed remotely through

use of the internet. These services allowed full customization of applications installed

in vendor servers. This, however, led to inefficiency of applications which later resulted

in extinction of the model. The re-invention of the model as SaaS was introduced in

the 2000s. This model differs from the original model in that; 1) it does not allow full

customization, and 2) it allows integration with other applications [73].

As it is mentioned, SaaS cloud infrastructure is fully deployed and managed by CSPs

[43]. This provides a security advantage to the cloud infrastructure. It limits the chances

of malicious end-users to deploying their own malicious software. The disadvantage of

this service model is that it does not allow customization of applications to fully satisfy

user needs.

2.2.2 Platform as a Service (PaaS)

In this service model, cloud users are provided with a computing environment which has

enough resources to allow deployment of own applications [66]. The provisioned envi-

ronment include, among others, hardware plus basic software such as operating systems
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[8]. It also includes other tools such as middleware and databases. This kind of service

model offers an ideal computing environment for developers who intend to focus primar-

ily on software development. It helps them to avoid administration and maintenance

overheads of underlying infrastructure [22]. According to Mitchell [45], PaaS provides

essential platform for software development lifecycle, which include, software design, de-

velopment, testing and deployment. PaaS is also viewed as the fundamental platform

that allows development of SaaS model functionalities [22].

In comparison to SaaS service model, PaaS provides flexibility for end-users to deploy

their own software. Although this is important to allow customized applications that

satisfy user needs, it also introduces some security risks. Malicious users take advantage

of this and deploy their own malicious software tools. Consequently, they are able to

attack both co-located applications within the cloud infrastructure and also external

computing platforms.

2.2.3 Infrastructure as a Service (IaaS)

This is the cloud computing service model that provides customers with fundamental

computing resources such as processing, storage, networks and middleware [63]. It pro-

vides flexibility for customers to deploy and manage their own software instances, starting

with the operating systems. These instances are separated logically by use of software

and share physical resources [51]. The main role of CSPs in this model is to ensure that

cloud datacentres are operational and resources are accessed [8]. They provide little ad-

ministrative services such as housing, hardware and its maintenance. IaaS service model

is the underlying platform that allows deployment of PaaS service model. This makes

it the base for deployment of both SaaS and PaaS service models. Based on this, IaaS

service model inherits all the security risks incurred in these two other service models.

More so, it incurs additional security risks caused by co-location of user owned VMs.

Malicious users in this service model are able to co-locate their VMs with their target

VMs [25]. Once co-located, inter-VM attacks are achieved by using shared resources

as channels to either disrupt, corrupt or spy these co-located targets. Due to higher

possibilities of inter-VM attacks, IaaS is the service model of interest in this study. It is

the service model referred to whenever ‘cloud’ is mentioned in this dissertation.
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In addition to these service models are deployment models available in cloud com-

puting. These are representations of cloud environments which are notable based on

ownership [4]. The next section discusses these deployment models in detail.

2.3 Cloud Computing Deployment Models

Some different research efforts, which include NIST definition of cloud computing [43],

categorizes cloud computing deployment models into four types. These are: private

cloud, public cloud, community cloud and hybrid cloud. The study at hand focuses only

on IaaS service model when discussing these deployment models, unless stated otherwise.

2.3.1 Private cloud

In this deployment model, cloud infrastructure is run for a single organization [43]. It

is either hosted internally within the organization premises or externally. This model

differs from traditional in-house datacentres in that its infrastructure is managed by third

party CSPs. They use virtualization to provide scalable, on-demand and elastic cloud

computing services [66]. The nature of this deployment model does not allow multi-

tenancy. This therefore minimizes possible inter-VM security threats which are common

in other cloud computing deployment models. There are, however, other possible threats

that are brought by unwanted co-location of VMs in this model. For example, it is

possible for external malicious users to use traditional attacks to compromise low level

security VMs [76]. Once compromised, these malicious users take advantage of shared

resources to attack co-located VMs with higher security levels.

2.3.2 Public cloud

In this deployment model, provision of computing services is open to general public [43].

It is not delivered to a single organization as it is the case with private cloud. Rather,

multiple organizations and/or individuals hire computing services which are hosted on

infrastructure owned and administered by third party CSPs. These computing services

are delivered through use of public networks and provided upon user request. In this
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deployment model, there is high possibility of multi-tenancy within the cloud infrastruc-

ture. Unfortunately, this multi-tenancy introduces some architectural vulnerabilities

brought by, for example, possible co-location of VMs belonging to adversary users [65].

In this case, there are possibilities of malicious activities that either spy, corrupt or dis-

rupt other co-located VMs [15]. These acts take advantage of shared physical resources

common in cloud architectures. Due to these, the study at hand takes public clouds as

the most insecure deployment model.

2.3.3 Community cloud

In this deployment model, CSPs provide cloud computing services to a limited number of

organizations [66]. Normally, they provide these services to organizations with common

computing concerns such as security, compliance and jurisdiction. As opposed to public

cloud, this deployment model does not deliver services through public networks and

is not open to general public. This deployment model is similar to private cloud but

with multiple organizations to provide services to. Based on this, it inherits possible

security risks that are common in private cloud models. Although limited, there are also

possibilities of security risks brought by multi-tenancy. These security risks are bound

by the fact that community cloud serves fewer number of known clients. It is therefore

easier to trace malicious activities within the cloud infrastructure.

2.3.4 Hybrid cloud

In this deployment model, a single organization uses a combination of discussed de-

ployment models to achieve its business objectives [43]. Here, computing services are

normally provided by different CSPs, with each providing a different deployment model.

For example, an organization can use private cloud to store its sensitive data. At the

same time, use applications provided by public SaaS cloud to perform computations on

that data. The security risks encountered in this deployment model depend on the com-

bination of deployment models used. It inherits the risks of all combined deployment

models.
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2.4 Cloud Computing Characteristics

The popularity of cloud computing over the past years is brought mainly by its charac-

teristics. These characteristics describe structures and capabilities of the cloud infras-

tructure [4]. There are different characteristic models provided in published research

efforts. For example, Mell and Grance [43] in the ‘NIST definition of cloud computing ’

describe cloud computing using five characteristics: 1) on-demand self-service, 2) broad

network access, 3) resource pooling, 4) rapid elasticity, and 5) measured services. Ali et

al. [4] use the same characteristic model, but with an additional characteristic called; 6)

multi-tenancy. For this study, there is a characteristic model that formulates definition

of cloud computing. This model strives to define cloud computing architecture based

on the theme of this research. It provides an overview of cloud computing architecture

and how it promotes insecurities brought by placement of VMs within its infrastructure.

The model is used throughout this study in order to tackle the problem at hand. The

cloud computing characteristics used in this study are discussed next:

2.4.1 On-demand self service

This is common to both the discussed characteristic models provided in articles [4] and

[43]. It means that computing services are provisioned to cloud users upon request, and

without requiring any human interaction. The process is automated and therefore limits

cloud users’ choice on placement of their own VMs. This promotes chances of unwanted

co-locations of VMs that lead to higher security risks.

2.4.2 Utility

This characteristic shows that cloud services are provisioned based on user demands,

and charged in accordance to their usage rates [19]. It is equivalent to ‘measured ser-

vice’ in the discussed characteristic models provided in articles [4] and [43]. Using this

characteristic, there are possibilities of anonymously hiring VMs for malicious intends.

These are released immediately once their tasks are completed, leaving no trace of their

owners.
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2.4.3 Aggregate

This characteristic shows that cloud computing consolidates multiple instances of oper-

ating systems within the same PMs to minimize operational costs [60]. These instances

are isolated using virtualization software that provides each with an illusion that it is

running in its own PM. They share physical computing resources such as memory, stor-

age, network and CPU. This characteristic is almost equivalent to ‘multi-tenancy ’ in

characteristics provided in article [4]. The difference between the two characteristics is

that aggregate also includes cases of private clouds, where consolidated VMs belong to

a single client. That is, there is no multi-tenancy in private cloud deployment model.

However, VMs belonging to same user are aggregated within same PMs. This charac-

teristic promotes possibilities of attacks among co-located VMs. They take advantage of

shared resources to either monitor, disrupt or harvest sensitive information that is used

for malicious intends [76].

2.4.4 Self-managing

This is a newly introduced characteristic unique to this study. It shows capabilities of the

cloud to automatically react to situations that lead to unwanted circumstances. These

circumstances include those that put in jeopardy optimization and/or security objectives

observed. Self-managing characteristic allows automatic assignment and reassignment

of VMs within the cloud in order to minimize these unwanted circumstances [4]. These

include, among others, issues such as overloading, faults and security breaches.

Self-managing characteristic includes within it, ‘rapid elasticity ’ characteristic dis-

cussed in the two characteristic models provided in articles [4] and [43]. This ‘rapid

elasticity ’ is the automatic assignment and reassignment of VMs within the cloud infras-

tructure to minimize under-utilization or over-utilization of resources [46]. It is reaction

of the cloud to minimize conditions that put in jeopardy optimization objectives. It

however, does not take into considering security objectives.
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2.4.5 Broad network access

This is also common to all the discussed characteristic models provided in articles [4]

and [43]. It shows that cloud resources are accessed remotely through use of networks.

This makes malicious activities common in traditional computing such as SQL injections

to be possible in clouds.

2.4.6 Shared resources

This characteristic is almost equivalent to ‘resource pooling ’ discussed in the character-

istic models provided in articles [4] and [43]. In addition to seemingly unlimited pool of

resources shown in resource pooling, it specifies that these resources are shared among

instances of operating systems. This means, although they are logically separated, in-

stances access the same physical resources which include CPU, memory, storage and

network. Malicious users take advantage of these shared resources to launch inter-VM

attacks such as side channels [76].

Comparison of the discussed characteristic models is tabulated using Table 2.1 below.

Table 2.1: Comparing Cloud Computing Characteristic Models

New Model First Model Second Model

On-demand self service on-demand self service on-demand self service

Utility measured service measured service

Aggregate (multi-tenancy)

Self-managing (rapid elasticity) (rapid elasticity)

Broad network access broad network access broad network access

Shared resources (resource pooling) (resource pooling)

In this table, New Model refers to the proposed model for the study at hand,

First Model is the characteristic model provided by Mell and Grance [43], and Second

Model refers to the characteristic model provided by Ali et al. [4]. The characteristics

shown in brackets are those that are inclusive in the definitions of the corresponding
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characteristics shown under New Model column.

Based on these characteristics, the author of this research defines cloud computing as:

“an on-demand self-service and self-managing computing utility that aggregates mul-

tiple instances of operating systems that share computing resources, and accessed through

use of the internet”

Of the mentioned technologies used in cloud computing, virtualization plays a vital role

in attaining cloud computing characteristics discussed. To understand virtualization

better, the next section discusses it in detail.

2.5 Virtualization

Virtualization is an old technology which dates back to 1960s. It was first used in

mainframes to logically partition their physical resources to allow sharing by multiple

applications [53]. Recently, virtualization is broadened to allow multiple virtual instances

of operating systems to run within the same PMs [14]. It achieves this by creation of vir-

tual environment with multiple ‘containers’ that mimic a particular computing platform

[63]. These containers are independent and isolated from each other, with each hosting

its own instance of operating system. The isolation is, however, only logical because

these instances share computing physical resources [14]. Virtualization provides man-

agement capabilities to these hosted virtual instances throughout their life-cycles [10].

These management capabilities include, among others; creation, deletion, suspension

and migration of these virtual instances.

In order to provide support to cloud computing characteristics discussed, virtual-

ization uses a type of software called hypervisor [2]. The next section discusses this

software in detail.

2.6 Hypervisor

This is a virtualization software that lies between physical hardware of the PM and

hosted VMs [49]. It provides VMs with an illusion that each is hosted in its own PM.
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According to Reuben et al. [53], hypervisor provides two main benefits to cloud com-

puting architecture, which are isolation and resource sharing. This study introduces the

third benefit, which is VM management capabilities. This is introduced because two ben-

efits provided by Reuben et al. [53] only support two of the discussed cloud computing

characteristics. The supported characteristics are aggregate and resource sharing. The

newly introduced benefit, therefore, provides support to the remaining characteristics

that are not supported by isolation and resource sharing.

There are, therefore, three main benefits discussed in this research. These are: 1)

Isolation, 2) resource sharing, and 3) VM management capabilities. These three benefits,

together with characteristics they support, are discussed in the next subsections.

2.6.1 Isolation

Isolation is referred to as the complete separation of VMs that are running in the same

PMs [53]. These VMs are isolated from each other and also from the operating system

running in host PM. That is, programs running in one VM cannot be seen by other

programs running in another. In order to achieve full isolation between co-located VMs,

a combination of the following is used: fault isolation, resource isolation and security

isolation [60]. The authors of the last cited article define fault isolation as the ability

of the hypervisor to avoid sharing of code between co-located VMs. This helps to avoid

exchange of codes with bugs which might result in disruption of operations of other co-

located VMs. They further define resource isolation as the ability of the hypervisor to

enforce preservation of fair resource sharing between co-located VMs. This isolation seeks

to avoid undesired interactions between co-located VMs, known as crosstalk, which take

advantage of shared resources. They lastly define security isolation as the ability of the

hypervisor to limit access to logical objects in order to avoid conflicts of global resources

or data. These global resources and data include, among others: files, virtual memory

addresses, and process ids. Isolation plays a vital role in one of the cloud computing

characteristics discussed in this study, which is aggregate.
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2.6.2 Resource Sharing

Resource sharing is referred to as shared use of physical resources of underlying hardware

[53]. Hypervisors provide VMs with virtual resources such as virtual memory, virtual

storage, and virtual Network Interface Cards (NICs). These virtual resources access

shared physical resources of host PM in a scheduled manner for processing the needs of

hosted VMs [49]. The shared physical resources include, among others, CPU, memory,

network resources and storage. Resource sharing plays a vital role in one of the cloud

computing characteristics discussed earlier, and that is shared resources.

2.6.3 VM Management Capabilities

This third main benefit refers to overall management of hosted VMs throughout their

life cycles. It provides support to the discussed cloud computing characteristics that

are not supported by first two benefits. Firstly, it supports on-demand self-service

characteristic by providing control functionalities to hosted VMs [32]. These control

functionalities include automated creation, deletion and cloning of these VMs based

on user demands. In addition, hypervisors also provide metering capabilities through-

out lifecycle of created VMs [43]. They help support utility characteristic that enables

transparent billing of users based on resource usages. Secondly, hypervisors also sup-

port self-managing capabilities by allowing automatic migration and/or suspension of

hosted VMs [4]. This allows safeguarding against unwanted circumstances predefined in

SLA that might jeopardize availability, integrity, confidentiality and/or performance of

hosted VMs. Lastly, hypervisors support broad network access characteristic of cloud

computing. They achieve this by providing I/O and networking interfaces that enable

controlled access and communication with hosted VMs [49].

The hypervisor benefits discussed, together with cloud computing characteristics they

support, are summarized by author of this research using Table 2.2 below. Each of the

cloud computing characteristics discussed in this study is classified under hypervisor

benefit that supports it.
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Table 2.2: Main Benefits of the Hypervisor

Isolation Resource Sharing VM Management

Capabilities

Aggregate Resource sharing On-demand self-service

Utility

Self-managing

Broad network access

2.7 Conclusion

Hypervisors play a significant role in cloud computing. They provide characteristics that

define behaviour of this paradigm. Among others, they provide full isolation between

VMs that reside within same PMs. This isolation is brought by virtualization technology

which allows sharing of physical resources. However, the isolation is only logical and can

easily be broken [53]. The breakage takes advantage of shared physical resources that

are used as channels to launch malicious inter-VM attacks such as side-channels [76].

This means that, co-location of VMs brought by use of hypervisors in cloud computing

introduces some architectural vulnerabilities. The intensity of these vulnerabilities differ

depending on the service model and/or deployment model used in the cloud architecture.

There is therefore the need to consider security in cloud computing in order to minimize

these vulnerabilities. The next chapter is an introduction to cloud computing security.
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Cloud Computing Security

Cloud computing introduces a number of security benefits that circumvent risks common

to traditional computing. These security benefits include, among others, centralization

of security, process segmentation, redundancy and high availability [78]. Although the

number of common security risks are countered creditably in cloud computing, there are,

however, other security challenges that are introduced by the cloud architecture [54].

These challenges are associated with cloud computing characteristics that are discussed

in previous chapters. If not countered for, the cloud computing specific challenges result

in security risks that jeopardize integrity, availability and confidentiality of hosted VMs.

This research focuses on the security aspect of cloud computing that strives to min-

imize vulnerabilities introduced by undesired co-location of VMs. More specifically it

concentrates on vulnerabilities brought by undesired co-location of VMs belonging to

adversary users, which normally promote inter-VM attacks. These inter-VM attacks,

which are security risks of focus in this study, are simply malicious activities that strive

to disrupt, corrupt or spy co-located VMs. They are discussed in detail in the next sec-

tion to provide an overview of how they happen. Other sections discuss different cloud

computing security challenges that promote these inter-VM attacks.

23
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3.1 Inter-VM Attacks

In cloud computing, aggregate and shared resources characteristics make it possible for

VMs belonging to different users to reside within the same PMs and share computing

resources. In this case, there are possibilities of VMs belonging to users who are not

of trust to each other to reside within the same PMs [4]. Even worse, there are also

possibilities of VMs belonging to malicious users to reside within the same PMs with their

targets. These possibilities are referred to by this study as undesired co-locations of VMs.

They are promoted by placement of VMs that do not take into consideration security

as one of their objectives. If not countered for, undesired co-locations normally result

in security breaches that expose to danger confidentiality, integrity and availability of

hosted VMs. There are different kinds of inter-VM attacks which include, among others:

cross-VM side channels attacks, cross-tenant attacks and covert channels attacks.

3.1.1 Cross-VM side channels attacks

These are inter-VM attacks that take advantage of known vulnerabilities to attack co-

located VMs [76]. According to the last cited article, VM images that are normally

used in the cloud have known vulnerabilities. Malicious activists take advantage of

these known vulnerabilities to launch inter-VM attacks. For example, image publishers

normally leave behind sensitive information such as passwords, crypto-keys and other

credentials [12]. Scanning these images may result in acquisition of these information.

Once acquired, this information is used to gain access to target VMs to either corrupt,

disrupt or spy on them. Other examples of cross-VM side channels include those provided

by Afoulki et al. [2]. They include ability to exploit known vulnerabilities of hypervisors

to attack co-located VMs. Once exploited, hypervisor provides privileged access that

allows ease to disrupt, corrupt or spy hosted VMs. Another example is the exploitation

of some drivers used within PMs [2]. This exploitation allows malicious users to directly

access underlying hardware such as physical memory. This provides these malicious

users unwanted access to hosted VMs through bypassing access control mechanisms. In

general, cross-VM side channels can be explained as the type of inter-VM attacks that

take advantage of known vulnerabilities within the PM. They do not use brute-force to
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gain unwanted access to target VMs.

3.1.2 Cross-tenant attacks

These are inter-VM attacks which are promoted by the fact that cloud users, more

especially in IaaS cloud, are granted super-user rights [4]. This means that users with

malicious intent are able to acquire IP and MAC addresses of other co-located VMs. Hav-

ing this information together with super-user access rights, malicious users can launch

attacks such as sniffing over networks.

3.1.3 Covert channels attacks

Covert channels, which are also common in traditional computing, are possible in virtu-

alized environments. These were first explained by Lampson [36] as malicious activities

that allow transfer of information between processes that are not allowed to communi-

cate. In cloud computing, there is also a possibility of creating unwanted communications

between co-located VMs [15]. These unwanted communications take advantage of shared

resources to transfer unwanted programs that might endanger security of co-located VMs.

Having discussed inter-VM attacks, the next step is to explore cloud computing

challenges that promote these kinds of attacks. The next section is an overview of cloud

computing security challenges.

3.2 Cloud Computing Security Challenges

This study focuses on security challenges brought by structure or design of the cloud

architecture. More specifically, it concentrates on challenges brought by vulnerabilities

within the hypervisor. As mentioned, the hypervisor is a virtualization software that

makes it possible to achieve, among other cloud computing characteristics, aggregate

and shared resources. With these characteristics, the hypervisor introduces some cloud

computing specific security challenges. These challenges are promoted by, for example,

consolidation of multiple systems (VMs), sharing of physical computing resources, and
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complex code of the hypervisor.

There are other security challenges available in cloud computing that are not neces-

sarily the results of vulnerabilities within the hypervisor. These are security challenges

introduced by other components of the cloud architecture such as shared communication

channels. If not countered for, these kind of security challenges also result in inter-VM

attacks. In addition to these are non-technical challenges such as those brought by con-

tractual and legal issues between CSPs and cloud users. These kind of security challenges

also have possibilities of causing malicious harm if not addressed appropriately. They

are, together with other security challenges mentioned in this section, discussed in detail

in the next subsections.

3.2.1 Consolidation of Multiple Systems

One of cloud computing characteristics that is discussed in this study is aggregate. As

mentioned, it is consolidation of multiple VMs into same PMs in order to minimize oper-

ational costs while increasing utilization. Despite the mentioned advantages, aggregate

is associated with some security challenges. This is because each of the consolidated

VMs is associated with known vulnerabilities [53]. According to Yuchi et al. [76], in-

troduction of a new VM image of known vulnerabilities impose some security risks to

co-located VMs. With these known vulnerabilities, malicious users exploit VMs and use

common inter-VM attacks such as cross-VM side channels to attack co-located VMs. To

support this, Ali et al. [4] state that in a virtualized environment, security level of the

entire system is the same level as security of the weakest VM. Having a number of VMs

with known vulnerabilities consolidated within the same PM therefore means increased

points of attacks to the virtual environment.

To counter for these kinds of vulnerabilities, Yuchi et al. [76] introduced a security-

aware VM placement algorithm. This algorithm allocates VMs based on their vulnera-

bility statuses together with survivability statuses of PMs. It places VMs with low risk

probability into PMs with high survivability and vice versa. To calculate survivability

status of PM, firstly, the vulnerability status of hosted VMs are quantified. This is based

on vulnerability scores obtained from National Vulnerability Database (NVD). Secondly,

the risk probability for each VM is explored based on dependency relations with other
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VMs in the cloud. Lastly, the security score for each PM is calculated based on vulner-

ability status plus risk probabilities of hosted VMs. After these steps, then it is easier

to place the newly requested VMs based on their vulnerability status and survivability

score of available PMs.

Although the discussed solution [76] minimizes possible threats brought by co-location

of VMs, it however, does not factor out possible threats brought by co-location of VMs

belonging to adversary users. These kinds of threats are common in cloud service models

that allow multi-tenancy. In addition, this solution focuses solely on security aspect and

ignores optimization objectives that minimize costs of running cloud datacentres and

ensure good QoS. The advantage of this solution is that it does not require a change in

the cloud architecture. It simply modifies a component of the hypervisor that allocates

VMs to available PMs.

3.2.2 Sharing of Physical Computing Resources

One of the main challenges in cloud computing is ensuring that there is no interference

between co-located VMs that share resources [60]. The situation even becomes worse in

multi-tenant cloud computing models. Here, malicious users take advantage of shared

physical resources to disrupt, corrupt or spy other co-located VMs [15]. For example, it

is possible for malicious users to take advantage of shared resources and use cache read

operations to obtain sensitive information such as cryptographic keys from shared cache

memory [25]. In aggregate environment, it is also possible for malicious users to exhaust

shared physical resources to cause Denial of Services (DoS) to co-located VMs [4]. In

order to successfully co-locate their VMs with their targets, malicious users normally

use brute-force strategies [26]. Sometimes they take advantage of sequential and parallel

locality common in most VM placement strategies [26].

There are proposed countermeasures that minimize attacks brought by undesired

co-locations such as those that concentrate on secure placement of VMs. They include

work by Al-Haj et al. [3] which proposes a security-aware resource allocation based on

security groups created from input data. This input data is a collection of the following:

cloud provider’s constraints, user’s resource requirements, user’s security requirements

and user’s risk metrics. The provider’s constraints include capacities and availability
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of computing resources, topology information and cloud management thresholds. The

user’s resource requirements include number of VMs required and their resource require-

ments such as CPU, memory, and storage capacity. The user’s security requirements

include adversary user lists and security/risk enforcement specifications. The risk met-

rics include vulnerability scores for VMs, which are obtained from NVD. The resource

allocation and overall placement of VMs is based on the combination of these input data.

Closely related is work by Afoulki et al. [2] where they also propose a security-aware

placement for VMs in IaaS cloud. In this article, authors strive to reduce risks brought

by co-location of VMs belonging to adversary users. They replace the scheduler within

Opennebula VMM with an algorithm that checks for adversary users before placement.

For cases where all available PMs are occupied by adversary users, this algorithm takes

into consideration migrations of VMs belonging to adversary users in order to satisfy

newly requested VMs. The advantage of these proposed countermeasures is that they

do not need modifications to the cloud architecture. Their shortcoming is that they

concentrate solely on security aspect and ignore optimization principles.

3.2.3 Complex Code of the Hypervisor

Different from the discussed security challenges are those introduced by vulnerabilities

within the hypervisor source-code itself. The hypervisor is a bulky piece of software

with approximately 100,000 lines of code [49]. Like all software, it is associated with

vulnerabilities or bugs introduced in its development lifecycle [34]. Its large size of code

contribute to the likeliness to have these bugs. There are known vulnerabilities associated

with different commercial hypervisors. These vulnerabilities are documented in Common

Vulnerabilities and Exposure (CVE) databases [65]. For example, in September 2017

CVE reports documented 234th (CVE-2017-14319, xsa234) vulnerability identified for

all versions of XEN hypervisors [47]. If not sufficiently patched, malicious users take

advantage of these known vulnerabilities to gain privileged access to the cloud. They use,

among other attacks, some common classical software exploits such as buffer overflows to

compromise hypervisors and insert some malicious pieces of code [2]. Once compromised,

they can use these privileged access rights to jeopardize the integrity, availability and

confidentiality of hosted VMs [33]. In addition, hypervisors also have some commercial
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consoles that are used for administration purposes [72]. These consoles are off-the-shelf

text entry and display devices used to remotely manage virtual environments. They add

complexity to cloud architecture which results in increased attack base. The possible

attacks that take advantage of these consoles include, among others SQL injections and

Cross-site scripting [72].

There are proposed countermeasures against hypervisor attacks and vulnerabilities.

Among them are those proposed by Wang et al. [68] where they introduce a model called

HyperCheck. This model ensures security within the hypervisor by monitoring CPU and

memory of host machine. It has an analysis module that reads and analyses memory

contents based on three properties: linearity, stability and perpetuity. This model further

takes screenshots of hypervisors and compares with the initial to check whether there

are any malicious activities that tried to compromise the hypervisor. The main aim of

this model is to ensure the integrity of the hypervisor and data within the virtualized

environment. Wu et al. [71] also proposed a system that reduces attack base of the

hypervisor by dividing it into smaller modules. Most of these modules are decoupled

from the running host operating system and are executed in less privileged (user) mode.

Szefer et al. [64] implement a prototype that eliminates use of the hypervisor in order to

avoid threats associated with hypervisor vulnerabilities. This prototype uses extended

capabilities of hardware such as hardware paging mechanisms and virtualized I/O devices

to host and manage multiple VMs within the PM.

A common problem with the cited countermeasures above is that they all require a

change to the cloud architecture which makes them costly. These changes include use

of analysis modules that read and analyze memory contents, as proposed by Wang et

al. [68]. Furthermore, these countermeasures are beyond the scope of this study as the

primary focus is on reducing risks brought by undesired co-locations of VMs.

3.2.4 Communication Channels

Communication channels add more security challenges to the cloud infrastructure. These

challenges are brought by vulnerabilities in data transmission channels of cloud infras-

tructures. They involve both internal communication challenges and external commu-

nication challenges. These security challenges are discussed next.
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Internal Communication Challenges

Associated with shared resources characteristic are challenges brought by internal com-

munication channels. These are channels within the cloud infrastructure that transmit

data between VMs. They also provide communication between VMs and storage devices.

Among vulnerabilities introduced by these internal communication channels are those

brought by shared internal communication channels and virtual networks.

Shared Communication Channels Vulnerabilities : The distributed nature of cloud in-

frastructure together with massive resource sharing and VM instance synchronization

generate a lot of data in-transit [23]. This data in-transit share physical network infras-

tructure within the cloud architecture [4]. The most common challenges brought by this

sharing of network infrastructure components are cross-tenant attacks [27].

Virtual Networks Vulnerabilities: In cloud computing, network virtualization is used to

isolate user network traffic in order to provide scalability, flexibility and basic network se-

curity [30]. The virtual networks which are independent of underlying physical networks

are created within shared network resources. They are normally configured in different

hypervisors using either one of two modes: bridge or route mode. According to Wu et

al. [72], in bridge mode, interfaces of VMs are directly attached to software bridge which

is connected to physical network. This bridge acts as a hub and broadcasts all traffic to

directly connected interfaces of VMs. These broadcasts impose some vulnerabilities to

the cloud infrastructure. That is, it is possible for directly connected VMs to sniff traffic

within network using tools such as Wireshark. In route mode, the administrator creates

a point-to-point means of communication between VMs using a virtual switch [72]. This

virtual switch uses some IP/MAC tuples for direct communication with dedicated VMs.

Attackers in this case spoof the Address Resolution Protocols (ARPs) and redirect traffic

to their own VMs.

There are proposed solutions to counter for above mentioned communication chal-

lenges. To discuss a few, Wu et al. [72] suggested a layered model that combines

characteristics of the route and bridge modes to develop a more secure environment.

This model consists of three layers which are: routing layer, firewall and shared network.

The routing layer is responsible for communication between physical network and vir-
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tual network. It has the same functions as traditional route mode. The firewall prevents

spoofing attacks within shared networks. It achieves this preventions by dropping pack-

ets within virtual network that try to modify routing table. The shared network layer

separates communication networks between untrustworthy VMs. This means, VMs that

do not have authorized communication are allocated different virtual networks. But,

those that communicate with each other are allocated shared network. Komu et al.

[33] also proposed use of Host Identity Protocol (HIP) to cryptographically authenticate

communication between VMs. This is to limit inter-VM attacks such as impersonation

and data interceptions. It is ideal for communicating applications with multiple com-

ponents that are spread across a number of VMs. The problems with cryptographic

authentications within cloud networks are additional processing costs which results in

higher energy consumption costs. In addition, solutions discussed [33, 72] are costly as

they require change to the cloud architecture. Although these proposed solutions are

important in securing the cloud, they are of little interest to this study. This is because

they do not consider secure placement of VMs in order to minimize risks brought by

stated vulnerabilities.

Conversely, there are other research efforts that consider secure placement in order

to minimize risks brought by internal communication channels. These include work

by Afoulki et al. [2] where authors propose VM placement based on internal network

isolation. In this solution, virtual networks are used to isolate traffic between VMs

belonging to untrusted users. This is achieved by grouping trusted VMs and assigning

to particular virtual network. The virtual networks are spread across different PMs

within the cloud infrastructure, therefore influencing the placement of VMs. Each VM

is placed in a PM based on the group it is assigned to. The isolation requirements

that help achieve grouping of VMs are specified in user policies. Like other discussed

security-aware VM placements, the shortcoming of this solution is that it focusses solely

on security and ignores optimization objectives. In addition, it does not factor out

possibilities of inter-VM attacks that are promoted by undesired co-location of VMs.
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External Communication Challenges

These kind of communication challenges are associated with broad network access char-

acteristic of cloud computing. They involve challenges brought by vulnerabilities in

external communication channels such as web services. These web services are channels

used to remotely access and manage cloud computing services through use of browsers

and APIs [4]. The use of these web services in cloud computing results in introduction

of vulnerabilities common to traditional web applications [4]. These are vulnerabilities

that promote common attacks such as; SQL injections, cross-site scripting, sensitive data

exposure, and insecure direct object references. Although these vulnerabilities are the

same for both cloud and traditional web applications, countermeasures to these are dif-

ferent. This is because of the complex nature of cloud architecture which include, among

others, characteristics such as aggregate and shared resources.

As mentioned, web services use APIs as one of the tools that provide access to cloud

computing resources. Due to this, security levels of these APIs influence overall security

of the cloud infrastructure. Consequently, low levels of security in APIs result in security

breaches that affect availability of the cloud services. APIs describe features of the cloud

architecture [4], as they are used to build and extend cloud services. CSPs normally

publish their APIs as a means of marketing their cloud infrastructure to the outside

world. Although this is used as the marketing strategy to attract end-users, it may

also be used by malicious users to cause harm. Knowing details of cloud computing

infrastructure makes it easier for attackers to use known vulnerabilities to either disrupt,

corrupt or spy hosted VMs.

There are countermeasures proposed to minimize security risks brought by APIs. For

example, Sirisha and Kumari. [58] introduced a two stage API access control mechanism

in order to secure cloud APIs. They use a Role Based Access Control (RBAC) model to

implement their security mechanism. This is an access control mechanism that grants

permissions based on roles assigned to authorized users. To achieve their two stage

APIs, this mechanism provides required access to authorized users. It firstly validates

attributes of the user against the list of registered users in the database. These attributes

include IP addresses and domain names of machines that access the cloud service. They

help identify organization in which the user accessing cloud services belongs to. Secondly,
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the mechanism validates roles of the user against user-role-permission database. This is

to determine resources or objects that the user is permitted to access. Although Sirisha

and Kumari [58] provides secure access through use of APIs, there is, however, some

limitation identified in their solution. The limitation is that access to the cloud services

is limited to devices that are within the registered domain. There is no flexibility of

accessing these services from anywhere and by using any end-device. The security of

APIs is however beyond the scope of this study.

3.2.5 Legal and Contractual Challenges

These are non-technical challenges brought by conflicting legal issues. They are brought

by violations of agreements between CSPs and cloud users [4]. To explain this fur-

ther, cloud computing infrastructure is normally owned by third party CSPs that lease

computing resources to paying cloud users. This means that cloud users have limited

administrative control over their data and applications. They rely on CSPs for overall

performance and security of their applications and data. In order to ensure satisfactory

service delivery, the two parties sign a written agreement that states terms and condi-

tions which are related to legalities, SLA and location of the data [4]. This agreement

includes issues such as performance assurance, regulatory law enforcement, monitoring

of contract enforcement and geographic jurisdictions. There are however some external

factors that may result in breach of the agreements. These include the different laws at

different geographical jurisdictions. They also include malicious attacks that compromise

performance of the cloud.

SLA Challenges

SLA is a documented agreement on terms and conditions of service delivery between

CSPs and end users [4]. These agreements include expected minimum performance

level, user security requirements and penalty costs in cases of breach of SLA contract.

Failure to sufficiently implement SLA results in security gaps [23]. For example, it is

difficult to make claims to third party sub-contracted CSPs in cases of SLA breaches if

issue of sub-contracted CSPs is not well addressed in the SLA [4].
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Legal Jurisdiction Issues

These are non-technical issues that are brought by the distributed nature of the cloud

infrastructure across different geographical areas with different legal jurisdictions [23].

In this case, it is difficult for cloud users to configure security policies that comply with

legal jurisdictions of different geographical locations [4].

3.3 Summary

There are a number of vulnerabilities common in cloud computing that are brought

by both technical and non-technical issues. For technical issues, there are vulnerabil-

ities brought by complexities in the cloud architecture and communication channels.

These complexities are the result of some cloud computing characteristics. They in-

volve integration of VMs into the same PMs and sharing of physical resources. Here,

malicious users take advantage of these complexities to launch inter-VM attacks. For

non-technical issues, challenges involve breach of written agreements and legal contracts.

These breaches normally lead to malicious or undesired circumstances that jeopardize

integrity, availability and confidentiality of the cloud. The summary of the discussed

cloud computing challenges is presented with an aid of a table shown in table 3.1. In

this table, each security challenge is associated with cloud computing characteristic that

promotes it.

To counter for these vulnerabilities, there are solutions proposed in different research

works. Some of these solutions require a change in the cloud architecture, which is

costly. However, there are other solutions that only modify the hypervisor without need

to change cloud architecture. Most of these solutions replace hypervisor component

known as a VM scheduler or placement algorithm. These are a set of instructions which

selects appropriate PMs for VM placement based on their objectives. They are replaced

with those that consider secure placement as part of their objectives. The idea being

to minimize risks brought by mentioned vulnerabilities. These kind of solutions do not

require any additional costs.
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Table 3.1: Summarized Cloud Computing Security Challenges

Security Chal-

lenges / Vulner-

abilities

Possible Risks Associated

Characteristics

Countermeasure

Approaches

Consolidation of

multiple systems

Inter-VM attacks Aggregate Secure VM Place-

ment

Sharing of physical

resources

Inter-VM attacks Resource sharing Secure VM place-

ment

Complex code of

the hypervisor

Classical software

exploits to gain

privileged access

rights

Self-managing Changing cloud

architecture (e.g.

eliminating use of

the hypervisor)

Communication

Channels (internal

and external)

Inter-VM attacks Resource sharing Secure VM Place-

ment

Traditional Web

application at-

tacks (e.g. SQL

injections)

Broad network ac-

cess

Changing cloud ar-

chitecture (e.g. im-

plementing 2 stage

API access control)

Legal and Contrac-

tual challenges

SLA violations Utility Penalties and Fines

Legal Compromise Laws and Regula-

tions

3.4 Conclusion

This chapter focusses on cloud computing security challenges. It stipulates different

security challenges and vulnerabilities that promote them. Among the discussed vulner-

abilities are those that result in inter-VM attacks. Minimizing these kind of attacks is the

core interest of this study. There are some discussions on countermeasures against these
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cloud computing specific attacks. From these discussions, the most suitable countermea-

sures are secure placement of VMs within the cloud infrastructure. These are achieved

through use of the hypervisor component called VM placement algorithm. In order

to achieve secure VM placement, security needs to be added as one of the objectives in

the implementation of these VM placement algorithms. For better understanding of VM

placement algorithms, the next chapter discusses them in detail.
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VM Placement Algorithms

The previous chapter (Chapter 3) discusses cloud computing security challenges and

their possible countermeasures. Among discussed countermeasures are secure placement

of VMs within the cloud infrastructure. These are used mainly to minimize risks brought

by undesired co-locations of VMs in aggregated environments. The secure placement of

VMs are achieved by use of hypervisor module known as VM placement algorithm. This

is a set of instructions on how VMs should be assigned and/or reassigned to available

PMs based on observed objectives. In order to understand VM placement algorithms,

the next section discusses them in detail. These discussions include different categories

of VM placement algorithms used in this study. For each category, examples of currently

implemented VM placement algorithms are provided. These examples are further inter-

preted by author of this study using activity diagrams. The other section introduces

Optimized Security-aware VM placement algorithm. It details the need for implementa-

tion of this kind of VM placement algorithm.

4.1 What are VM Placement Algorithms?

The process of selecting an appropriate PM with enough physical resources to host a

particular PM is called virtual machine placement [40]. This process is conducted with

an aid of algorithms called VM placement algorithms. The concept of VM placement

algorithms originated in around 2007 where researchers found the need to automatically

37
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place VMs within virtualized environments [32]. This is to allow dynamic reallocation of

VMs in order to manage physical resources. To successfully manage these resources, a

hypervisor provides continuous monitoring services to physical resources [5]. In addition,

it also provides runtime decisions to allow automated assignment and reassignment of

VMs to accommodate changing workloads. The process of assigning and reassigning VMs

to available PMs is a critical and complex process that is normally considered NP hard,

more especially for large datacentres [42]. That is, there are mn possible mappings for

a datacentre consisting of m PMs with n VMs to be placed. In addition, unpredictable

arrival of VM requests make the placement of VMs even more complex. This results in

most of the VM placement algorithms being heuristics because it is difficult and time

consuming to find accurate solutions.

VM placement algorithms are implemented to achieve one or more of particular

objectives. The objectives include, among others; energy consumption minimization

[38], traffic cost minimization [9], load balancing [77] and security-aware placement [15].

Based on these objectives, this study categorizes VM placement algorithms into three

groups, which are: 1) VM placement algorithms that focus on QoS, 2) VM placement

algorithms that focus on cost reduction, and 3) VM placement algorithms that focus on

security. The next subsections discuss three categories of VM placement algorithms in

detail.

4.1.1 VM Placement Algorithms that focus on good QoS

As mentioned, two characteristics of cloud computing, which are aggregate and shared

resources, allow VMs to be consolidated within the same PMs and share physical com-

puting resources. This is mainly to reduce running costs of cloud datacentres while

utilizing physical computing resources. The consolidation of VMs is, however, limited

by physical resource amounts available in PMs [35]. This means that each PM accom-

modates a finite number of VMs whose total resource requirements match its physical

resource capacities. Based on this, there is a need to dynamically assign VMs to available

PMs [5]. This dynamic assignment of VMs needs to ensure that VMs allocated to a PM

have a fair share of its physical computing resources. Furthermore, it needs to ensure

that physical resources available in PMs are not under-utilized. Failure to appropriately
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assign these VMs to available PMs results in a number of unwanted circumstances that

normally affect QoS. Unwanted circumstances may include, heat imbalances in cloud

datacentres [74], traffic bursts in datacentre networks [9], and migration overheads [41].

In order to minimize these unwanted circumstances, there are currently implemented

VM placement algorithms that focus on good QoS. For example, some research efforts

propose even distribution of VMs within the cloud infrastructure in order to minimize

physical resource exhaustion which results in performance degradations [77]. Others pro-

pose frameworks that strive to detect and eliminate hotspots within cloud datacentres

[74].

Among most cited VM placement algorithms that focus on QoS are those put forth

by Biran et al. [9]. In their study, authors concentrate on efficient QoS delivery based on

traffic demands of VMs. Their idea is to implement VM placement algorithm that ab-

sorbs traffic bursts caused by large variety of traffic patterns. They introduce a network-

aware optimization solution called Min Cut Ratio-aware VM Placement (MCRVMP).

This solution takes into consideration both resource constraints within PMs and net-

work constraints. It strives to minimize traffic in the network cuts so that unpredictable

traffic bursts can be absorbed. This MCRVMP is generally NP hard and therefore uses

heuristic algorithm to solve at a reasonable time. This proposed VM placement algo-

rithm has two main properties. Firstly it recursively traverse the tree network structure

to place Connected Components (CCs) and VMs at one level of the tree at the time.

Secondly it adopts two-phase approach that places CCs on the network and then expand

them to place VMs on actual PMs. This VM placement algorithm (MCRVMP) which

originates from work of Biran et al [9] is interpreted in this study by using an activity

diagram shown in Figure 4.1.

To explain in details how MCRVMP algorithm [9] works, it firstly creates clusters

of CCs, which are groups of communicating VMs. It then recursively place these CCs

on different levels of the tree network starting at the root switch. This is followed by

placement on other switches on next levels of the tree. Every switch in these different

levels represent total capacity of the tree leave rooted at that switch. In this case, the

switch that represent the tree leave is referred to as the Virtual Host (VH). For every

placement of CCs, if the aggregated resource requirements of the CCd (for d = 1 to
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Figure 4.1: Min Cut Ratio-aware VM Placement (MCRVMP)

n) exceed the aggregated capacity of VHz (for z = 1 to m), the CCd is split among

subtrees of that switch. Again, if next level of the tree is the lowest level that comprises

of PMs, then CCs are expanded and VMs are placed on actual PMs. Placement of

CCs on VHs and expansion of CCs to place VMs on actual PMs at lowest level results in

communicating VMs being placed in close proximity to each other. These communicating

VMs are placed either within same PMs or in PMs that are within the same network

leave. This results in minimization of total traffic costs within the cloud infrastructure.

In addition, traffic flowing in each network cut becomes low compared to the total

capacity of that network cut. The high traffic bursts are therefore easily absorbed at

different network cuts. In summary, important point regarding MCRVMP is that it

places the communicating VMs in close proximity to each other. This is to minimize

possible network traffic bursts brought by high traffic within the cloud network. The

problem with the proposed solution is that it works only in networks that are either tree

networks or can be transformed into tree networks.
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Other research efforts that focus on QoS and are similar to work proposed by Biran et

al. [9] are those proposed by Meng et al. [44]. These research efforts also propose a VM

placement algorithm that reduces traffic costs by placing communicating VMs into PMs

that are in close proximity to each other. The additional objective observed in this VM

placement algorithm is time to complete job. Vu and Hwang [67] also focus on placement

of communicating VMs in PMs that are in close proximity to each other. The additional

objective observed is minimization of energy consumption in cloud datacentres. All

these discussed research efforts ([9], [44], and [67]) use connected components to reduce

total traffic costs. The aim is to provide good QoS to paying customers at reasonable

time. They, however, do not take into consideration security to minimize vulnerabilities

brought by communication dependency of these connected components.

4.1.2 VM Placement Algorithms that focus on Cost Reduction

Cloud computing has received massive attention in recent years due to its ability to

reduce datacentre running costs. This is achieved by use of virtualization to aggregate

VMs into fewer number of PMs to reduce operational costs [9]. Nonetheless, there

is normally a trade-off between performance and cost reduction in cloud computing

[7]. This is because, aggressive consolidation of these VMs results in physical resource

exhaustion that compromises application performances. There is therefore the need for

extensive studies on placement of VMs within the cloud infrastructure to reduce running

costs [32].

There are a number of currently implemented VM placement algorithms that focus on

cost reduction. Among them are those that focus on energy consumption minimization

to reduce costs. It is important to note that energy consumption costs are a concern in

cloud computing. Recently, there has been a rapid increase in energy consumption by

the cloud datacentres [48]. To support this, studies by Sverdlik [62] show that, energy

consumed by datacentres in the US in 2014 is about 70 billion kilowatt-hour of electricity.

This is equal to the amount of electricity consumed by about 6.4 million average homes

in the US in that year. These figures double every year based on growth of the cloud

datacentres. Because energy is a limited and costly resource, it is important, therefore,

to consider VM placement algorithms that focus energy consumption minimization in
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order to reduce costs. One of the most cited studies that focus on placement of VMs

to reduce energy consumption is that proposed by Yang et al. [75]. The proposed VM

placement algorithm, known as Sep-pack VM placement algorithm, is interpreted in this

study by using an activity diagram as shown in Figure 4.2.

Figure 4.2: Sep-Pack VM Placement Algorithms

This algorithm shown in Figure 4.2 is an energy-aware VM placement algorithm

with additional objective of optimizing application performance. In order to achieve its

objectives, the study models its solution as a modified bin packing problem. Here, PMs

are represented by bins and VMs are items. Furthermore, items are categorized into
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two, red and green items. The red items, on one hand, represent data-intensive VMs.

The green items, on the other hand, represent CPU-intensive VMs. As a means to save

energy, VM placement algorithm firstly places red items into bin of capacity C, where

C = R
R+G

(R = total weight of red items, G = total weight of green items). This capacity

C cannot exceed the maximum allowed total weight of red items k. Secondly, it places

green items into bin of capacity (1 − C). It then combines items in the two bins and

consolidate them into the first bin of capacity 1. This results in fewer number of bins

as each bin is utilized to its full capacity. In order to optimize application performance,

this algorithm only consider green items (CPU-intensive) whenever there is a need for

migrations. This is because migrating data-intensive VMs away from PMs that contain

their images degrades their performance for up to 40 percent. It is therefore important to

migrate only CPU-intensive VMs as there is an insignificant change to their performance

if migrated away from their images.

In summary, VM placement algorithm proposed by Yang et al [75] reduces running

costs by consolidating VMs into fewer PMs. In addition, it takes into consideration work-

load characteristics of VMs to optimize application performance. Although it strives to

optimize performance, it has one factor that contributes towards application performance

degradations. This is exhaustion of physical resources by consolidation of VMs to the full

capacity of PMs. Also, the proposed algorithm does not take security as an additional

objective. This means vulnerabilities brought by VM consolidation are not countered for

in this proposed algorithm. There are therefore possibilities of inter-VM attacks brought

by undesired co-locations. Other closely related studies are those proposed by Lin et

al.[38], Ohta [48] and Kuo et al.[35]. All these studies consolidate VMs into fewer num-

ber PMs and switch off idle PMs to reduce energy consumption. They also do not take

into consideration security aspect that reduces risks brought by consolidation of VMs.

4.1.3 VM Placement Algorithms that focus on Security

Despite financial advantage of sharing computing resources, cloud computing is asso-

ciated with architectural vulnerabilities. As mentioned earlier, there are a number of

factors that contribute towards these vulnerabilities. Among them are those brought

by the discussed characteristics of clouds such as aggregate and shared resources. As
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mentioned, these characteristics allow consolidation of VMs into same PMs and allow

sharing of physical resources. Malicious activities take advantage of shared physical re-

sources to compromise integrity, confidentiality or availability of co-located VMs [25]. In

order to minimize risks brought by these vulnerabilities, secure placement of VMs is con-

sidered. There are a number of currently implemented VM placement algorithms that

focus on secure placement of VMs. One of the first and mostly cited security-aware VM

placement algorithm is that proposed by Afoulki et al. [2]. In their work, they proposed

a security-aware VM placement algorithm that avoids co-location of VMs belonging to

adversary users.

To explain how this algorithm works, it starts by selecting a PM with enough physical

resources to host a newly requested VM. Furthermore, it checks whether the selected

PM hosts any VM belonging to adversary users. If there are no VMs belonging to ad-

versary users then placement is completed, otherwise the algorithm searches for another

compatible PM. For cases where all suitable PMs contain adversary users, this algorithm

checks whether it is possible to suspend or migrate VMs belonging to adversary users in

selected PM. The suspension depends on priorities of both VMs belonging to adversary

users and newly requested VM. If neither suspensions nor migrations are possible, the

algorithm checks if the newly requested VM can be scheduled for later placement, oth-

erwise the VM request is declined. For demonstration purposes using activity diagrams,

it is important to note that VMs that allow scheduling for later placement are referred

to as Advanced Reservation leases (ARs). Those that require immediate placement are

referred to as Best-Effort leases (BEs). In summary, the first prominent point in the

proposed VM placement algorithms proposed by Afoulki et al. [2] is the consideration of

adversary users in the placement of newly requested VMs. The second is the suspension

and/or migration of VMs belonging to adversary users. This is possible only if there

are no other suitable PMs to host the newly requested VM. The security-aware VM

placement algorithm proposed by Afoulki et al. [2] is interpreted by the author of this

study using activity diagrams in Figure 4.3.

Other closely related security-aware VM placement algorithm that minimizes co-

location attacks by adversary users include that proposed by Han et al. [25]. This

VM placement algorithm strives to minimize ability of malicious users to co-locate their
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Figure 4.3: Security-aware Scheduler

VMs with their targets. They achieve this by using the policy called Previously-selected-

servers-first for every user who requests a new VM. This minimizes spread of VMs

belonging to the same malicious user across the entire cloud infrastructure. The proposed

VM placement algorithm [25] does not, however, consider cases where malicious user

requests new VMs using different identities. Different from this are a security-aware

VM placement algorithm proposed by Carol et al. [15]. This algorithm takes user
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requirements as input to allow them to choose their required security levels [15]. Yuchi

and Shetty [76] also propose a security-aware VM placement algorithm that separates

more vulnerable VMs from those with lower vulnerability status. This minimizes chances

of compromising vulnerability status of more secure VMs by taking advantage of co-

location and shared resources.

4.2 Towards Optimized Security-aware VM Place-

ment Algorithm

Although security in VM placement algorithms is of essence and is the theme of this

research, other two categories discussed in the previous section are equally important.

They allow provision of optimization objectives that bring about good QoS at reduced

operational costs. There is, however, normally a trade-off between security and these

other two categories. For example, the discussed security-aware VM placement algorithm

proposed by Afoulki et al. [2] focuses solely on secure placement of VMs. It does not

consider optimization objectives that provide good QoS at reduced costs. This might

result in secure cloud environment but with poor service delivery to paying customers.

In addition, costs of running this secure cloud environment might be unnecessarily high.

In order to avoid this, the author of this study find it important to consider the notion

of Optimized Security-aware (O-sec) VM placement algorithm. This is explained as com-

bining into the same algorithm the objectives classified under VM placement algorithms

that focus on security and those that focus on QoS and/or cost-reduction. The main

aim of this study is, therefore, implementation of O-sec VM placement algorithm.

The approach towards implementation of O-sec VM placement algorithm is to use the

already existing VM placement algorithm. This should be the algorithm that assumes

higher security and/or optimization objectives as compared to other currently imple-

mented VM placement algorithms. The qualifying VM placement algorithm will further

be augmented towards O-sec VM placement algorithm.
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4.2.1 Related Work

Ideally, security-aware VM placement algorithms require optimization objectives to re-

duce costs and provide good QoS. However, there is normally a trade-off between security

objectives and these two mentioned optimization aspects. This results in most of the

currently implemented security-aware VM placement algorithms observing only security

objectives. Fortunately, recent research efforts strive to overcome trade-offs between

the mentioned VM placement aspects. They introduce security-aware VM placement

algorithms that take into consideration QoS and/or cost reduction objectives. For ex-

ample, Gaggero and Caviglione [20] introduce a security-aware VM placement algorithm

that observes cost reduction and QoS optimization objectives. In their work published

in 2019, they strive to overcome possible hardware failures and unwanted reboots that

might result in unavailability of VMs. This is achieved by use of Model Predictive Con-

trol (MPC) in placement of VMs. This model helps predict possible future hardware and

software failures which can compromise availability of these VMs. To reduce costs, this

algorithm consolidates VMs into fewer number of PMs to reduce energy consumption

rates. Additionally, the algorithm ensures QoS by maintaining provision of services as

stipulated in the SLA. This proposed VM placement algorithm is closely related to the

outcome of this research. It is a security-aware VM placement algorithm that takes into

consideration both QoS and cost reduction objectives. However, it does not factor out

security risks of focus in this study, which are inter-VM attacks.

Closely related is work by Han et al. [26] published in 2017. In their work, they in-

troduce a security-aware VM allocation policy that takes into consideration optimization

objectives. This policy reduces possible inter-VM attacks that are brought by unwanted

co-location of VMs. It is a modified version of a prototype called “previous-selected-

server-first” (PSSF) which is proposed by the same authors [25]. They added energy

consumption and workload balance to the security objective observed in PSSF. To ensure

secure placement, PSSF allocates newly requested VMs to PMs with most VMs. The

aim is to minimize strategies such as brute-force which are used by malicious users to

co-locate their VMs with their targets. This modified version of PSSF [26] also combines

security aspects with QoS and cost reduction optimization objectives. In addition, it

minimizes possible inter-VM attacks brought by co-location with malicious VMs. How-
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ever, it does consider possible co-location of adversary users. If not addressed, this might

also result into inter-VM attacks.

Other related publications include work by Wong and Shen [70] published in 2018.

In this work, they introduce a security-aware VM placement algorithm that takes into

consideration QoS objectives. To provide secure placement, this algorithm minimizes

possible co-location of malicious VMs with their targets. It achieves this by use of Fa-

miliarity concept to separate malicious VMs from their possible targets. This means,

only those VMs that are ‘familiar’ to each other are co-located. The mentioned famil-

iarity builds from previous co-locations that did not result in any malicious acts. To

provide good QoS, this algorithm considers load balancing to avoid exhaustion of phys-

ical resources. This security-aware VM placement algorithm concentrates on QoS only.

It ignores other optimization objectives that strive to minimize cost reduction.

4.3 Summary

In order to provide good QoS at reduced costs, and also to reduce risks brought by archi-

tectural vulnerabilities, cloud computing uses VM placement algorithms to dynamically

assign VMs to available PMs. These dynamic assignment of VMs takes into consideration

different objectives observed in the implementation of these VM placement algorithms.

The research at hand categorizes VM placement algorithms into three groups, based on

their objectives. The categories are:

VM placement algorithms that focus on good QoS : These are the kind of VM place-

ment algorithms with the main objective of providing QoS stipulated in the SLA. They

concentrate on objectives such as, time to complete job, optimal performances and re-

ducing network bursts / traffic.

VM placement algorithms that focus on cost reduction: These kind of algorithms

place VMs within the cloud infrastructure in a manner that reduces costs of running

datacentres. They observe objectives such as, minimizing machine counts and minimizing

energy consumption.

VM placement algorithms that focus on security : These kind of VM placement al-

gorithms work towards minimizing possible risks brought by cloud architecture. They
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achieve this by, for example, separating VMs that belong to adversary users.

Most of the currently implemented VM placement algorithms are categorized in at

least one of the three discussed categories. Very few stretch across two or more of the

discussed categories. This results in secure cloud environments with poor service delivery

to paying customers. In other situations, placement of VMs might provide high QoS at

reduced operational costs, but with very low security. This study, therefore proposes

a security-aware VM placement algorithm that also takes into consideration objectives

that focus on cost-reduction and/or QoS.

4.4 Conclusion

This study proposes implementation of VM placement algorithm that can be classified

into all discussed VM placement algorithms categories. This proposed VM placement

algorithm, referred to as O-sec VM placement algorithm must consider security as its

main objective because it is the theme of this study. In addition, it needs to consider

other objectives classified under VM placement algorithms that focus on good QoS and

cost-reduction. The approach towards implementation of O-sec VM placement algorithm

is to augment the already existing VM placement algorithm. The idea is to find the

VM placement algorithm that assumes higher optimization and/or security objectives

as compared to others. This will further be modified towards implementation of O-sec

VM placement algorithm. In order to find this VM placement algorithm, the currently

available VM placement algorithms are evaluated. The next chapter therefore discusses

currently implemented VM placement algorithms that are selected for evaluation in the

study at hand.
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Selecion of VM Placement

Algorithms for Evaluation

The previous chapter discusses different categories of VM placement algorithms. It fur-

ther shows the need for implementation of O-sec VM placement algorithm. This is

defined as VM placement algorithm that combines security objectives with objectives of

the other two categories of VM placement algorithms. To successfully implement this

kind VM placement algorithm, this study evaluates currently available VM placement

algorithms. This is done to find VM placement algorithm that qualifies to further be

augmented towards the notion of O-sec VM placement algorithms. This chapter, there-

fore, focuses on selection of the currently implemented VM placement algorithms. The

next section discusses the selection process of VM placement algorithms to be evaluated.

It further discusses in detail each of the selected algorithms. The researcher in this study

constructs activity diagrams as a means to interpret each of the selected VM placement

algorithms.

It is important to note that this chapter is work published by researcher of this study

in paper titled Towards O-Sec VM Placement Algorithms [31]. This evaluation therefore

includes only those VM placement algorithms selected in that publication.

50
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5.1 Selected VM Placement Algorithms

In order to find VM placement algorithms that are evaluated in this chapter, a thorough

search was made in different websites and online databases through use of the internet.

Only those research efforts published in commonly used platforms are selected. These

platforms include ACM, IEEE, Springer, Elsevier, Tailor and Francis, and Science Direct.

About thirty (30) publications that focus on VM placement algorithms are found in this

search. In order to reduce this number, elimination process is used based on abstract

readings. This eliminates VM placement algorithms that are irrelevant to this study.

Furthermore, an in-depth study of the remaining publications is done to reduce the

number of VM placement algorithms. It reduces the final selection of publications to ten

(10). The next subsections discuss 10 VM placement algorithms in detail.

5.1.1 Resource-based First Fit Algorithm (RFFA)

This is a VM placement algorithm proposed by Kuo et al. [35] called Resource-based

First Fit Algorithm (RFFA). It focuses on energy consumption minimization that results

in lower datacentre operational costs. It achieves this by allocating VMs to the first PM

with enough physical resource capacities to host a requested VM. The algorithm uses

four resource requirements to find a suitable PM. These resource requirements are CPU,

memory, disk and network. For a PM to qualify to host requested VM, capacities of

the four physical resources should be equal or greater than resource requirements of the

requested VM. There is also a set P , which is the set of PMs that host at least one VM.

These are considered by this algorithm as active PMs. Those that are not included in

this set are in idle mode and are therefore switched off to minimize energy consumption.

The RFFA which originates from work by Kuo et al. [35] is interpreted in this study

using activity diagram shown in Figure 5.1.

To explain how RFFA works, the algorithm checks all PMs within the set P to find a

suitable PM to host a requested VM. If such a PM is found in the set P , then placement

is made. If there is no suitable PM, a new PM is powered-on and then added to the set

P . The placement is then made into this newly powered-on PM.
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Figure 5.1: Resource-based First Fit Algorithm (RFFA)

5.1.2 VM Placement Algorithm to Minimize Physical Machine

Count (VMP-MPMC)

This is a heuristic algorithm that is proposed by Ohta [48]. It focuses on energy con-

sumption minimization while maintaining good QoS. This algorithm minimizes energy

consumption by reducing number of powered-on PMs within the cloud infrastructure.

It achieves this by using best fit placement to assign VMs to suitable PMs. That is, it

chooses a PM with least available resources suitable to host requested VM. Furthermore,

it also minimizes energy consumption by migrating VMs from under-utilized PMs and

then switching them off. To provide QoS, this algorithm minimizes possible resource

exhaustion by migrating VMs from over-utilized PMs. These over-utilization of PMs
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are brought by changing workloads within hosted VMs. Failure to sufficiently address

resource exhaustion issue results in performance degradations. The algorithm is inter-

preted by researcher of this study using activity diagram shown in Figure 5.2.

Figure 5.2: VM Placement Algorithm to Minimize Physical Machine Count

This algorithm shown in Figure 5.2 uses three procedures to successfully increase or

decrease the number of powered-on PMs based on workload requirements. These proce-

dures are: judge phase, incr migrate and decr migrate.

• judge phase: this is the procedure that determines whether dynamic reassignment

requires change in the number of powered-on PMs. It calls one of the two other

procedures depending on the need to either increase or decrease number of powered-

on PMs.
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• incr migrate: this procedure increases number of powered-on PMs to allow place-

ment of VMs.

• decr migrate: this procedure decreases number of powered-on PMs in cases where

migrations result in idle PMs.

The judge phase procedure further uses neutral procedure if neither of the two (incr migrate

and decr migrate) are required. This procedure means that migrations are made without

the need to either increase or decrease number of powered-on PMs.

5.1.3 Dynamic Load Management (DLM) Algorithm

This is an algorithm proposed by Andreolini et al. [5] that focuses on migrations overhead

reduction in order to provide good QoS. It is a load balancing VM placement algorithm

that uses live migrations to evenly distribute VMs across the cloud infrastructure. How-

ever, these migrations are associated with overheads which devastate cloud architecture

performance if excessively used. In order to minimize these migration overheads, the al-

gorithm uses selective precisions to decide on which VMs are to be migrated. It achieves

this by periodic monitoring of both load profiles of PMs and load trend behaviour of

VMs. Migrations are therefore triggered when there is an intensive and persistent work-

load change within PMs. This algorithm is interpreted in this study by using activity

diagram shown in Figure 5.3.

To successfully achieve its objectives, this algorithm uses the following four phases

to migrate VMs:

• Phase 1: Selection of sender hosts: This phase uses the already discussed selective

precision to determine fewer number of PMs with intensive and persistent workload

change.

• Phase 2: Selection of guests: This phase selects VMs that need to be migrated

from selected PMs determined in Phase 1. This selection of VMs uses three-step

load trend-based model. In this model, the first step evaluates loads of each VM.

The second step sorts VMs depending on workloads, and third step chooses subset

of VMs with highest loads.
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Figure 5.3: Dynamic Load Management Algorithm

• Phase 3: Selection of receiver hosts: This phase chooses new PMs to host migrated

VMs. The receiver PMs are chosen to be those that have most available resource

capacities . To avoid overloading that might result in excessive migrations, each of

the migrated VMs is assigned a different receiver PM.

• Phase 4: Assignment of guests: The selected VMs in Phase 2 are assigned to

receiver PMs by using classical greedy method. The algorithm starts with VMs

that have highest loads and assign them to PMs with most available resource

capacities.
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5.1.4 Traffic and Power-aware VM Placement Algorithm (TPVMP)

This VM placement algorithm proposed by Vu and Hwang [67] focuses on both cost

reduction minimization and good QoS. It reduces energy consumption by consolidating

VMs into high capacity PMs and switching off as many low capacity PMs as possible.

These high capacity PMs are PMs that consume lower energy to process a unit workload

as compared to low capacity PMs. To provide good QoS, the algorithm minimizes overall

traffic cost within the cloud infrastructure. It achieves this by placing communicating

VMs with high traffic in PMs that are in close proximity to each other. The algorithm

further takes into consideration dynamic reassignment of VMs using migrations to mini-

mize chances of under-utilization and over-utilization of PMs. The algorithm is analyzed

in this study by using activity diagram shown in Figure 5.4. The high capacity and low

capacity PMs are referred to as HC and LC PMs respectively in the figure.

This algorithm proposed by Vu and Hwang [67] is further explained in this study by

using the following simple steps.

• Step 1: for allocation of VM, this algorithm first checks if there are any active PMs

suitable to host this VM. If there are no suitable PMs, then the algorithm selects

one of the inactive PMs to host this newly requested VM. These inactive PMs are

those that had no allocated VMs and therefore are switched off to minimize energy

consumption.

• Step 2: for a PM selected as suitable to host the VM, the algorithm further checks

if the allocation will result in over-utilization of the PM. If this is the case, then the

different PM is selected, otherwise an inactive PM is powered on. It is important

to note that high capacity PMs are given first priority in the selection process. The

low capacity PMs are selected only when there are no high capacity PMs suitable

to host VM.

• Step 3: the algorithm then checks if the VM to be placed has any sibling VMs

allocated to any of the active PMs. These sibling VMs are those that communicate

with VM to be allocated. If there are no sibling VMs, the allocation to selected PM

is completed. But, if there are sibling VMs, then the algorithm checks if distance

between selected PM and PMs hosting siblings exceeds maximum required distance.
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Figure 5.4: Traffic and Power-aware VM Placement (TPVMP) algorithm

That being the case, then a different PM is selected and the process starts over

again.

Note: This allocation steps work for both newly requested VMs and VMs selected for

migrations.

5.1.5 Migration Based VM Placement (MBVMP) Algorithm

MBVMP is a VM placement algorithm proposed by Li et al. [37]. It focuses on providing

good QoS by minimizing total job completion time of placing a newly requested VMs.

According to authors who proposed this algorithm, a VM takes different completion times

to be placed in different PMs which have different resource capacities. So they propose
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the VM placement algorithm that selects PMs which take least completion time to place

a newly requested VM. This proposed algorithm further uses migrations if there are no

enough resources in the selected PM to host newly requested VM. There is however, the

constraint that governs placement of VMs using migrations in MBVMP. The constraint

states:

“MBVMP considers migrations only if the total completion time, which includes mi-

gration time, is less than the time taken for direct placement to the available PM with

enough resources to host the newly requested VM ”

The researcher of this study uses activity diagram shown in Figure 5.5 to interpret

MBVMP algorithm.

Figure 5.5: Migration Based VM Placement (MBVMP) algorithm
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In order to explain MBVMP algorithm shown in Figure 5.5, this study uses the

following steps:

• Step 1: The algorithm sorts PMs in order of their job completion times in placement

of VMs.

• Step 2: For new VM request, the algorithm checks if there are enough resources

within the first PM that takes least completion time to host VM. If there are

enough resources, the placement is completed.

• Step 3: In cases where there are no enough resources in the first selected PM, the

algorithm searches for VM that qualifies to be migrated. This VM qualifies based

on the three things: 1) there must be enough resources released after migration , 2)

there must be a PM with enough resources to host this migrated VM, and 3) total

job completion time which includes time to migrate VM must be less than that of

direct placement into other available PMs. If this VM is found, then placement

using MBVMP is completed. However, if direct placement takes less completion

time compared to MBVMP then, placement is completed using direct placement.

• Step 4: If there are no qualified VMs to be migrated in selected PM, the algorithm

iterates through the list of sorted PMs to find one with qualified VMs. If none of

the PMs contain qualified VMs and there are no possibilities of direct placements,

request is rejected.

5.1.6 Security-aware VM Placement using Metrics (SVMP-M)

Caron and Toinard [15] propose a VM placement algorithm that focuses on secure place-

ment of VMs. It takes user security requirements as part of its input to define security

level needs of cloud users. These security requirements are presented as bitsets vector

metrics which are interpreted by the scheduler. Each bit in the vector is set to either

“1” if the security characteristic is required or otherwise “0”. To successfully use the

metrics, CSPs need to provide security capacities of their cloud infrastructure by use of

vector metrics. For example, the security processes vector for PMs can be represented as:

vectorProcess = [Anti-virus IDS Firewall]. With known security capacities of the cloud
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infrastructure, cloud users detail their security requirement which are presented using

bitset vectors. The user security requirement for the given example can be presented as:

vectorProcess = [1 0 1], which shows the need for an anti-virus and firewall.

To explain how this algorithm by Caron and Toinard [15] works, the researcher in

this study constructs activity diagram shown in Figure 5.6.

Figure 5.6: Security-aware VM Placement using Metrics

This activity diagram, shown in Figure 5.6 is further explained using the following

steps:

• Step 1: For new VM request, the algorithm identifies all PMs that are compatible

with the newly requested VM. For PM to be compatible, it needs to: 1) have enough

resources to accommodate the newly requested VM, 2) have security characteristics

that comply with user security requirements provided, and 3) have hosted VMs that

will not be violated by placement of newly requested VM.
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• Step 2: The algorithm further selects the first PM with enough resources from list

of PMs identified in Step 1.

• Step 3: The algorithm places newly requested PM then updates infrastructure

configurations to include newly placed VM.

5.1.7 Modified k-means Clustering VM Placement (MKCVMP)

Algorithm

This proposed VM placement algorithm by Chowdhury et al. [16] focuses on both

providing good QoS and reducing running costs. It achieves good QoS by migrating

VMs from over-utilized PMs to avoid resource exhaustions. It further migrates VMs

from under-utilized PMs and switches them off to reduce running costs. This algorithm

achieves these by exploring clustering technique. It clusters VMs in migration lists based

on their CPU utilization and RAM allocation. The VMs are then placed into available

PMs, starting with those that are in most dense cluster. The proposed algorithm is

interpreted in this study by using activity diagram shown in Figure 5.7.

This algorithm interpreted using Figure 5.7 uses 3-step approach in: identifying over-

utilized or under-utilized PMs, selection of VMs to be migrated, and placement of VMs

into new PMs. These steps are:

• Step 1: This step of the algorithm is the identification of PMs that are either

over-utilized or under-utilized. The algorithm uses thresholds to identify these

PMs.

• Step 2: This is the step that selects VMs to be migrated away from under-utilized

and over-utilized PMs identified in step 1. The algorithm uses Minimum Migration

Time (MMT) policy as one of its selection methods. This is the policy that selects

VMs that take minimum amount of time to be migrated. The selected VMs are

added to the migration list.

• Step 3: This is the step that allocates VMs in the migration list to available

PMs. Unlike most energy-aware VM placement, this algorithms does not use

power-aware best-fit VM placement to successfully place VMs into available PMs.
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Figure 5.7: Modified k-means Clustering VM Placement Algorithm

That is, it does not place VMs into PMs that use lower energy to consume unit

workload. Instead, this proposed algorithm modifies this step by using modified

k-means clustering technique. It clusters VMs in migration list based on their

CPU utilization and RAM allocation. After clustering, the modified bin packing

algorithms are used to allocate VMs to available PMs. Those VMs in highest

density clusters are placed first.
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5.1.8 Min Cut Ratio-aware VM Placement (MCRVMP) Algo-

rithm

This VM placement algorithm that is proposed by Biran et al. [9] focuses on good QoS. It

uses the concept of connected components to minimize possibilities of traffic bursts within

cloud datacentres. To achieve this, the algorithm consolidates communicating VMs into

PMs that are in close proximity to each other. This minimizes total traffic cost within the

cloud infrastructure. This algorithm is used as an example of VM placement algorithms

that focus on QoS in Chapter 4. Therefore, detailed explanation of this algorithm is

in that chapter. It also includes interpretation of the algorithm using activity diagram,

which is shown in Figure 4.1.

5.1.9 Sep-pack and Dynamic Algorithm

This is a VM placement algorithm proposed by Yang et al. [75]. It is modelled as a

modified bin-packing algorithm that strives towards minimizing datacentre operational

costs while maintaining good QoS. In this algorithm, PMs are taken to be bins while VMs

are items. Items are further categorized into green items that represent CPU-intensive

VMs and red items that represent data-intensive items. The algorithm consolidates both

green and red items into a fewer number of bins in order to minimize energy consumption.

Whenever there are needs for migrations, this algorithm migrates only CPU-intensive

VMs. This is because migrating data-intensive VMs away from their images degrades

their performances up to 40 percent. But migrations of CPU-intensive VMs away from

their images have insignificant impact to their performance.

Sep-pack and dynamic algorithm [75] is used as an example of algorithms that focus

on cost reduction discussed in Chapter 4. The detailed explanation of this algorithm is

therefore provided in that chapter. There is also an activity diagram that interprets the

algorithm, and is shown in Figure 4.2.

5.1.10 A Security-aware Scheduler (SS)

This is the VM placement algorithm that is proposed by Afoulki et al. [2]. It focuses on

secure placement of VMs within the cloud infrastructure. This algorithm takes as part
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of its input, adversary user lists submitted by users as part of their requirements. These

lists are used to generate incompatibility groups used by VM scheduler to isolate VMs

belonging to adversary users. The algorithm is used in Chapter 4 as an example of VM

placement algorithms that focus on security. It is therefore explained in detail in that

chapter. There is also an activity diagram used in this study to interpret the algorithm,

which is shown in Figure 4.3.

5.2 Summarizing the 10 VM placement algorithms

This section provides the summary of the 10 selected VM placement algorithms. The

summary is presented in tabular format as shown in Table 5.1.

5.3 Conclusion

Having selected the VM placement algorithms, the next step is the evaluation process.

This is required to find the VM placement algorithm that will further be augmented

towards the notion of Optimized security-aware VM placement algorithm. This study

uses quantitative evaluation criteria to find suitable VM placement algorithm that will

further be augmented. This criteria is discussed in detail in the next chapter.
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Table 5.1: Summary of the selected VM placement algorithms

Names Categories Statement

RFFA cost reduction It allocates VMs to the first available PM with enough

resources in order to minimize machine count.

VMP-MPMC cost reduction It uses best-fit placement to minimize number of

powered-on PMs.

good QoS It also reduces physical resource exhaustion by mi-

grating VMs from over-utilized PMs.

DLM good QoS It uses live migrations to evenly distribute VMs across

the infrastructure. It considers selective precision to

minimize migration overheads.

MCRVMP good QoS Uses connected components to minimize possibilities

of traffic bursts.

SEP-Pack cost reduction Consolidates VMs into fewer PMs to reduce energy

consumption.

good QoS It restricts migration of data-intensive VMs away

from their images to minimize performance degrada-

tions.

TPVMP cost reduction It reduces energy consumption by consolidating VMs

into high capacity VMs.

good QoS It minimizes overall traffic cost by placing communi-

cating VMs in close proximity to each other.

MBVMP good QoS It considers PMs with least job completion time for

placement of VMs.

SS security It separates VMs belonging to adversary users.

MKCVMP cost reduction It migrates VMs from under-utilized PMs and switch

off idle PMs.

good QoS It Migrates VMs from over-utilized PMs to avoid re-

source exhaustion

SVMP-M security It takes user security requirements as input to define

the required security levels
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Chapter 6

Evaluation of the Currently

Implemented VM Placement

Algorithms

The previous chapter (Chapter 5) discusses selection of the currently available VM place-

ment algorithms. It further discusses in detail the reflected optimization and security

objectives that are reflected in each of these VM placement algorithms. In this chap-

ter, the selected VM placement algorithms are evaluated to find the best that can be

improved towards the notion of O-Sec VM placement algorithm. The evaluation crite-

ria used in this study is a quantitative evaluation. It rates availability of optimization

and/or security objectives reflected in the selected VM placement algorithms. This cri-

teria uses a revised process introduced in the article by Eloff [18]. It uses a formula to

calculate percentage score of reflected objectives in each of the selected VM placement

algorithms. In order to successfully use the formula, this evaluation criteria needs to

involve identification of objectives observed in each VM placement algorithm. It further

requires scaling of these identified objectives based on their importance.

66
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6.1 Identification of Objectives

The first step towards selection of VM placement algorithm is to identify important

objectives that a qualified VM algorithm needs to observe. These objectives are selected

from a pool of optimization and security objectives based on their importance. They

are selected based on their contribution towards cloud computing characteristics defined

in this study. In addition, they are also selected based on their contribution towards

implementation of VM placement algorithms classified under three discussed categories.

The identified objectives are: 1) elasticity, 2) response time, 3) energy consumption

minimization, 4) network traffic minimization, 5) reduced SLA violations and 6) security.

6.1.1 Elasticity or Dynamic Reallocation

Elasticity, which is also referred to as dynamic reallocation or dynamicity, is the au-

tomated reallocation of VMs within the cloud infrastructure [11]. It is considered in

this study as the critically important objective. This is because it makes it possible for

self-managing characteristic to be implemented in the cloud. As mentioned in previ-

ous chapters, this characteristic is normally used to avoid unwanted circumstances that

jeopardize the optimization and/or security objectives observed in the clouds. These

unwanted circumstances include possibilities of over-utilization or under-utilization of

resources brought by changing workloads [5]. They also include possibilities of unde-

sired co-locations brought by aggregation of VMs [76]. Based on these, it is possible

to use this objective to implement VM placement algorithms that are classified in any

of the three discussed VM placement algorithm categories: VM placement algorithms

that focus on cost reduction, VM placement algorithms that focus on QoS, and VM

placement algorithms that focus on security. Using examples, it is possible to reduce

datacentre running costs by minimizing under-utilization of resources and therefore us-

ing fewer machine counts. Also, it is possible to minimize over-utilization of resources

hence providing good QoS. Lastly, it is possible to minimize undesired co-location by

implementing security-aware reallocations.
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6.1.2 Response Time

By virtue of having these two characteristics: on-demand self service and utility, cloud

computing requires response time as an important tool to satisfy paying customers. Like

all computing environments, delays are accepted only up to a certain level. The unex-

pected and persistent delays frustrate end users [55]. Also, they result in violations of

expected performance levels that are normally stipulated in SLA [4]. One of the factors

that cause these delays is an uneven placement of VMs within the cloud infrastructure.

For example, unmanaged placement of communicating VMs within the cloud infrastruc-

ture results in high traffic costs that affect response time [44]. Although not critical, it is

important to consider response time in the implementation of VM placement algorithms.

This is to avoid SLA violations while satisfying paying customers.

6.1.3 Energy Consumption Minimization

Energy consumption is a world-wide concern due to the rapidly increasing sizes of data-

centres [75]. Some studies estimate that approximately 70 percent of the total datacentre

management costs are energy consumption costs [7]. This shows that energy consump-

tion is the contributing factor to the daily running expenses of datacentres. It is therefore

critically important to consider ways of reducing energy consumptions within cloud dat-

acentres.

6.1.4 Network Traffic Minimization

It is mentioned in previous chapters that one of shared resources in cloud computing

are internal networks. Like all resources, over-utilizing these internal networks result in

compromise to QoS. High internal traffic between communicating VMs normally results

in traffic bursts, more especially in peak times [9]. This causes unnecessary downtimes of

hosted applications, therefore affecting expected QoS. It is therefore critically important

to consider internal traffic minimization in implementation of VM placement algorithms

[67].
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6.1.5 Reduced SLA violations

In order to ensure good QoS, there is an SLA contract signed between cloud users and

CSPs. This document entails expected minimum performance levels and mitigation

actions in cases of unwanted incidences [4]. In addition, it also stipulates consequences

in cases of breach of this SLA. These consequences are normally in the form of penalties

whereby CSPs pay for breach of the contract [23]. To minimize these unwanted costs,

CSPs need to ensure that placement of VMs does not result in violations of this SLA.

6.1.6 Security

This objective is the main theme of this study. It focuses on minimizing risks that

are brought by clouds’ architectural vulnerabilities [23]. These vulnerabilities include,

among others, undesired co-location of VM brought by aggregate characteristic of cloud

computing [2]. Being the main theme of this study makes security objective most impor-

tant of the identified objectives. However, the objective is rated lowest in evaluations of

selected VM placement algorithms. This is to minimize chances of selecting VM place-

ment algorithm that observes security as one of its objectives. The aim is to enforce

security as part of modifying a selected VM placement algorithm.

Having discussed the identified optimization and security objectives in this section, the

next step is to rate these objectives based on their importance.

6.2 Rating of the Identified Objectives

This section performs rating of identified objectives based on their importances. This is

done using constant values from 1 - 4 to represent different level of importance, as shown

below.

4 = critical importance,

3 = very important,

2 = important, and

1 = necessary

The ratings of objectives based on their importance is shown in tabular format using
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Table 6.1.

Table 6.1: Objectives Rating Table

Objectives Ratings

Elasticity 4

Response time 2

Energy Consumption Minimization 4

Network Traffic Minimization 4

Reduced SLA Violations 3

Security 1

6.3 Scaling of Reflected Objectives

This section identifies reflected objectives in each of the selected VM placement al-

gorithms. It further scores these identified objectives based on their existence in the

algorithm. The scale shown below is used to show existence of the objectives in each of

the 10 VM placement algorithms.

2 = objective exists fully,

1 = objective partially exist, and

0 = does not exist

Table 6.2 shows reflected objectives and their existence for each selected VM place-

ment algorithm.

6.4 Evaluating VM Placement Algorithms for Final

Selection

As mentioned, final selection process uses formula to calculate percentage score of re-

flected objectives for all selected VM placement algorithms. It uses combination of rat-
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Table 6.2: Objectives Evaluation Table
VM Placement Algorithm Objective Evaluation

Resource-based First-Fit Algorithm (RFFA)
Elasticity 2
Response Time 0
Energy Consumption 2
SLA Violations 0
Network Traffic 0
Security 0

VM placement algorithms to minimize PM

count (VMP-MPMC)

Elasticity 2
Response Time 2
Energy Consumption 2
SLA Violations 0
Network Traffic 0
Security 0

A Security-aware Scheduler (SS)
Elasticity 2
Response Time 0
Energy Consumption 0
SLA Violations 2
Network Traffic 0
Security 2

Security-aware VM Placement using

Metrics (SVMP-M)

Elasticity 0
Response Time 0
Energy Consumption 0
SLA Violations 2
Network Traffic 0
Security 2

Dynamic Load Management (DLM)
Elasticity 2
Response Time 0
Energy Consumption 0
SLA Violations 0
Network Traffic 0
Security 0

Min Cut Ratio-aware VM Placement

(MCRVMP)

Elasticity 0
Response Time 0
Energy Consumption 0
SLA Violations 0
Network Traffic 2
Security 0

SEP-Pack and Dynamic Algorithm
Elasticity 2
Response Time 1
Energy Consumption 2
SLA Violations 0
Network Traffic 0
Security 0

Traffic and Power Aware VM Placement

(TPVMP)

Elasticity 2
Response Time 0
Energy Consumption 2
SLA Violations 0
Network Traffic 2
Security 0

Migration Based VM Placement (MBVMP)

Algorithm

Elasticity 2
Response Time 2
Energy Consumption 0
SLA Violations 0
Network Traffic 0
Security 0

Modified k-means Clustering in VM

Placement (MKCVMP)

Elasticity 2
Response Time 0
Energy Consumption 1
SLA Violations 0
Network Traffic 0
Security 0
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ings of the objectives shown in Table 6.1 and reflected objective scores shown in Table

6.2. The next subsection shows how this formula is derived.

6.4.1 Deriving the Formula

To calculate percentage score of the reflected optimization and security objectives, the

following equation is used:

Oj =
ObjectiveEvaluation

TotalObjectiveRating
× 100 (6.1)

Oj =

∑N
i=1 xiki∑N

i=1 xi(TOT )ki(TOT )

× 100 (6.2)

Where,

xi is the evaluation factor allocated to the presence of the objective,

ki is the importance rating of each objective,

xi(TOT ) is the evaluation factor allocated to the presence of the objective in an ideal

situation,

ki(TOT ) is the importance rating for an ideal situation, and

N is total number of objectives used for evaluation.

For an ideal VM placement, xi(TOT ) = 2 for all placement algorithms. This is brought

by an assumption that objectives fully exist in ideal situations. From this, the formula

becomes,

Oj =

∑N
i=1 xiki

2
∑N

i=1 ki(TOT )

× 100 (6.3)

And therefore,

Oj = 50

∑N
i=1 xiki∑N

i=1 ki(TOT )

(6.4)

From ratings conducted in Section 6.2, the value of ki(TOT ) = 18 and N = 6, therefore,

Oj = 0.46
N∑
i=1

xiki (6.5)
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For all,

1 ≤ j ≤ M

Where M is total number of evaluated placement algorithms

6.4.2 Using the Formula

Using the derived formula and substituting the xi and ki with values obtained in Tables

6.1 and 6.2, percentage score for each VM placement algorithm is shown in Table 6.3.

Table 6.3: VM Placement Algorithms Evaluation Results

VM Placement Algorithm Score

RFFA 7.36

VMP-MPMC 9.2

DLM 3.68

MCRVMP 3.68

SEP-Pack 8.28

TPVMP 11.04

MBVMP 5.52

SS 7.36

MKCVMP 5.52

SVMP-M 3.68

From the table, VM placement algorithm that scores highest percentage is Traffic and

Power-aware VM Placement (TPVMP) algorithm.

6.5 Summary

To summarize this chapter, ten VM placement algorithms are selected for evaluation.

This evaluation aims to find VM placement algorithm that assumes most important

optimization and security objectives. It uses quantitative evaluation that takes into

consideration reflected objectives in each one of the selected VM placement algorithms.

To achieve this evaluation, the criteria firstly identifies important objectives that are
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appropriate for implementation of O-Sec VM placement algorithm. Next, it rates these

objectives based on their importance. This rating uses scale between 1 and 4, where 1

shows that the objective is necessary and 4 shows that the objective is critically impor-

tant. In the third step, it identifies and scores objectives based on their existence using

scale of 0 - 2 (0 = does not exist, 1 = partially exist, and 2 = fully exist). The last step

uses the formula to evaluate VM placement algorithms based on reflected objectives.

6.6 Conclusion

The evaluations conducted in this chapter find TPVMP as the VM placement algorithm

that qualifies to further be augmented towards implementation of O-sec VM placement

algorithm. This is the VM placement algorithm that observes network traffic minimiza-

tion and energy consumption minimization as its objectives. For better understanding of

this VM placement algorithm, the next chapter discusses it in detail. It further discusses

how the TPVMP algorithm is augmented to implement O-sec VM placement algorithm.
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Chapter 7

TPVMP as a Candidate to be

considered for O-Sec VM Placement

The previous chapter evaluates ten currently available VM placement algorithms. These

are evaluated using a quantitative approach to find a VM placement algorithm that

assumes highest optimization and/or security objectives. The aim is to augment the

selected VM placement algorithm towards the notion of O-Sec VM placement. Accord-

ing to the evaluation criteria, TPVMP qualifies to be a VM placement algorithm that

showed potential to be further augmented for security purposes. The current chapter

discusses this VM placement algorithm in detail, reflecting on the objectives observed

in its implementation. It further elaborates on how these objectives are augmented to

achieve the goals of this study.

7.1 TPVMP - from Researcher’s Perspective

There are two main objectives considered in the implementation of TPVMP. These

objectives, which are both optimization objectives, are: energy consumption minimiza-

tion and network traffic minimization. Energy consumption minimization on one hand,

strives to reduce total operational costs of cloud datacentres. It achieves this by reducing

number of powered-on PMs in order to minimize energy consumption. Network traffic

minimization on the other hand, strives to provide good QoS by minimizing network

75
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traffic that normally results in unwanted latencies. To successfully achieve these main

objectives, TPVMP also considers elasticity as its third objective. It uses migrations

for dynamic reallocation of VMs in order to minimize both energy consumption rates

and network traffic. Based on these observed objectives, TPVMP is categorized under

two types of the discussed VM placement algorithms groups. These are VM placement

algorithms that focus on good QoS, and VM placement algorithms that focus on cost

reduction.

In order to understand TPVMP objectives and how they are implemented, the next

subsections discuss them in detail. These discussions include possible vulnerabilities

associated with these objectives. Also, they include countermeasures that overcome

risks brought by the stated vulnerabilities.

7.1.1 Energy Consumption Minimization

As mentioned, one of the main objectives considered in implementation of TPVMP is

energy consumption minimization. This objective consolidates VMs into fewer number

of PMs in order to reduce machine count. The consolidation is, however, different from

the commonly used method that packs VMs into first available PMs. In this method,

VMs are consolidated into high capacity PMs as much as possible. The low capacity

PMs are considered for placement only when high capacity PMs have limited resources

to host VM requests. To explain these two types of PMs:

• High capacity PMs : These are PMs with higher CPU usage per energy consump-

tion. This means that high capacity PMs use low energy consumption to process

a unit workload.

• Low capacity PMs : These are PMs with lower CPU usage per energy consumption.

It means that low capacity PMs use higher energy consumption to process a unit

workload as compared their counter partners.

From these explanations, it means consolidating VMs into high capacity PMs reduces

overall energy consumption within cloud datacentre. In order to maintain these low

energy consumptions, TPVMP also considers dynamic reallocations of VMs known as
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elasticity. Through this, VMs are migrated from low capacity into high capacity PMs

as much as possible.

Vulnerabilities associated with Energy Consumption Minimization Objective

There are possible vulnerabilities identified in this study which are associated with this

objective. These vulnerabilities are brought by consolidation of VMs into fewer number

of PMs. They include the following:

• Unwanted co-location of VMs: As discussed, aggregate characteristic makes

undesired co-locations of VMs possible. These include co-location of VMs with

different vulnerability statuses as explained by Yuchi et al [76]. In such cases, VMs

with high vulnerability statuses compromise security of those with low vulnerability

statuses. Malicious users take advantage of highly vulnerable VMs and use shared

resources to attack less vulnerable co-located VMs.

• Possible co-location of adversary users: There are also possibilities of co-

locations of adversary users in cloud environments. Once co-located, it is possible

for adversary users to take advantage of shared resources to compromise either

confidentiality, integrity or availability of VMs belonging to other users [25].

Security Features to augment Energy Consumption Minimization Objective

The possible security features identified to augment vulnerabilities brought by energy

consumption minimization include the following:

• The consolidation of VMs into fewer PMs may include adversary user constraint

which states that “VMs belonging to adversary users should not reside within the

same PMs”.

• The vulnerability status of VMs may be used in their placement, as proposed by

Yuchi et al. [76]. According to the last cited article, VMs are separated based on

their vulnerability statuses. The more vulnerable VMs are separated from the less

vulnerable to avoid possible compromise of secure VMs. This idea is based on the

statement that “The security level of the PM is equal to the security level of the

weakest VM hosted in that PM ”.
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7.1.2 Network Traffic Minimization

The second objective considered in implementation of TPVMP is network traffic mini-

mization. This objective reduces network traffic costs by placing communicating VMs

into PMs that are in close proximity to each other. Examples of these communicating

VMs include components of three-tier applications. These components need to be placed

closer to each other in the cloud infrastructure. The idea is to minimize total traffic costs

within the cloud infrastructure which normally result in communication delays. Failure

to sufficiently reduce this traffic costs normally affects applications throughput. This re-

sults in compromise to the expected QoS as stipulated in the SLA. According to authors

of TPVMP, total traffic cost within the cloud infrastructure is represented as:∑
i

∑
j WijCijT .

Where,

Wij is the traffic weight between two VMs, VM i and VMj.

Cij is the communication cost between two VMs, VMi and VMj.

T is time.

In this equation, communication cost Cij is the only variable that can be changed to

reduce total traffic cost. This is only possible through dynamic reallocation (elasticity) of

these VMs. Placing two communicating VMs closer to each other reduces communication

cost Cij. This means, placement of communicating VMs into PMs that are in close

proximity reduces total traffic cost within the cloud infrastructure. They must be placed

at least a distance x away from each other. This distance x is normally measured using

number of hop counts (number of network devices between communicating components).

It is, however impossible to place all communicating VMs within same partition of the

network. Therefore, authors of TPVMP prioritize placement of communicating VMs by

starting with the heavily communicating VMs.

Vulnerabilities associated with Network Traffic Minimization

The possible vulnerabilities identified which are associated with this objective include

the following:

• Compromise of VM security levels: Placement of VMs into PMs which are in
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close proximity to each other do not take into consideration security levels of those

PMs. This means, reallocation of VMs based on the discussed objective might

result in migration of critical VMs from secure to unsecure PMs. Migrating these

critical VMs into vulnerable PMs compromises security of those VMs. In addition,

it also compromises security of their communicating counter partners.

• Undesired co-locations and possible adversary user co-locations: As it is

the case with the first objective, placement of VMs using network traffic minimiza-

tion does not take into consideration possible co-location of adversary users. In

addition, it does not include separation of VMs to avoid undesired co-locations.

Security Features to augment Network Traffic Minimization Objective

The possible security features that can expand this objective include the following:

• The placement of VMs into PMs that are in close proximity to each other may

include the constraint that “VMs belonging to adversary users should not reside

within same PMs”. This constraint requires submission of adversary user lists as

part of user requirements, as proposed by Afoulki et al. [2]. These adversary user

lists are used to create incompatibility lists that are used in placement of VMs.

• Also, placement into PMs that are in close proximity to each other may involve

selection of PMs based on required user security levels. This idea proposed by

Caron et al. [15] requires submission of user security requirements. These include,

among others, choice of operating systems, selection of anti-viruses and IDSs.

7.1.3 Elasticity or Dynamic Reallocation

Although it is not the main objective in the implementation of TPVMP, elasticity plays

a vital role in supporting the two main objectives. The main role of this objective is to

migrate VMs in order to achieve both energy consumption minimization and network

traffic minimization objectives. As elasticity is not the main objective of TPVMP, pos-

sible vulnerabilities associated with it and security features that can be used to augment

it are beyond the scope of this study.
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7.2 Implementation of TPVMP

This chapter uses pseudo-code to interpret implementation of TPVMP because it is

readable compared to previously used activity diagrams. Furthermore, it translates

easily to generate actual coding of the algorithm. In order to demonstrate in-depth

understanding of TPVMP, the researcher in this study uses own syntax to interpret it.

The pseudo-code for TPVMP, as interpreted by the author of this study, is shown as

Algorithm 1. It is important to note that this pseudo-code concentrates on selection of

suitable PM to host VM request. This VM request includes both the newly requested

VM (initial placement) and placement through migrations (dynamic allocation).

The author of this study uses readable English to illustrate TPVMP algorithm as

shown in Algorithm 1. This is to ensure that the algorithm is easily interpreted without

further explanations. However, there are keywords used in the pseudo-code that need

explanations. These keywords are the following:

• VM request : This is an instruction to place a VM into the cloud infrastructure.

• Available PMs : This is a list of all powered-on PMs that host at least one VM. This

list does not include idle PMs that are powered-off to minimize energy consumption.

• Suitable PM : This is a PM with enough resources to host a VM request.

• New PM : This is a PM that is powered-on and added to the Available PMs list.

This happens when there are no suitable PMs in available PMs list to host VM

request.

• SiblingVMs : These are the already placed VMs that are connected and communi-

cate with the VM to be placed.

• Allocated PM : This is a PM that accepts and is allocated the VM request.

This pseudo-code is used throughout this study to interpret TPVMP. The augmen-

tation towards O-Sec VM placement algorithm is made from the same algorithm.
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Algorithm 1 TPVMP Algorithm

Input:

VM request; Available PMs;

Output:

Allocated PMs;

Description:

1: Order Available PMs based on energy consumptions; (high capacity PMs first)

2: Find suitable PM in Available PMs for VM request;

3: IF no suitable PM in Available PMs ;

4: Power-on new PM ;

5: Add new PM to Available PMs ;

6: Allocate VM;

7: IF suitable PM is NOT over-utilized after allocation of VM request ;

8: IF VM has no siblingVMs ;

9: Allocate VM to suitable PM ;

10: ELSE IF VM has siblingVMs ;

11: FOR each siblingVM, find hosting PM;

12: Find distance between hosting PM and suitable PM ;

13: IF distance is less than required minimum distance;

14: Allocate VM;

15: ELSE IF distance is more than required minimum distance;

16: Find next PM in Available PMs ;

17: IF distance is less than required minimum distance;

18: Allocate VM;

19: ELSE Allocate VM;

20: ELSE Find next PM in Available PMs ;

21: return Allocated PM ;
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7.3 Augmenting TPVMP with Security Features (O-

Sec VM Placement Algorithm)

Having discussed TPVMP in detail, the next step is implementation of security features

towards O-sec VM placement algorithm. This section discusses in detail these security

features and how they minimize risks brought by undesired co-locations. There are two

security features added to TPVMP in order to achieve secure placement. These are, 1)

isolation of VMs belonging to adversary users, and 2) isolation of critical and non-critical

VMs.

7.3.1 Isolation of VMs belonging to adversary users

As mentioned earlier, one of the challenges brought by both aggregate and shared re-

sources is the possibilities of co-location of VMs belonging to adversary users. These

co-locations promote inter-VM attacks that take advantage of shared resources to either

disrupt, corrupt or spy other VMs. One of the resolutions to this situations is the secure

placement that isolates VMs belonging to adversary users. TPVMP, like most of the

currently implemented VM placement algorithms, does not take isolation of adversary

users into consideration. Instead, it promotes adversary user co-location by consolidat-

ing VMs into fewer PMs regardless of their ownership. Based on this factor, the study

finds it important to include isolation of VMs belonging to adversary users as one of

the security features. This security feature is achieved by checking for VMs belonging

to adversary users whenever a suitable PM to host VM request is found. The adversary

user lists are compiled from lists submitted as part of user requirements. TPVMP with

additional security feature of isolating VMs belonging to adversary users, referred to as

O-sec 1 VM placement algorithm, is interpreted using pseudo-code in Algorithm 2. In

this algorithm, modifications to the original TPVMP algorithm are shown using asterisk

(*).

Note: The changes made in Algorithm 2 provide capabilities of the algorithm to search

for VMs belonging to adversary users in suitable PMs. The placement into a suitable

PM is completed only if there are no VMs belonging to adversary users.
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Algorithm 2 O-sec 1 VM placement algorithm

Input: VM request; Available PMs; Adversary user list;

Output: Allocated PMs;

Description:

1: Order Available PMs based on energy consumptions; (high capacity PMs first)

2: Find suitable PM in Available PMs for VM request;

3: IF no suitable PM in Available PMs ;

4: Power-on new PM ;

5: Add new PM to Available PMs ;

6: Allocate VM;

7: IF suitable PM is NOT over-utilized after allocation of VM request ;

8: IF VM has no siblingVMs ;

9: *IF suitable PM has no adversary users’ VMs*;

10: Allocate VM to suitable PM ;

11: ELSE IF VM has siblingVMs ;

12: FOR each siblingVM, find hosting PM;

13: Find distance between hosting PM and suitable PM ;

14: IF distance is less than required minimum distance;

15: *IF PM has no adversary users’ VMs*;

16: Allocate VM;

17: ELSE IF distance is more than required minimum distance;

18: Find next suitable PM in Available PMs ;

19: IF distance is less than required minimum distance;

20: * IF suitable PM has no adversary users’ VMs*;

21: Allocate VM;

22: ELSE Allocate VM;

23: ELSE Find next suitablePM in Available PMs ;

24: return Allocated PM ;
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7.3.2 Isolation of critical and non-critical VMs

Novice to this study is the isolation of VMs that comprises of different security access

levels. This is achieved by categorizing VMs into two groups; critical and non-critical

VMs. Critical VMs, on one hand, are considered as VMs that require high security. The

integrity and confidentiality of data within these VMs is of essence and therefore need

controlled access. Examples of critical VMs are back-end database components of ap-

plications which store sensitive information. They are normally accessed through secure

channels such as configured and controlled APIs. The security of these access channels

are, however, beyond the scope of this study. Non-critical VMs, on the other hand,

are those VMs whose access is open to a number of end-users. These are, for example,

front-end components of applications that are accessed through insecure channels such

as web browsers. The security access control level of non-critical VMs is lower com-

pared to those of their counter partners. Co-locating these two types of VMs introduces

threats to critical VMs. Malicious users with access to non-critical VMs take advantage

of shared resources to bypass secure access controls of critical VMs. There is therefore

the identified need to isolate these critical VMs from non-critical VMs. However, this

isolation should take into consideration optimization objectives observed in TPVMP.

More specifically, it should ensure that communicating components of the application

are in PMs that are in close proximity to each other. Failure to ensure this may result

in network traffic delays that jeopardize QoS.

The isolation of critical from non-critical VMs is achieved through the following:

• Identification of PMs used for placement of critical VMs: There is a need

to identify PMs that are suitable to strictly host critical VMs. They must be a

fraction of total PMs available in every leave of the network topology. This allows

placement of non-critical VMs into PMs that are in close proximity to the PMs

that host their critical communicating components.

• Placement into PMs selected for critical VMs placement: For new VM

request, the algorithm places critical VMs into the identified PMs. If there are no

suitable PMs to host a newly requested critical VM, request is suspended/rejected.

TPVMP with additional security features of isolation of VMs belonging to adversary
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users together with isolation of critical from non-critical VMs is demonstrated using

pseudo-code as shown in Algorithm 3. This algorithm combines two security features

discussed and it is referred to as O-sec VM placement algorithm. The information used

to categorize VMs into critical and non-critical VMs is submitted as part of user require-

ments.

Note: In Algorithm 3, additional changes made from Algorithm 2 are shown using

*. These changes allow O-sec VM placement algorithm to select appropriate PMs for

critical and non-critical VMs.

7.4 Summary

This chapter is summarized in tabular format as shown in Table 7.1. The table shows

main objectives reflected in implementation of TPVMP. It further shows possible vul-

nerabilities identified for each objective together with their possible countermeasures.

Table 7.1: TPVMP main Objectives, their Vulnerabilities and Countermeasures

Main Objectives Possible Vulnerabilities Countermeasures

Energy Consumption

Minimization

Unwanted co-location of

VMs

Isolation of VMs based on

their vulnerability statuses.

Possible co-location of ad-

versary users

Isolation of VMs belonging

to adversary users.

Network Traffic Mini-

mization

Compromise of VM security

levels

Isolation of VMs based on

their security levels.

Unwanted co-locations and

possible adversary user co-

locations

Isolation of VMs belonging

to adversary users.

Isolation of VMs based on

their vulnerability statuses.

Note: These main objectives are achieved through use of the third objective, known as

elasticity.
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Algorithm 3 O-sec VM placement algorithm

Input: VM request; Available PMs; Adversary user list; VM type;

Output: Allocated PMs;

Description:

1: *Identify Critical PMs to host Critical VMs*;

2: *IF new request is Critical VM *;

3: *Order Critical PMs based on energy consumptions*;

4: *Make Critical PMs to be Available PMs*;

5: *ELSE order Non-Critical PMs based on energy consumption*;

6: *Make Non-Critical PMs to be Available PMs*;

7: Find suitable PM in Available PMs for VM request;

8: IF no suitable PM in Available PMs ;

9: Power-on new PM ;

10: Add new PM to Available PMs ;

11: Allocate VM;

12: IF suitable PM is NOT over-utilized after allocation of VM request ;

13: IF VM has no siblingVMs ;

14: IF PM has no adversary users’ VMs;

15: Allocate VM to suitable PM ;

16: ELSE IF VM has siblingVMs ;

17: FOR each siblingVM, find hosting PM;

18: Find distance between hosting PM and suitable PM ;

19: IF distance is less than required minimum distance;

20: IF PM has no adversary users’ VMs;

21: Allocate VM;

22: ELSE IF distance is more than required minimum distance;

23: Find next suitable PM in Available PMs ;

24: IF distance is less than required minimum distance;

25: IF suitable PM has no adversary users’ VMs;

26: Allocate VM;

27: ELSE Allocate VM;

28: ELSE Find next suitable PM in Available PMs ;

29: return Allocated PM ;
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7.5 Conclusion

As shown in this chapter, the main objectives of TPVMP are energy consumption mini-

mization and network traffic minimization. These are supported by the third objective,

elasticity, which ensures that the main objectives are achieved. The study at hand

identifies possible vulnerabilities brought by these objectives. Among them are those

brought by undesired co-locations of VMs. These include undesired co-location of adver-

sary users. Furthermore, they also include undesired co-location of VMs with different

security levels. To counter for this, TPVMP is augmented with security features to

implement the O-sec VM placement algorithm. The security features of choice are 1)

those that isolate VMs belonging to adversary users, and 2) those that separate VMs

with different security levels. Pseudo-codes on how to augment TPVMP are shown in

this chapter. Having discussed these, the next step is implementation and evaluation of

O-sec VM placement algorithm. There is, therefore a need to choose the platform for

evaluation of the implemented algorithm. For this study, open-source cloud simulator

called CloudSim Plus is chosen for evaluation process. To understand this simulator,

the next chapter discusses it in detail.
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Developing A Simulated Cloud

Environment for Experiments in

this Research

This chapter provides an overview of the technical environment selected for evaluation

of O-Sec VM placement algorithm. It discusses in detail the structure of the selected

environment that makes it suitable for these evaluations. The environment of choice

is a simulated cloud computing platform. This simulated platform is chosen because,

experiments conducted on real infrastructure are costly, time consuming and sometimes

limits scalability factor. Simulation environments, however, provide a faster way to run

experiments that would take hours or days to run in real infrastructures [57]. For this

study, CloudSim Plus simulation environment is selected as an appropriate platform for

evaluation of O-Sec VM placement algorithm. The next section provides details on why

CloudSim Plus is selected as an appropriate simulation environment. This is followed

by discussions on generated datacentre architecture that is used for evaluations.

8.1 Selection of the Simulation Environment

There are a number of cloud simulation tools available for generation of cloud computing

infrastructures. Most of these are used for evaluating performance of cloud datacentres

88
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based on placement of VMs. There are, however, some cloud simulation environments

that have limitations with regard to extensibility and flexibility. These kind of cloud

simulation environments make it impossible to be customized for evaluations conducted

in this study. They include, among others, the following: Simulation Program for Elastic

Cloud Infrastructure (SPECI), GreenCloud and Open Cloud Testbed (OCT).

• Simulation Program for Elastic Cloud Infrastructure (SPECI): This simu-

lation environment proposed by Sriram et al. [61] provides tests for scalability and

performance aspects of cloud datacentres. It specifically evaluates VM placement

algorithms that focus solely on QoS.

• GreenCloud: This simulation environment is proposed by Liu et al. [39]. It

provides evaluations on energy consumption of datacentres brought by placement

of VMs. It specifically concentrates on energy consumption rates that are produced

by live migrations of VMs.

• Open Cloud Testbed (OCT): This simulation environment is proposed by

Grossman et al. [24]. It provides a simulated cloud environment with a fixed num-

ber of PMs. These PMs are spread across four datacentres that are in different

geographical areas. The environment is used specifically for testing performance

of distributed applications.

Different from the discussed cloud simulation environments is the most popular Java

developed and open source CloudSim [13]. This is the cloud simulation environment that

is widely used in most of the current studies that evaluate VM placement algorithms.

It is a simulation environment of choice in evaluation of TPVMP proposed by Vu and

Hwang [67]. CloudSim gained its popularity due to a number of its characteristics. These

characteristics include flexibility and extensibility brought by open source packages that

are programmed using a commonly known programming language. It allows its users to

define additional classes in order to create scenarios suitable for their experimentation.

However, CloudSim has a number of shortcomings that make it unfavorable for this study.

These shortcomings include limited documentation, amount of duplicate code, absence

of design patterns and lack of organized package structures [57]. All these shortcomings
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result in restricted extensibility and maintainability of the tool. They make it impossible

to extend the tool without modifying its main classes. Due to these, the researcher of this

study found it difficult to customize CloudSim to suit requirements of the evaluations.

In order to find cloud simulation environment suitable for this study, the researcher

explored other cloud simulation environments currently available. Specifically, the re-

searcher explored the extended versions of CloudSim. These are Cloud-Analyst, Open-

Sim and CloudSim Plus.

• Cloud-Analyst: This environment proposed by Wickremasinghe et al. [69] pro-

vides Graphical-User-Interface (GUI) version of CloudSim. It allows simulation of

cloud datacentres that are in different geographical areas. It concentrates more on

user traffic and response times of remotely located applications. It is not extensible

to cover experiments required for this study.

• OpenSim: This tool proposed by Sitaram et al. [59] provides simulations specific

to OpenStack cloud computing environment. Its main objective is to provide an

overview of Openstack cloud and how it performs, without actual deployment on

real infrastructure. This means OpenSim is not flexible and extensible as it must

represent configurations and structures of Openstack cloud environment.

• CloudSim Plus: This is an extended version of CloudSim proposed by Silva

Filho et al. [56] in 2017. It includes additional functionalities that provide a more

user friendly simulation environment . It overcomes discussed shortcomings of

CloudSim, making it a more extensible and flexible simulation environment. This

is a cloud simulation environment of choice for this research and is discussed in

detail in the next section.

8.2 CloudSim Plus Simulation Tool - Brief Overview

and Applicability in this Research

CloudSim Plus is an open source toolkit that is developed in Java for simulation of cloud

computing infrastructures [56]. As mentioned, it is one of the extended versions of the
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commonly used open source CloudSim. According to its authors, the modifications made

on this version strive to overcome shortcomings of CloudSim. For example, CloudSim

Plus has some additional functionalities that provide increased reusability principles

[56]. Furthermore, it has an improved class hierarchy that makes it easier to understand.

There are also some improvements in the structuring of packages to allow separation of

concerns. These changes allow easier reusability, maintainability and extensibility of this

toolkit. Based on these, CloudSim Plus allows addition of user defined classes without

need to modify core classes. For example, this study adds new class that defines a set of

PMs which are initially not available in CloudSim Plus. This is done without modifying

core classes that define PMs. In addition, improved class structures also make it easier

in this research to modify some of the predefined classes. For example, one of the classes

that define datacentre characteristics is modified to include characteristics suitable for

this research i.e. the network datacentre is modified to include “power” PMs.

8.2.1 Elements of CloudSim Plus

CloudSim Plus has a number of packages that contain predefined classes used in gen-

eration of entities. These entities are independent objects that are generated to create

components of the cloud infrastructure [56]. They include, among others, brokers, data-

centres, hosts, VMs, VM allocation policies, network devices, and cloudlets (workloads).

To briefly describe these entities:

• Broker: This is an entity that acts on behalf of cloud users. It helps in submission

of user requests which include generation or destruction of VMs.

• Datacentre: This is an entity that models the core infrastructure which include

both hardware and software components. By default, CloudSim Plus allows gen-

eration of only two types of datacentres. These are power datacentre and network

datacentre.

• Host: This is an entity that represents PMs in CloudSim Plus datacentres. There

are a number of different hosts predefined in CloudSim Plus. They differ based on

their resource capacities and datacentre characteristics.
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• VM: This is an entity that represents virtual instances of operating systems that

are submitted to PMs upon user request.

• Network devices: These are entities that represent components of network infras-

tructure. These include different types of switches and network links.

• VM allocation policies: These are a set of instructions that represent VM place-

ment algorithm in CloudSim Plus. They provide a mechanism for selection of

appropriate PMs for VMs. The default policies of CloudSim Plus are flexible to

be replaced with user defined policies.

• Cloudlets: These are workloads that are submitted to VMs for execution.

8.2.2 Types of Datacentres in CloudSim Plus

As mentioned, CloudSim Plus allows generation of only two types of datacentres, which

are power datacentre and network datacentre.

Power Datacentre

Power datacentres are used for experiments whereby energy consumption is an expected

outcome. These kind of datacentres have no predefined network infrastructure. Instead,

they are composed of PMs which are implemented as bins that are ready to accommodate

multiple VMs. These PMs implemented in power datacentres are called power models.

They are explained as the type of PMs that provide energy consumption rates based on

hosted workloads [13]. Power models have physical resource configurations such as CPU

cores, memory and storage. These physical resource configurations are adjustable to

suit requirements of experiments. There are different types of power models available in

CloudSim Plus. They differ based on their energy consumption rates per unit workload.

Most of these power models simulate actual PMs available in real datacentres.

Power datacentres are generated as either homogeneous or heterogeneous datacentres.

• Homogeneous Datacentres: These are the kind of power datacentres that are com-

posed of identical power models.
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• Heterogeneous Datacentres: These are the kind of power datacentres composed of

more than one type of power models.

Network Datacentre

This is a network-aware datacentre used in experiments where network traffic is part of

their expected outcome. The components that build up this kind of datacentre are:

1) Network Models: These are PMs that allow connection to network devices.

Unlike power models, they have no physical resource configurations. Instead, they consist

of network interfaces - modules that connect PMs to datacentre network.

2) Network Switches: These are network devices that connect multiple compo-

nents in the network. In CloudSim Plus, there are different kinds of predefined switches

that help in creation of hierarchical networks: core switch, aggregate switch and edge

switch.

• Core Switch - is a kind of switch that connects entire network to the outside world,

or connects different networks together. It is referred to as “level 0” switch in this

research.

• Aggregate Switch - this is a “level 1” switch that connects core switch to lower

levels of the network.

• Edge Switch - this is a “level 2” switch that connects directly with PMs. It is

intermediate between aggregate switches and PMs.

3) Network Links: These are connection links between network components. They

act as passages for transmitting network traffic. They have limited capacities that are

adjustable to suit experimental purposes.

The generic structure of network datacentres created in CloudSim Plus is a three

layered network. It is composed of all three kinds of switches, connected using network

links. The PMs (network models) are connected to edge switches on lowest level of the

network (level 2). The network topology for this generic network is shown in Figure 8.1.
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Figure 8.1: Generic Network Topology

CloudSim Plus allows its users to generate different network topologies based on their

experiment requirements. For example, a network topology different from generic struc-

ture is generated in this research. This topology is generated for a number of datacentres

that differ in sizes and configurations. The next section therefore discusses construction

and generation of datacentres suitable for evaluation of O-Sec VM placement algorithm.

8.3 Datacentre Architecture - As required for eval-

uation of O-Sec VM Placement Algorithm

As already discussed, CloudSim Plus supports generation of two types of datacentres,

either power datacentres or network datacentres. However, evaluation of O-Sec VM

placement algorithm requires characteristics of both datacentres simultaneously. This

is because O-Sec VM placement algorithms observe energy consumption minimization

and network traffic minimization as part of its objectives. To successfully evaluate this

algorithm, this study modifies network datacentre entity predefined in CloudSim Plus

to include power datacentre characteristics. This is achieved by introducing a new set

of PMs which consist of both network and power model characteristics. Therefore, the

existing power models are modified to create new set of PMs with additional feature

of network interface. This feature allows compatibility with network topology gener-
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ated. These new set of PMs replace network models that are initially used in network

datacentres.

Also, evaluation of O-Sec VM placement algorithm requires a heterogeneous data-

centre. This is to demonstrate PM selection based on their energy consumption rates. In

order to generate a heterogeneous datacentre, this study uses two types of power mod-

els. These power models differ in energy consumption rates and resource capacities. As

mentioned, they are modified to include network model characteristics, while retaining

power model characteristics. The used power models are:

• HP ProLiant ML110 G4 (Intel Xeon 3040, 2 Cores x 1840 MHz, 4 GB), referred

to as the high capacity PM.

• HP ProLiant ML110 G5 (Intel Xeon 3075, 2 Cores x 2660 MHz, 4 GB), referred

to as the low capacity PM.

The network topology used in datacentres generated for evaluations in this study is a

three layered network topology. In this network topology, each edge switch has network

links that connect to every aggregate switch in the network. This is to allow equal

distances between PMs that are connected to different edge switches. In addition, each

edge switch connects a combination of both high capacity and low capacity PMs. The

topology of this network infrastructure is illustrated using Figure 8.2. Different colors of

PMs shown in this figure demonstrate heterogeneity of the datacentre.

To further demonstrate this heterogeneity, Table 8.1 shows energy consumption of

PMs connected to the same edge switch. In this table, each of the PMs is allocated a

single VM. The table shows that energy consumption of PM0, PM2 and PM4 are lower.

These PMs with lower energy consumption are high capacity PMs.

Table 8.1: PM Energy Consumption

Host Name PM0 PM1 PM2 PM3 PM4 PM5

Energy consumption (W/sec) 57.72 61.12 57.72 61.12 57.72 61.12
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Figure 8.2: Network Topology

8.3.1 Datacentre Configurations

There are three different datacentres created for experiments conducted in this study.

The difference between these datacentres is their sizes, which is number of PMs per

datacentre. This is to identify the impact brought by different sizes of datacentre on

evaluated VM placement algorithms. Configurations for the three datacentres are as

follows:

Datacentre 1 Configurations

1. Total Number of PMs = 150

2. Heterogeneous datacentre: PM types = 2

• HP ProLiant ML110 G4

• HP ProLiant ML110 G5

3. Network

• 1 Root switch

• 3 Aggregate switches (each connects 5 edge switches)

• 15 Edge switches (each connects 10 PMs)
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4. Critical PMs = 3 critical PMs per edge switch

Datacentre 2 Configurations

1. Total Number of PMs = 1000

2. Heterogeneous datacentre: PM types = 2

• HP ProLiant ML110 G4

• HP ProLiant ML110 G5

3. Network

• 1 Root switch

• 5 Aggregate switches (each connects 20 edge switches)

• 100 Edge switches (each connects 10 PMs)

4. Critical PMs = 3 critical PMs per edge switch

Datacentre 3 Configurations

1. Total Number of PMs = 4000

2. Heterogeneous datacentre: PM types = 2

• HP ProLiant ML110 G4

• HP ProLiant ML110 G5

3. Network

• 1 Root switch

• 10 Aggregate switches (each connects 20 edge switches)

• 200 Edge switches (each connects 20 PMs)

4. Critical PMs = 6 critical PMs per edge switch
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8.4 Conclusion

This study uses a simulated cloud environment for evaluations of O-Sec VM placement

algorithm. This is because, simulations are less costly, time efficient and allow scalability.

The simulation environment of choice in this study is CloudSim Plus. This is because its

classes are decoupled in nature, making it easier to modify, extend and maintain. Com-

pared to other simulation environments, the researcher found it easier to use CloudSim

Plus for generating environment suitable for evaluations conducted in this study. Having

generated a suitable simulation environment, the next step is the evaluation of O-Sec

VM placement algorithm. This evaluation process is demonstrated in the next chapter.
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Evaluation

The previous chapter discusses cloud computing simulation environment suitable for

evaluations conducted in this study. It further discusses datacentre characteristics and

configurations to be used. Having discussed these, the chapter in hand demonstrates

evaluation processes of O-Sec VM placement algorithm. It uses discussed cloud com-

puting simulation environment together with datacentre configurations to evaluate this

algorithm. The obtained results of O-Sec VM placement algorithm are bench-marked

against other related VM placement algorithms, which are worst fit placement algo-

rithm and TPVMP. These VM placement algorithms used in the evaluations of O-Sec

VM placement algorithm are discussed in the next section. Other sections demonstrate

experiments and analysis made in these evaluations.

9.1 VM Placement Algorithms

As mentioned, evaluations conducted in this chapter include use of worst-fit placement

algorithm and TPVMP. In addition, there is also a component of O-Sec VM placement

algorithm that is implemented and evaluated which includes only one of the selected

security features. This component is named O-Sec 1 VM placement algorithm. Detailed

explanations of these algorithms, together with their importance in these evaluations are

discussed next.

99
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9.1.1 Worst fit placement algorithm

The worst fit placement algorithm is used as reference to benchmark optimization objec-

tives of O-Sec VM placement algorithms. It is considered as the worst case scenario in

terms of VM placement with regard to two optimization objectives observed in O-Sec VM

placement algorithm. Therefore, to claim that VM placement algorithm is optimized,

the expectation is to obtain traffic costs and energy consumptions that are lower than

those of worst fit placement algorithm. To explain this algorithm, it allocates VMs to

PMs with most available resources. This means, worst fit placement algorithm considers

placement of VMs into idle PMs first. Aggregation of VMs is therefore only possible if

all available PMs have at least one hosted VM. This results in higher machine count that

causes high energy consumption rates. Worst fit placement algorithm does not consider

placement of communicating VMs. Communicating VMs can therefore be placed apart

from each other and increase traffic costs. This is further influenced by heterogeneity of

the datacentre. It allows placement into PMs with most available resources that are in

different locations of the datacentre network. The researcher in this study uses pseudo-

code to interpret the implementation of worst fit placement algorithm. This pseudo-code

is shown as Algorithm 4.

Algorithm 4 Worst fit algorithm

Input:

VM request; Available PMs;

Output:

Allocated PMs;

Description:

1: Order Available PMs based on available resource capacity;

2: Allocate VM request in the first Available PM ;

3: IF no Available PMs ;

4: Reject VM request ;

5: return Allocated PM ;
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9.1.2 TPVMP

This is a VM placement algorithm selected to further be augmented towards the notion

of O-Sec VM placement algorithm. It is previously explained as the algorithm that

takes into consideration both energy consumption and traffic cost minimization as its

objectives. It reduces energy consumption rates by consolidating VMs into high capacity

PMs. Also, it reduces traffic costs by placing communicating VMs into PMs that are in

close proximity to each other.

9.1.3 O-Sec 1 VM placement algorithm

This algorithm places VMs into available PMs using TPVMP objectives, with an addi-

tional security feature identified for O-Sec VM placement algorithm. The security feature

of choice in this case is isolation of critical VMs from non-critical VMs. This minimizes

chances of undesired co-locations that might compromise security of critical VMs. The

isolation is achieved by placing critical VMs into PMs dedicated to host them, referred

to as critical PMs. Non-critical VMs are also assigned to non-critical PMs. To satisfy

TPVMP objectives, the algorithm consolidates VMs into high capacity PMs as much

as possible. In addition, it places non-critical VMs into PMs that are in close proxim-

ity to their communicating critical VM counter partners. Migrations in this algorithm

take into consideration the distance constraint between communicating VMs. They also

ensure that critical and non-critical VMs are migrated to appropriate PMs.

9.1.4 O-Sec VM placement algorithm

This is the final O-Sec VM placement algorithms that is implemented in this study. It

adds more security to the considered optimization and security objectives in O-Sec 1

VM placement algorithm. The additional security considered in this algorithm is the

isolation of VMs belonging to adversary users.

Having discussed VM placement algorithms to be used, the next step is experimenta-

tion to evaluate and validate O-Sec VM placement algorithm. The next section is the

evaluation of the algorithm.
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9.2 Evaluation and Validation

There are a number of points that are considered in evaluation of O-Sec VM placement

algorithm.

1. VMs used in these experiments are components of the three-tier application. Each

VM is a component which directly communicates with two other counter partners

(VMs). For every three-tier application, one VM is identified as a critical VM.

2. The traffic cost calculated in these experiments is only internal traffic between

communicating VMs. No external traffic cost is calculated.

3. The traffic cost for communicating VMs that are placed within the same PM is

zero (0).

4. The traffic cost for communicating VMs that are placed in different PMs which

are connected to the same edge switch is one (1).

5. The traffic cost for communicating VMs that are placed in different PMs which

are not connected to the same edge switch is two (2).

9.2.1 Experiment 1 (Worst fit placement algorithm and TPVMP)

The aim of this first set of experiments is to demonstrate optimization objectives reflected

in TPVMP. This is done by comparing its energy consumption and traffic cost rates with

those of worst fit placement algorithm. These are achieved by observing the following in

these experiments:

• Energy consumption and traffic costs of VM placement by worst fit placement

algorithm.

• Comparison between results obtained from placement of VM using worst fit place-

ment algorithm and TPVMP. The expectation is to find lower energy consumptions

and traffic costs produced by TPVMP as compared to worst fit placement algo-

rithm, which is “un-optimized”.

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Chapter 9. Evaluation 103

• Impact made by datacentre sizes on observed optimization objectives of TPVMP.

Note: Number of PMs selected to host critical VMs in these datacentre configurations

is 3 out of 10 for every edge switch. Each of these identified PMs are high capacity

PMs.

Energy Consumptions per increasing number of VMs

This experiments use three different datacentre configurations to illustrate the results

obtained. Graph 9.1, Graph 9.2 and Graph 9.3 show energy consumptions with increasing

number of VMs for Datacentre 1, Datacentre 2 and Datacentre 3 respectively.
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Graph 9.1: Datacentre 1 - Energy Consumption Rates
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Traffic costs per increasing number of VMs

Graph 9.4, Graph 9.5 and Graph 9.6 show traffic costs with increasing number of VMs

for Datacentre 1, Datacentre 2 and Datacentre 3 respectively.
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Graph 9.4: Datacentre 1 - Traffic costs
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Graph 9.6: Datacentre 3 - Traffic costs

Observations

Based on results shown in the displayed graphs (Graph 9.1 - 9.6), the following analysis

are made:

Worst fit placement algorithm

Energy Consumption: The increasing number of VMs placed using worst fit placement

algorithm results in increasing energy consumption. These increasing rates are higher

in the beginning of VM placement, but subside as the number of VMs increase. This

is influenced by heterogeneity of generated datacentres. The low capacity PMs in these

datacentres have more physical resource capacities as compared to high capacity PMs.

This therefore results in placement into low capacity PMs first, hence the rapid increase

in energy consumptions.

Traffic cost: Traffic costs produced by placement of VMs using worst fit placement

algorithm increase in proportion to the increasing number of VMs.

Worst fit placement algorithm vs. TPVMP

Energy Consumption: As it is expected, energy consumptions produced by TPVMP
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are lower compared to those of worst fit placement algorithm. However, this is true

only when datacentre is not fully utilized. For a number of VMs approaching datacentre

maximum capacity, energy consumption produced by TPVMP approaches that produced

by worst fit placement algorithm.

Traffic cost: TPVMP traffic costs remain zero at lower number of VMs placed. However,

it rises from zero and grows proportionally with increasing number of VMs at a higher

number of VMs (approaching datacentre capacity). This is because when there are

enough resource capacities, communicating VMs are placed in same PMs. With limited

resource capacities left in all PMs, some of these communicating VMs are placed in

different PMs where they fit.

Datacentre size impact

There are insignificant variations in energy consumption and traffic cost patterns of

three datacentres. This means that the size of datacentres has little impact, if any, to

the results obtained in this study. It is therefore up to the researcher to decide on which

datacentre to use in order to evaluate and validate O-Sec VM placement algorithm.

General Comments

Results show that TPVMP is completely optimized at lower number of VMs. That

is, energy consumption and traffic costs are on their lowest at fewer number of VMs

placed in the datacentre. Other observations show that any of the three datacentres

can be used for experiments. This is because, sizes of datacentres bring insignificant

variations to the results obtained from these experiments. Based on this, the researcher

in this study decides to use Datacentre 2 (Total number of hosts is 1000) for the rest

of these experiments. This datacentre is chosen because it takes reasonable time to run

experiments with higher number of VMs as compared to Datacentre 3.

9.2.2 Experiment 2 (O-Sec 1 VM placement algorithm)

The aim of this set of experiments is to observe whether optimization is maintained

in implementation of O-Sec 1 VM placement algorithm. Furthermore, it observes the

impact of enforced security features on the already existing optimization objectives.
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These are achieved through the following:

• Comparison of optimization objectives between results obtained from placement of

VMs using O-Sec 1 VM placement algorithm and worst fit placement algorithm.

• Comparison of optimization objectives between results obtained from placement of

VMs using O-Sec 1 VM placement algorithm and TPVMP.

The following graphs (Graphs 9.7 - 9.8) show results obtained from this set of experi-

ments.

Note: Number of PMs selected to host critical VMs in these datacentre configurations

is 3 out of 10 for every edge switch. Each of these identified PMs are high capacity

PMs.
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Graph 9.7: O-Sec 1 VM placement algorithm - Energy Consumption Rates
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Graph 9.8: O-Sec 1 VM placement algorithm - Traffic costs

Observations

Based on results shown in Graph 9.7 and Graph 9.8, the following analysis are made:

O-Sec 1 VM placement algorithm vs. Worst fit placement algorithm

Energy Consumption: According to Graph 9.7, there are significant differences in the

amounts of energy consumptions produced by placement of VMs using the two algo-

rithms. Energy consumptions for O-Sec 1 VM placement algorithm are significantly

lower compared to those of Worst fit placement algorithm.

Traffic cost: According to Graph 9.8 the traffic costs produced by VMs placed using

O-Sec 1 VM placement algorithm are lower compared to those of worst fit placement

algorithm.

In general, both these observations show that optimization is retained in the implemen-

tation of O-Sec 1 VM placement algorithm.

O-Sec 1 VM placement algorithm vs. TPVMP

Energy Consumption: According to Graph 9.7, the energy consumption increase rates
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are almost the same at lower number of VMs (below 700 VMs placed). However, there

is an unexpected observation made for number of VMs above 900. This is, energy

consumption rates produced by O-Sec 1 VM placement algorithm are lower than those

produced by TPVMP. From researcher’s analysis, these results are influenced by selection

of critical PMs as high capacity PMs. To explain this, TPVMP on one hand strives

to consolidate VMs into PMs that are in close proximity to each other, starting with

high capacity PMs. However, if there are limited resources in high capacity PMs, then

the algorithm places VMs into low capacity PMs that are in close proximity to those

hosting their communicating partners. This results in utilization of one leave of the

network at a time where both high capacity and low capacity PMs are used. O-Sec

1 VM placement algorithm on the other hand, places critical VMs into PMs selected

to host them. These PMs, which are limited in every edge switch, are high capacity

PMs. The algorithm further places the communicating counter partners of the critical

VMs into PMs that are in close proximity. Due to limited number of PMs selected to

host critical VMs in every edge switch, critical VMs are spread across different leaves

of the datacentre network. Therefore, communicating counter partners exhaust high

capacity PMs available in different leaves of the network before occupying low capacity

PMs. In general, O-Sec 1 VM placement algorithm strives to exhaust high capacity

PMs across the entire network before selecting low capacity PMs. But, TPVMP uses

PMs connected to the same edge switch, and only moves to the next if resources are

exhausted. This means TPVMP uses more of the low capacity PMs than O-Sec 1 VM

placement algorithm, hence the higher energy consumption.

Traffic cost: According to Graph 9.8, traffic costs produced by O-Sec 1 VM placement

algorithm are higher compared to those produced by TPVMP. They increase with in-

creasing number of VMs placed. This is because for every placement, communicating

critical VMs are separated from their non-critical counter partners.

Datacentre Capacity

O-Sec 1 VM placement algorithm limits capacity of datacentres. This is observed from

shorter graphs produced by placements using this algorithm. The limitation is influenced

by fewer number of PMs identified to host critical VMs. If these PMs are exhausted,

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Chapter 9. Evaluation 111

new VM requests for placement of critical VMs are rejected.

Comments

According to the observations, it is correct to claim that O-Sec 1 VM placement algorithm

is completely optimized. This is true because both its energy consumptions and traffic

costs are relatively low compared to those of worst fit placement algorithm. However,

added security feature (isolation of critical from non-critical VMs) makes an impact to the

optimization objectives observed in O-Sec 1 VM placement algorithm. That is, energy

consumption rates decrease slightly and traffic costs increase significantly as compared

to those of TPVMP. Lastly, the limited number of PMs selected to host critical VMs

limits capacity of datacentres.

9.2.3 Experiment 3 (O-Sec VM placement algorithm)

This set of experiments focus on final O-Sec VM placement algorithm implemented in

this study. The aim is to observe if optimization objectives of TPVMP are maintained

after enforcing security features. In addition, these experiments also observe the impact

of security features to the overall behaviour of optimization objectives. The observations

are achieved through the following:

• Comparison of optimization objectives between results obtained from placement of

VMs using O-Sec VM placement algorithm and worst fit placement algorithm.

• Comparison of optimization objectives between results obtained from placement

of VMs using O-Sec VM placement algorithm and TPVMP. This is to observe the

impact of the implemented security features on these optimization objectives.

The following graphs (Graphs 9.9 - 9.10) show results obtained from this set of experi-

ments.

Note: Number of PMs selected to host critical VMs in these datacentre configurations

is 3 out of 10 for every edge switch. Each of these identified PMs are high capacity

PMs.
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Graph 9.9: O-Sec VM placement algorithm - Energy Consumption Rates
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Graph 9.10: O-Sec VM placement algorithm - Traffic costs
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Observations

Based on the results shown in Graph 9.9 and Graph 9.10, the following observations are

made:

O-Sec VM placement algorithm vs. Worst fit placement algorithm

Energy Consumption: According to Graph 9.9, there are significant differences in the

amounts of energy consumptions produced by placement of VMs using two algorithms.

Energy consumptions of O-Sec VM placement algorithm are significantly lower compared

to those of worst fit placement algorithm.

Traffic cost: According to Graph 9.10, traffic costs produced by O-Sec VM placement

algorithm are lower compared to those produced by worst fit placement algorithm.

In general, both these observations show that optimization is retained in implementation

of O-Sec VM placement algorithm.

O-Sec VM placement algorithm vs. TPVMP

Energy Consumption: As it is the case with O-Sec 1 VM placement algorithm, Graph

9.9 shows lower energy consumption rates for O-Sec VM placement algorithm relative

to those of TPVMP.

Traffic cost: According to Graph 9.10 traffic costs produced by O-Sec VM placement

algorithm are higher compared to those produced by TPVMP. Like those of O-Sec 1 VM

placement algorithm, they increase with increasing number of VMs placed.

O-Sec VM placement algorithm vs. O-Sec 1 VM placement algorithm

Energy Consumption: According to Graph 9.9, increase rates of energy consumptions

produced by O-Sec VM placement algorithm are slightly higher compared to those pro-

duced by O-Sec 1 VM placement algorithm.

Traffic cost: According to Graph 9.10 traffic costs produced by O-Sec VM placement

algorithm are slightly higher compared to those produced by O-Sec 1 VM placement

algorithm.

Datacentre Capacity

As it is the case with O-Sec 1 VM placement algorithm, capacity of datacentre is limited
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by fewer number of PMs identified to host critical PMs.

Comments

O-Sec VM Placement algorithm is completely optimized because both its energy con-

sumptions and traffic costs are relatively low compared to worst fit placement algorithm.

However, added security features make an impact to optimization objectives observed.

Energy consumption rates decrease slightly as compared to those of TPVMP, while traf-

fic costs increase significantly. In addition, the limited number of PMs selected to host

critical VMs limits the capacity of datacentre.

Compared to O-Sec 1 VM placement algorithm, energy consumptions and traffic costs

produced by O-Sec VM placement algorithm increase slightly with increasing number of

VMs. This means, an additional security feature has an impact on placement of VMs

into the cloud infrastructure. However, these impact does not jeopardize optimization

objectives.

9.2.4 Experiment 4 (Varying number of critical VM hosts)

This set of experiments aim to observe an impact made on O-Sec VM placement algo-

rithm results when varying number of PMs to host critical VMs. As seen in previous

experiments, limited number of these PMs limits capacity of datacentres. For these ex-

periments, the researcher aims to observe the impact brought by varying number of PMs

to host critical VMs. This is achieved through the following:

• Comparison of optimization objective results obtained when number of PMs to

host critical VMs is varied.

• Comparison of datacentre capacities when number of PMs to host critical VMs is

varied.

Configurations of the three datacentres previously created comprises of 3 out of 10 PMs

identified to host critical VMs. This number is varied in this set of experiments in order

to observe its impact on O-Sec VM placement algorithm objectives. The number of PMs

identified to host Critical VMs in this case are increased to 5 out of 10 for every edge
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switch. Datacentre 1 configurations are used in this experiments because its smaller size

makes it easier to reconfigure and obtain results. The following graphs (Graphs 9.11 -

9.12) display results obtained after increasing number of PMs to host critical VMs.
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Graph 9.11: Varying Number of Critical PMs - Energy Consumption Rates
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Observations

Energy Consumption: Graph 9.11 shows that energy consumption rates of O-Sec VM

placement algorithm are lower for higher number of PMs selected to host critical VMs.

Traffic Cost: Graph 9.12 shows that traffic costs increase significantly with increasing

number of PMs to host critical VMs.

Datacentre Capacity: Lastly, increasing number of critical PMs results in increase to

capacity of datacentres. Graph 9.11 and Graph 9.12 show longer graphs for increased

number of PMs. For a 3/10 number of critical PMs, capacity shown for O-Sec VM

placement algorithm is about 360 VMs. But, for 5/10 number of critical PMs the

capacity shown is about 420 VMs.

Comments

Generally, increasing number of critical PMs within datacentre results in rapid increase

to traffic costs. In addition, capacity of the datacentre increases with increasing number

of critical PMs. This means, there is a trade-off between capacity of datacentres and

traffic costs when identifying number of critical PMs in the datacentre.

9.2.5 Analysis

This sub-section aims to provide researcher’s perspective on results obtained from the

conducted experiments. From the observations made in each of these experiments, the

researcher made note of the following important points:

• Enforced security in O-Sec VM placement algorithm affects optimization objectives

inherited from TPVMP

This conclusion is made from the following observations:

1) Energy consumptions produced by O-Sec VM placement algorithm are lower than

those produced by TPVMP. As mentioned, this unexpected behaviour is influenced by

limited number of critical PMs in every leave of the network, which allow critical VMs

to be placed across the entire network. Based on distance constraint observed in O-Sec
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VM placement algorithm and TPVMP, communicating counter partners of these critical

VMs are placed in PMs that are in close proximity. This results in all VMs being spread

across the entire network, and placed in high capacity PMs first. It therefore results in

lower energy consumptions as compared to TPVMP.

2) Traffic costs produced by O-Sec VM placement algorithm are significantly higher

than those produced by TPVMP. This is because TPVMP places communicating VMs in

close proximity to each other. It firstly consolidates communicating VMs into same PMs.

However, if there are limited resources, the algorithm places communicating VMs into

PMs that are in close proximity. This results in very low traffic costs, which remain zero

at lower number of VMs placed. The results differ for O-Sec VM placement algorithm

because the algorithm separates communicating VMs. The separation mainly results

from isolation of critical from non-critical PMs. So, for every set of communicating

VMs, critical VM is separated from its counter partners. It results in increased traffic

cost per placement of communicating VMs. Furthermore, it is influenced by isolation of

VMs belonging to adversary users and the limited number of PMs to host critical VMs

in every network leave.

• Varying number of PMs that are assigned to host critical VMs affect optimization

objectives and datacentre capacities

1) Energy consumption of O-Sec VM placement algorithm decreases with increasing

number of PMs to host critical VMs. However, this increase is not significant, more

especially at lower number of VMs placed. This means that varying the number of PMs

to host critical VMs affects the energy consumptions slightly.

2) Traffic cost of O-Sec VM placement algorithm increases rapidly with increasing

number of PMs assigned to host critical PMs. This means higher number of PMs assigned

to host critical PMs put in jeopardy QoS. Although it limits the capacity of datacentre,

it is advisable to keep this number of PMs to host critical VMs lower.

• O-Sec VM placement algorithm is optimized

The optimization objectives inherited from TPVMP are retained in the implementation

of O-Sec VM placement algorithm. This is true because energy consumptions and traffic
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costs produced by placement using O-Sec VM placement are significantly lower than

those produced by worst fit placement algorithm. Although, the enforced security objec-

tives affect these optimization objectives negatively, the change is acceptable and does

not completely jeopardize optimization.

9.3 Conclusion

From analysis made in this chapter, it is safe to conclude that O-Sec VM placement

observes both security and optimization objectives. This is true because, on one hand,

security features are enforced in implementation of this algorithm. The researcher en-

sures that this algorithm isolates critical VMs from non-critical VMs. In addition, he

also ensures that VMs belonging to adversary users are isolated from each other. On

the other hand, results show that optimization objectives inherited from TPVMP are

retained in O-Sec VM placement algorithm. Although security features of O-Sec VM

placement algorithm affect these optimization objectives, the impact is only slight. This

is true because optimization objectives remain significantly lower than those of worst fit

placement algorithm.

However, there is an observation made which affects optimization of O-Sec VM placement

algorithm. This is, number of PMs selected to host critical VMs affects optimization

objectives of O-Sec VM placement algorithm. It is discovered that higher number of

these PMs results in high traffic costs thus affecting QoS expected in placement by O-

Sec VM placement algorithm. It is therefore advisable to keep number of PMs to host

critical VMs low.
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Conclusions

This study discussed minimization of inter-VM attacks that are caused by undesired

co-location of VMs. It proposed a security-aware VM placement algorithm that strives

to minimize these undesired co-locations while providing good QoS at reduced opera-

tional costs. The aim was to ensure secure placement of VMs that does not jeopardize

performance of the cloud infrastructure. The prototype of this proposed VM placement

algorithm was implemented and evaluated in previous chapters.

This chapter revisits the problem statement and research question. It further evaluates

whether this study achieves the aim of this research. Finally, it stipulates the main

contributions of this research and make recommendations for future work.

10.1 Revisiting the problem statement

The main focus of this study was to implement an optimized security aware VM place-

ment algorithm. The aim was to enhance security in placement of VMs while achieving

good QoS at reduced costs. The solution therefore ensured security with at least one or

more of the objectives classified under optimization. This was achieved by enhancing an

existing and optimized VM placement algorithm with security features. Two security

features were used to enhance the selected VM placement algorithm, which are: isola-

tion of VMs belonging to adversary users, and isolation of critical VMs from non-critical

119
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VMs. These security features strive to minimize inter-VM attacks which are common in

multi-tenant cloud computing environments.

The main claim of this study was formulated as follows:

Both security and optimization objectives can be observed in implementation of VM place-

ment algorithms.

10.1.1 Answering the research Questions

The main goal of this research was to answer the following main question:

How can optimized security-aware VM placement algorithms be designed, developed and

implemented without jeopardizing optimization objectives that ensure good quality of ser-

vices, at reduced costs and without violating SLA?

To successfully answer this main question, there were a number of fundamental questions

that were stipulated in the first chapter as research sub-questions. These sub-questions,

and how they were addressed in this study, are discussed as follows:

• How is cost reduction and QoS achieved in the implementation of VM placement

algorithms?

This required thorough literature review of the implemented VM placement algorithms.

Furthermore, it required identification and in-depth study of VM placement algorithms

that strive towards providing good QoS and/or minimizing operational costs. This in-

cluded studies on the challenges associated with cost reduction and QoS objectives. To

address this sub-question, Chapter 3 focussed on literature of available VM placement

algorithms. It further classified these VM placement algorithms into three categories:

VM placement algorithms that focus on QoS, VM placement algorithms that focus on

cost reduction and VM placement algorithms that focus on security. An in-depth study

of each of these categories was made. It included an overview on implementations of

different VM placement algorithms classified under each of the mentioned categories.

In addition, shortcomings caused by these VM placement algorithms and their possible

countermeasures were discussed.
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• How can cost reduction and QoS be integrated into security-aware VM placement

algorithms?

To successfully implement a VM placement algorithm that includes cost reduction, QoS

and security, a particular approach was identified. An identified approach was selection

of an already existing VM placement algorithm for augmentation towards the notion of

O-Sec VM placement algorithm. An evaluation criteria was used in chapter 6 for selec-

tion of an appropriate VM placement algorithm. This criteria, which used quantitative

method, selected the VM placement algorithm that assumed highest objectives, regard-

less of their category. The selected VM placement algorithm which scored highest in

those evaluations was TPVMP. The researcher in this study decided to use two different

security features to augment the selected VM placement algorithm. These are: isolation

of VMs belonging to adversary users, and isolation of critical from non-critical VMs.

• What are security requirements for O-Sec VM placement algorithms?

This required literature review of most common security risks available in cloud com-

puting. It further required identification of the possible vulnerabilities that cause these

risks. The identified vulnerabilities are those brought by cloud computing characteristics

discussed in Chapter 2. These characteristics bring, among others, vulnerabilities asso-

ciated with undesired co-location of VMs. They include co-location of VMs belonging

to adversary users and co-location of VMs with different vulnerability statuses. The

identified countermeasures for these possible vulnerabilities were discussed in Chapter

7. These countermeasures contributed towards selection of appropriate security features

used for implementation of O-Sec VM placement algorithm.

• What are hypervisors and how are they involved in placement of VMs within the

cloud?

This also required a thorough literature review of hypervisors. It included review on

benefits brought by use of hypervisors. Also, how they contribute to the placement

of VMs within cloud infrastructure. To achieve this, Chapter 2 discussed hypervisors

and their benefits. Those benefits include isolation, resource sharing and VM placement
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capabilities. Among the discussed hypervisor benefits, VM placement capabilities is

unique to this study. It supports cloud computing characteristics associated with VM life

cycle. These supported characteristics are: on-demand self-service, utility, self-managing

and broad network access.

• How are hypervisors changed to allow VM placement that includes cost reduction,

QoS and security?

Ideally, this required identification of hypervisor components that contribute towards

placement of VMs. It further required replacement of the identified hypervisor compo-

nents in order to change the default placement strategy. This study used a simulated

cloud environment to run experiments. This means, default placement component re-

placed was that of the cloud simulation tool.

Having answered research sub-questions, the next step is to discuss how the main objec-

tive was achieved. This main objective combines answers to the sub-questions in order

to build answers to the main question. The next sub-section discusses how the main

objective of this study is achieved.

10.1.2 How is the main objective achieved?

The research objective of this study was achieved through completion of a number

of phases. Each of these phases was a partial solution to the discussed research sub-

questions. To discuss these phases:

Through literature review, the study identified possible vulnerabilities that are brought by

cloud computing characteristics. It specifically concentrated on vulnerabilities brought

by virtualization and/or aggregation of VMs. Countermeasures against risks brought by

these kinds of vulnerabilities were discussed. They involved secure placement of VMs

using hypervisor component referred to as VM placement algorithm. It is important to

note that cloud computing characteristics were revised in this study. The revised list of

these characteristics was further used to re-define cloud computing. This was to ensure

that the definition of cloud computing suited the purpose of this study.
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The gathered literature helped in identification of the most relevant security features

required in the design, development and implementation of O-Sec VM placement algo-

rithm. These security features were built from discussed countermeasures which involved

isolation of VMs to minimize risks brought by undesired co-locations. An approach taken

to design, develop and implement O-Sec VM placement algorithm was to transform an

existing VM placement algorithm. To achieve this, the study identified a VM placement

algorithm that assumed highest optimization and/or security objectives. It then aug-

mented this algorithm with identified security features in an incremental manner. This

incremental manner was used to allow observations on the VM placement algorithm

behaviour when security features are added.

Some evaluation criteria was used to find the most suitable VM placement algorithm

to be transformed towards O-Sec VM placement algorithm. This evaluation criteria

involved four (4) steps which started with elimination of irrelevant VM placement algo-

rithms. This was done through abstract reading and literature review of VM placement

algorithms publications. Next, the criteria identified the most important optimization

and security objectives used for the evaluation process. These objectives were rated

based on their importance, with rating ranging from 1 (necessary) to 4 (critically impor-

tant). The third step was scaling of the existence of these identified objectives in each

of the selected VM placement algorithms. The scale ranged from 0 (does not exist) to

2 (exists fully). The last step used quantitative method to calculate percentage score of

the reflected objectives in each of the selected VM placement algorithms. It combined

ratings of objectives together with scaling of their existence and used a formula to cal-

culate percentage scores. The highest scoring VM placement algorithm (TPVMP) was

selected as an appropriate VM placement algorithm to further be augmented towards

O-Sec VM placement algorithm. TPVMP observes two optimization objectives, which

are: traffic cost minimization and energy consumption minimization. Fortunately, these

objectives allowes it to be categorized under two-out-of-three VM placement algorithms

categories. These are VM placement algorithms that focus on cost reduction and VM

placement algorithms that focus on QoS. Therefore, augmenting TPVMP with security

features makes it stretch across all VM placement categories discussed in this study. As

mentioned, TPVMP was augmented with two security features in order to implement
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O-Sec VM placement algorithm.

To successfully evaluate and validate O-Sec VM placement algorithm, a cloud simulation

tool was used instead of real infrastructure. This was because experiments conducted

on real infrastructures are costly, time consuming and limits scalability factor. The

cloud simulation tool of choice for this study was CloudSim Plus. It was chosen among

other cloud simulation tools because of its unique characteristics. These characteristics

include: structured packages that allow separation of concerns, functionalities that pro-

vide reusability principles, and improved class hierarchy that makes its code easier to

understand. These characteristics together make this tool easier to reuse, maintain and

extend as compared to others. In these evaluation and validation processes, two algo-

rithms were used to benchmark results obtained from O-Sec VM placement algorithm.

These were worst fit placement algorithm and TPVMP. Worst fit placement algorithm,

on one hand, was used as threshold to determine whether an O-Sec VM placement al-

gorithm retained the optimization objectives. TPVMP, on the other hand, was used

to observe the impact of added security features to the existing optimization objectives

inherited from TPVMP itself. The inherited objectives are energy consumption mini-

mizations and traffic cost minimizations.

10.2 Main Contributions

10.2.1 Re-defining Cloud Computing

This research re-defined cloud computing based on its characteristics. It revisited char-

acteristics that were previously discussed in the existing cloud computing publications.

Furthermore, it changed and/or modified some of the characteristics in order to suit

its objective. There were newly defined characteristics that are unique to this study.

However, some of these characteristics exist in other publications, but were renamed to

broadly cover cloud computing characteristics that were overlooked in previous studies.

The newly defined cloud computing characteristics are:

• Utility: It shows that cloud computing services are provisioned based on user

demands, and are charged in accordance to their usage rates.
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• Aggregate: It shows that cloud computing uses virtualization to consolidate mul-

tiple VMs into the same PMs. This characteristic is almost equivalent to ‘multi-

tenancy ’ characteristic that is available in other publications that define cloud

computing. The difference between the two is that aggregate include cases of pri-

vate cloud, where VMs belonging to one user are consolidated within the same

PMs.

• Self-managing: It shows capability of cloud computing to automatically real-

locate VMs. This happens as a reaction to avoid situations that might lead to

unwanted circumstances. Unwanted circumstances include, among others, over-

loading, faults and security breaches.

• Shared resources: This characteristic is almost equivalent to ‘resource pooling ’

available in other publications that define cloud computing. In addition to resource

pooling characteristics that define seemingly unlimited resource pooling, this char-

acteristic shows that consolidated VMs share physical resources such as memory,

storage and CPU.

In addition to these newly defined characteristics are the discussed cloud computing

characteristics which are common in currently existing publications. These are:

• On-demand self-service: It shows that cloud computing services are provisioned

upon request and require no human interaction.

• Broad network access: It shows that cloud computing services are accessed

remotely through the use of networks.

Using these characteristics, this study re-defined cloud computing and used the following

definition:

“an on-demand self-service and self-managing computing utility that aggregates multiple

instances of operating systems that share computing resources, and accessed through use

of the internet”
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10.2.2 Classification of VM Placement Algorithms

Literature review conducted in this study resulted in classification of existing VM place-

ment algorithms. They were classified into at least one of the following categories: 1)

VM placement algorithms that focus on QoS, 2) VM placement algorithms that focus

on cost reduction, and 3) VM placement algorithms that focus on security.

• VM placement algorithms that focus on QoS: They are VM placement algo-

rithms whose objectives strive to provide quality to cloud services. These objectives

reduce possible performance degradations that are brought by aggregate and shared

resources characteristics of the cloud. If not catered for, these characteristics may

result in over-utilization of shared computing resources that results in performance

degradations.

• VM placement algorithms that focus on cost reduction: The objectives

of this kind of VM placement algorithms strive to reduce costs of administering

cloud infrastructure. Most of these VM placement algorithms observe energy con-

sumption minimization as a means of reducing costs. This is because, energy

consumption has recently been a concern in cloud computing. It is caused by

rapid increase in the use of energy in datacentres. This results in increasing costs

of running these datacentres.

• VM placement algorithms that focus on security: These are VM placement

algorithms that strive to reduce risks brought by cloud computing characteristics.

Among others, aggregate and shared resources introduce cloud specific vulnerabil-

ities that promote inter-VM attacks. There is therefore the need to strategically

place VMs in a way that minimizes these attacks.

10.2.3 Hypervisor Benefits - VM Management Capabilities

In addition to available hypervisor benefits discussed in previous studies, the author

in this study introduced VM management capabilities as the third benefit. This was

introduced because the first two benefits, which are isolation and resource sharing, do not

support all cloud computing characteristics. They only support aggregate and resource
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sharing characteristics. The other four characteristics of cloud computing are therefore

supported by this newly introduced hypervisor benefit. It is important to note that

hypervisors are virtualization software that supports provision of these cloud computing

characteristics.

10.2.4 O-Sec VM Placement Algorithm Security Features

Of the two security features used in O-Sec VM placement algorithm, isolation of critical

from non-critical VMs is unique for this study. It works towards minimization of inter-

VM attacks brought by co-location of VMs with different vulnerability statuses. Failure

to isolate these VMs results in malicious activists targeting and compromising vulnerable

VMs. Once compromised, malicious users take advantage of shared resources to attack

co-located VMs that are less vulnerable.

10.3 Publication Produced

Some of the results produced in this research were published in the following conference

paper:

Motlatsi Isaac Thulo and J. H. P. Eloff. Towards optimized security-aware (O-

sec) VM placement algorithms. In Proceedings of the 3rd Inter-national Conference

on Information Systems Security and Privacy Volume 1: ICISSP, pages 411-422, 2017.

This paper presented an evaluation criteria that was used for selection of TPVMP. As

mentioned, it used quantitative method to find the VM placement algorithm that as-

sumed highest optimization and/or security objectives. It selected appropriate VM place-

ment algorithm from a pool of publications searched from existing research databases.

10.4 Challenges Encountered

The main challenge encountered in this research was development of cloud computing en-

vironment for evaluation purposes. A number of options were tried in the development

of this environment. However, some of these options failed due to unforeseen limita-
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tions. These options together with challenges encountered in their implementations are

discussed in the next subsections.

10.4.1 Configuration of mini-cloud in the lab

The first option taken in implementation of the test environment was development of a

mini-cloud infrastructure in the lab. The following configurations were used in developing

this architecture:

• Cloud management software: Opennebula 4.12

• Hypervisor: KVM

• Operating Systems: Ubuntu server 16.04

• Front-end: HP ProLiant G5

• End-notes: HP ProLiant G4 and HP ProLiant G5

Problems:

1. Some of these workstations crashed while installing Opennebula. This occured

because of the old workstations that were used in this experiment, which had

reached their end-of-life (EOL).

2. Also, installation of more than one end-note could not be successful. This is also

a result of workstations that had reached their EOL.

10.4.2 Use of CloudSim simulation environment

The second option in implementation of test environment was use of simulated cloud

computing environment. The first simulation environment of choice was CloudSim. This

was chosen because it is the most common cloud simulation environment used in exper-

iments. In addition, it is the testing environment of choice in evaluations of TPVMP.

The problems encountered include the following:

1. Coupled nature of CloudSim classes that limits its flexibility to re-define classes.
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2. Duplicate code with limited documentation that restricts extensibility and main-

tainability of the tool.

Generally, CloudSim made it difficult to generate datacentre required for this study. This

is because, it requires both implementation of new classes and modification of existing

classes.

10.5 Future Work

This research was the first attempt towards notion of O-Sec VM placement algorithm.

The aim was to provide an optimized and secure cloud environment through placement

of VMs. Although the implemented VM placement algorithm achieved the goal of this

research, there are some limitations that need to be addressed in future studies. These

limitation include:

• The implemented algorithm is programmed to perform specific task only. It used a

defined criteria to place VMs into available PMs. However, it lacks the concept of

machine learning where VM placement can adapt to changing cloud architecture

behaviour.

• This study proposed isolation of critical VM from non-critical VMs. However, it

did not look into security of host PMs, more especially for those that host critical

VMs. Ideally, these hosts need to be of higher security as compared to their counter

partners.

It is therefore important to include concepts that address above mentioned limitations.

That is, implementation of security-aware VM placement algorithms should include con-

cepts of machine learning. They must adapt to changing datacentre conditions that

might lead to compromise of the availability and integrity of placed VMs. This can

also be achieved by integrating concepts of near-miss detection process in order to avoid

unwanted datacentre conditions. Furthermore, future research need to enhance security

to PMs, more especially those that host critical VMs. Some common security principles

such as IDS, IPS and firewalls need to be taken into consideration in order to secure

these PMs.
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To successfully achieve the proposed concepts for future work, real infrastructure needs

to be used. This is because it is difficult, if possible, to include PM security in simulated

cloud infrastructures.
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