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ABSTRACT 

The Internet of Things (IoT) has evolved to be an important part of modern society. IoT 

devices can be found in several environments such as smart homes, transportation, the 

health sector, smart cities and even facilitates automation in organisations. The increasing 

dependence on IoT devices increases the possibility of security incidents in the physical or 

cyber environment. Traditional methods of digital forensic (DF) investigations are not 

always applicable to IoT devices due to their limited data processing resources. A possible 

solution for conducting forensic investigations on IoT devices is to utilise a proactive 

approach known as digital forensic readiness (DFR).  

 

This dissertation firstly aims to conduct a thorough review of the available literature in the 

current body of knowledge to identify a clear process that can be followed to implement 

DFR tailored for IoT devices. This dissertation then formulates requirements for DFR in IoT 

based on existing forensic techniques. The requirements for DFR in IoT give rise to the 

development of a model for DFR in IoT, which is then implemented in a prototype for IoT 

devices. The prototype is subsequently tested and evaluated on IoT devices that conduct 

proactive DFR in a simulation of a smart home system. Finally, the dissertation illustrates 

the feasibility of the DFR processes for IoT and serves as a basis for future research with 

regards to DFR in IoT. This dissertation will impact future research with regards to 

developing a standard for DFR in IoT. 

 

Keywords: Digital forensics (DF), Internet of Things (IoT), digital forensic readiness (DFR) 
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1 CHAPTER 1: INTRODUCTION 

 
The Internet of Things (IoT) is becoming more popular and common in everyday life, but is 

not always as secure as it should be [1]. The IoT’s use of the Internet exposes it to cyber 

threats, which can result in cybercrimes. Currently there is no silver bullet for digital 

security, which means that different solutions need to be developed for different scenarios 

and threats. Security vulnerabilities are exploited when digital security fails, and 

cybercrimes can be committed. When security vulnerabilities are exploited, harm in the 

form of denial of service, breach of confidentiality and even compromise of data integrity 

can occur. 

 

When cybercrimes cause significant harm, investigations can determine the perpetrator(s). 

This is where DF come into play. DF occur after the conclusion of a cybercrime, which 

makes it a reactive response by nature. DF can be a time-consuming process due to the 

amount of time it takes to collect evidence about the cybercrime after its occurrence. 

However, research has been undertaken to enable proactive DF known as digital forensic 

readiness (DFR). 

 

DFR is still in its infancy and a lot of research has to be done to increase the acceptance 

of DFR techniques and standards. This dissertation aims to address the need for DFR in 

digital forensic investigations, with specific focus on the applicability of DFR on the IoT.  

 

The rest of this chapter is constructed as follows: firstly, the problem statement is defined 

based on the information provided in this section. The problem statement then leads to the 

formulation of several research questions. The next section in the chapter provides the 

motivation for this dissertation. The research questions are then reworked into aims and 

objectives in the next section of this chapter. This chapter then presents the research 

methodology followed in this dissertation. This chapter then provides a summarised 

version of the research questions and objectives to ease indication of contribution towards 

the research questions and objective throughout the study. The chapter concludes with an 

overview of the layout of the rest of this dissertation. 
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DFR is still in its infancy and plagued by a lack of standards for all areas where DF is 

implemented, not just the IoT. The lack of standards for the implementation of DFR lead to 

the formulation of the problem statement addressed in this dissertation.  

 

1.1 PROBLEM STATEMENT 

As a research area, DFR offers a lot of potential research topics. DFR is still in its infancy 

and a lot can be done in order to enhance the body of knowledge with regards to the 

phenomenon as a whole. However, this study is more focused on a specific application of 

DFR, as it aims to address the application of DFR in IoT – more specifically the DFR 

processes that can be applied to the IoT. Currently there are no clear processes that can 

be followed to ensure DFR of IoT devices, which is the specific problem that this 

dissertation addresses. This problem statement can be divided into smaller research 

questions, which are discussed in the following section. 

 

1.2 RESEARCH QUESTIONS 

There are several research questions that need to be answered in order to address the 

problem statement of this dissertation. These research questions are discussed in more 

detail in the next subsections. 

 

1.2.1 What standards are currently being used for digital forensic readiness that 

can be applied to the Internet of Things? 

This question aims to address the apparent lack of DFR processes that can be applied to 

the IoT by looking at current standards applicable to DFR in the various domains that 

already make use thereof. It will subsequently be determined whether these standards can 

be used or adapted to suit the needs of DFR in the IoT. Research with regards to the 

security of the IoT is also evaluated to determine whether current security standards can 

be used or adapted in order to incorporate DFR standards.  

 

1.2.2 What are the different categories that Internet of Things devices fall under, 

and would it be possible to conduct digital forensic investigations on the 

different types of Internet of Things devices? 

This question aims to determine whether a DFR approach can be applied to the IoT as a 

whole, or perhaps a subset of IoT devices. The IoT can be used to collect, process and 
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transmit generated data over the internet. It consists of a wide array of devices that can be 

connected to the internet in order to perform some predefined task. However, the IoT 

devices that perform these tasks are heterogeneous. They can vary based on size, 

processing power, hardware resources, software and application (purpose of the device). 

The different types of IoT devices are investigated, so as to determine whether or not 

digital forensic investigations can be conducted on all, or a subset of, IoT devices.  

 

1.2.3 If it is possible to apply digital forensic readiness on Internet of Things 

devices, or certain types of Internet of Things devices, would it be possible to 

proactively apply digital forensic compliance to the devices? 

Assuming that it is possible to apply DFR processes to IoT devices, or a subset of IoT 

devices, there should be certain compliance requirements that need to be met. Digital 

forensic compliance in this context would be a combination of certain requirement 

specifications that need to be met in order for the DFR process to produce evidence that is 

acceptable in legal proceedings. These required specifications can consist of accepted 

digital forensic techniques. When all requirement specifications are met, the IoT devices 

would be considered DFR compliant. DFR compliance would then entail that the evidence 

produced by the DFR process can be used in legal procedures as sound evidence. 

Existing DF IoT techniques are evaluated to establish compliance requirements for DFR in 

IoT. 

 

The research questions drive the research in this dissertation. The research questions 

therefore aim to address the main problem statement in this dissertation. The motivations 

that led to the research problem follow. 

 

1.3 MOTIVATION FOR THE RESEARCH 

The first motivational factor for this study is that the IoT can be used for malicious 

purposes, or at least provide insights into malicious activities. DFR can be used to 

investigate these malicious actions to possible convict the guilty parties. The next factor 

that motivates this research is the vast array of different types of IoT devices. The 

existence of such a variety of IoT devices raises the question as to whether or not these 

devices can be used to proactively collect data that can be useful in digital forensic 

investigations. 
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The next factor motivating this research is the importance of the IoT due to its increasing 

role in modern society. New advancements in technology can become future influencers of 

society, for example smart watches which monitor the vitals of wearers to provide insights 

into health and fitness. They can even be used to notify emergency services of medical 

emergencies. If IoT devices address a gap in modern society, the adaptation of IoT 

devices can be rapidly advanced. 

 

The final factor motivating this research is whether or not it would be possible to create 

standards that need to be adhered to when developing and using IoT devices, so as to 

ensure that the IoT devices can be used proactively to prevent malicious activities, or to 

increase the effectiveness of digital forensic investigations when IoT devices formed part 

of the malicious activity investigated. 

 

The motivation and research questions contribute toward the different aims and objectives 

of the research, which are stated in the following section. 

 

1.4 AIMS AND OBJECTIVES 

This study has several aims. Each of the main aims is presented in numeric form for easy 

referral throughout the rest of the dissertation. This section provides an overview of the 

main aims, including the main objectives for each aim.  

 

1.4.1 The main aim of this dissertation is to investigate processes regarding to 

digital forensic readiness that can be used in the Internet of Things 

The following specific requirements are set for this main aim of the dissertation: 

• Current DFR standards and processes are evaluated to determine whether 

these standards and processes can be used in the IoT environment. 

• IoT is classified in order to determine whether DFR processes can be used 

on all types of IoT devices. 

 

1.4.2 A secondary aim of this dissertation is to apply trusted digital forensic 

techniques to the digital forensic readiness model for Internet of Things 

devices 

The following specific requirements are set for this aim: 
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• Current trusted digital forensic techniques are investigated to determine 

techniques that can be used in the IoT. 

• Appropriate techniques for the IoT are formalised to establish a model for 

application of DFR in the IoT. 

 

1.4.3 A third aim is to define factors that can be used to ensure that when Internet 

of Things devices are used for digital forensic readiness, they comply with 

legal requirements to ensure validity in legal proceedings 

This aim has several objectives that are addressed in this dissertation: 

• Current requirements for digital forensic techniques are evaluated to 

determine the factors that ensure digital forensic evidence is acceptable in 

legal proceedings. 

• Validity requirements for trusted digital forensic evidence are then 

incorporated in a standard set of requirements for DFR in the IoT to ensure 

that evidence produced by IoT devices is considered valid in legal 

proceedings. 

 

1.4.4 A fourth aim for the research is to design a proof of concept prototype system 

The final aim for this research has the following set of objectives: 

• A proof of concept system is developed in order to demonstrate the working 

of the model developed from the research in this study. 

• The proof of concept prototype must show that the model can be 

implemented and used to provide trustworthy and forensically sound digital 

evidence. 

 

1.5 RESEARCH METHODOLOGY 

This research study makes use of several established research methodologies. The 

incorporation of various research methodologies enables a wider variety of investigations 

in this study, each providing different insights into the research at hand. The combination 

of methodologies aims to enhance the research conducted in this dissertation. 

 

The first methodology that this research study makes use of is a literature review. The 

literature review provides the background of the problem addressed in this dissertation, as 
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well as deeper insight with regards to the IoT, DF, DFR and the legal aspects of forensic 

investigations. Literature reviews create foundations for the advancement of knowledge, 

while uncovering areas where further research is needed by understanding what existing 

research covers about a specific research question [2], [3]. One of the benefits of 

conducting a literature review is the ability to develop new models that extend existing 

research based on determining the current state of the body of knowledge [2]. Literature 

reviews furthermore highlight key issues in the existing body of knowledge [4]. 

 

This dissertation furthermore makes use of a systematic literature review (Chapter 4) to 

formulate the state of the art DF of IoT. A systematic literature review explicitly explains 

the steps followed in the review [3]. It is also exhaustive in including and reviewing papers 

relevant to the topic at hand [3], [5]. The main goal of a systematic review is to aggregate 

all relevant knowledge and be repeatable, which means that other researchers will be able 

to produce the same results if they follow the steps defined in the systematic literature 

review [3], [5]. 

 

This dissertation also makes use of modelling by introducing a new model for DFR in IoT 

devices. Modelling is an abstract hypothetical representation of a system with an emphasis 

on the behaviour and properties of the system [6]. Models are developed based on prior 

knowledge to satisfy certain design goals [6]. 

 

Furthermore, this study implements a prototype for DFR in IoT that is based on the model 

developed in this dissertation. A prototype is a working model, or partly working model, of 

a system [7]. Generally, it is a tentative version of a system that highlights important 

features of that system that will be completely functional at a later stage [7]. Prototyping 

enhances the ability to visualise problems and aids in the identification of incorrect design 

assumptions [8]. 

 

This dissertation also makes use of simulation to determine the effectiveness and 

practicality of the prototype developed in this research. A simulation can be seen as a 

virtual experiment [5] that imitates the operation of a real-world existing or conceptualised 

system over time to generate an artificial history of the working of the system [9]. The 

generated artificial history of the system operation is then used to draw conclusions from 
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the characteristics of the system simulated [9]. Simulation is furthermore used to analyse 

the working of a system and help with the development of real systems [9]. 

 

Finally, critical evaluation was used to evaluate the findings of the implemented model, 

prototype and simulations conducted in this dissertation. Critical evaluation has several 

steps that need to be followed [10], including the development of parameters for the 

evaluation, which entails formulating the need for the evaluation as well as determining 

what needs to be reported on at the end of the evaluation. The next step is to formulate 

the methods of the evaluation, which entails choosing the criteria for the evaluation, 

determining the various ways in which to gather the evidence needed, and developing a 

plan for collecting this evidence. The next step entails the formulation of standards, 

collection of evidence and documenting the findings from the evidence collected. The final 

step in critical evaluation is to report on the findings and make decisions based on them. 

This step entails checking the evidence against the standards and documenting the 

findings accordingly [10].  

 

This dissertation has several aims and objectives that it addresses. All of the above-

mentioned methodologies work together to address the objectives of this dissertation. 

Therefore, an easy referral method is required be able to show how this dissertation 

addresses these various objectives. This leads to the following section, where a method is 

discussed that contributes toward easy referral to the various aims and objectives of this 

dissertation. 

 

1.6 REFERRAL TO RESEARCH QUESTIONS AND OBJECTIVES 

Due to the complexity and length of the various research questions and objectives, the 

research questions and objectives are summarised for easy referral throughout this 

dissertation. When a reference is made to a research question or a research objective, to 

the number of the research question or objective addressed is included. A few words are 

also provided for easy reference to the main aspects of the research questions and 

objectives. Table 1-1 provides the various research questions and objectives, along with 

abbreviated research questions and objectives. Abbreviated summaries are also provided 

for the various research questions and objectives, and are used throughout the remainder 

of this study. The number assigned to each research question and objective correspond to 

the section number that they appear in in this chapter. 
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Table 1-1 Summary of research questions and objectives 

Number  
Abbreviated research question or research 

objective 

Abbreviated summary of 

research question or 

objective 

1.2.1 What standards are currently being used for 

digital forensic readiness that can be applied to 

the Internet of Things? 

DFR IoT standards processes 

1.2.2 What are the different categories that Internet 

of Things devices fall under, and would it be 

possible to conduct digital forensic 

investigations on the different types of Internet 

of Things devices? 

DFR IoT devices feasibility 

1.2.3 If it is possible to apply digital forensic 

readiness on Internet of Things devices, or 

certain types of Internet of Things devices, 

would it be possible to proactively apply digital 

forensic compliance to the devices? 

DFR requirements, legal 

aspects 

1.4.1 The main aim of this dissertation is to 

investigate processes regarding to digital 

forensic readiness that can be used in the 

Internet of Things 

DFR processes, IoT device 

classification 

1.4.2 A secondary aim of this dissertation is to apply 

trusted digital forensic techniques to the digital 

forensic readiness model for Internet of Things 

devices 

DF techniques, DFR model 

1.4.3 A third aim is to define factors that can be used 

to ensure that when Internet of Things devices 

are used for digital forensic readiness, they 

comply with legal requirements to ensure 

validity in legal proceedings 

DF legal requirements, DFR 

IoT legal compliance 

1.4.4 A fourth aim for the research is to design a 

proof of concept prototype system 

Proof of concept, DFR IoT 

prototype 
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The various research questions and objectives are addressed throughout the various 

chapters and sections in this study. Every chapter contains a list of all the contributions, in 

the introduction and conclusion, that it makes toward the various research questions and 

objectives. This is done for the convenience of the reader and to enhance easy referral to 

contributions made in the various chapters of this dissertation. 

 

The next section provides an overview of how the remainder of this dissertation is 

structured. The research questions and objectives are thus addressed throughout the 

structure of this dissertation. 

 

1.7 LAYOUT 

This section discusses the layout and structure of the chapters and subsections of this 

dissertation. 

 

Chapter 1 provides the introduction and problem statement to the research. It does this by 

contextualising the dissertation, stating the problem statement to be addressed, as well as 

providing the aims and objectives for this research. 

 

Chapter 2 focuses on established digital forensic techniques and standards. The 

established techniques and standards are analysed in order to determine the level to 

which these techniques could be applied to digital forensic investigations that include IoT 

devices. Chapter 2 also reviews current techniques and standards for DFR approaches. 

Current DFR approaches are evaluated in order to guide the implementation of these 

standards and approaches for the IoT. This chapter also aims to determine whether DFR 

techniques can be applied to a subset, or all, of the existing types of IoT devices. 

 

Chapter 3 provides a literature review on the IoT. It aims to formulate the importance of 

preparing IoT devices for digital forensic investigations.  

 

Chapter 4 aims to provide an overview of all aspects related to DF of the IoT. The chapter 

starts with an overview of aspects relating to this dissertation and then conducts an in-

depth systematic literature review of the current body of knowledge with regards to 

aspects related to DF of the IoT. Chapter 4 therefore enhances this dissertation by 
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indicating the current state of affairs with regards to DF of IoT to show that DF of IoT 

needs to be enhanced. 

 

Chapter 5 surveys the requirements for DF evidence to be considered valid and sound for 

use in legal proceedings. This will ensure that the formulation of requirements for DFR 

standards for the IoT will be acceptable in legal proceedings, which contributes to the 

current body of knowledge. 

 

Chapter 6 focuses on the development of a model for guaranteeing that evidence 

produced by DFR techniques in IoT devices will be acceptable in legal proceedings. 

 

Chapter 7 is focused on the implementation of a prototype for the model formalised in 

Chapter 6. The model presented in Chapter 6 is used to determine requirements for the 

prototype’s implementation. The prototype is tested in a simulation of DFR for IoT. 

 

In Chapter 8 a prototype is developed and implemented to test the model developed in this 

dissertation. Chapter 8 serves to determine the feasibility of DFR for IoT. 

 

Chapter 9 is based on the work done in the preceding chapter. Chapter 9 presents a 

critical evaluation of the prototype developed for DFR for IoT and makes use of a 

simulation to determine the validity of the model in future IoT developments. 

 

Chapter 10 summarises the research reflected in this dissertation, and summarises the 

study’s contributions. 
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2 CHAPTER 2: DIGITAL FORENSICS 

 

2.1 INTRODUCTION 

DFR is seen as a specific subset of DF. Since this dissertation focuses on DFR for the IoT, 

further background information is needed about DF and DFR. This chapter is a literature 

review of DF and DFR, providing well-rounded definitions for DF and DFR and indicating 

the various procedures followed in both DF and DFR. In addition, an in-depth comparison 

between DF and DFR is presented. DFR is a relatively new field of research and academia 

is still trying to find various areas where DFR can be successfully applied.  

 

This chapter also provides an overview of various applications of DFR in the current 

literature. It aims to support research question 1.2.1 (DFR IoT standards processes) by 

providing a background on DFR and the processes that surround DFR. It furthermore 

partially addresses objective 1.4.1 (DFR processes, IoT device classification) by providing 

an overview of current DFR processes.  

 

This chapter starts by defining DF as well as digital forensic investigations, followed by an 

overview on the need for forensic investigations in general and the processes in a forensic 

investigation. Background on DFR is then provided, which leads to a comparison between 

DF and DFR. The chapter then provides an overview of the application of DFR. 

 

2.2 DEFINITION OF DIGITAL FORENSICS AND DIGITAL FORENSIC 

INVESTIGATIONS 

DF (a synonym for computer forensics, forensic computing and network forensics) is 

relatively new as a science [11], [31]. DF is based on the notion of securing and isolating 

evidence, recording the scene, systematically searching for evidence, collecting and 

packaging evidence gathered, and finally maintaining the chain of custody over evidence 

gathered [11]. It can be defined as the use of scientifically derived methods for the 

preservation, collection, validation, identification, analysis, interpretation, documentation 

and presentation of evidence obtained from electronic and digital sources so as to aid in 

the reconstruction of criminal events and the actions leading to criminal events [11], [12]. 

 

DF is not limited to a particular digital platform, which means that all future digital 

technologies and platforms must be encompassed in digital forensic standards [11]. DF is 
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also a multidisciplinary subject that involves engineering, computer science, processing of 

signals and even criminal justice [12]. DF can be defined as the science of investigating 

cyber-crimes by identifying, collecting, examining an analysing digital data in a manner 

that preserves the integrity of information [13], [14]. The digital evidence gathered refers to 

any digital data that shows that criminal activity has occurred, while also establishing a link 

between the suspect(s), possible victim(s) and the crime(s) committed [15]. A digital 

forensic investigation furthermore aims to be able to reconstruct the series of events that 

resulted in the incident (using the digital evidence gathered), while being valid and 

trustworthy (forensically sound) in legal proceedings [14].  

 

DF is used as a tool to solve crimes committed using computers and computer systems, or 

where evidence related to a crime, may be stored on a computer [16]. Crimes that are 

investigated using DF are not necessarily new crimes [11]. These crimes can be traditional 

crimes that merely exploit computing power and the availability of information in the digital 

environment to commit [11]. One of the encouraging factors of using computer systems in 

crimes is the anonymity that computer systems provide, which leads to a smaller chance 

of the criminal being caught or prosecuted [11]. 

 

As a science, DF must be defined [17]. Science indicates the ability of researchers to 

conduct repeatable and controllable experiments that produce results that can be 

reproduced [17]. Science thus entails that anyone can observe phenomena and results 

can be produced by anyone that have access to all the required training and resources to 

conduct the experiments [17]. It is, however, difficult to maintain scientific aspects in DF, 

as different researchers use different data sets to test and evaluate their results [17].  

 

2.3 BACKGROUND ON THE NEED FOR DIGITAL FORENSIC INVESTIGATIONS 

DF aims to solve real-world problems of criminal investigators [17]. It must adhere to legal 

standards, which require that information presented in a court must be an accurate 

reflection of data acquired [17], [18]. In DF, information is mostly considered accurate 

when standard procedures are followed, and hash functions indicate that the evidence has 

not been tampered with [17]. 

 

DFR can be defined as the extent to which digital systems record activities and data 

sufficient enough so that future forensic investigations are able to use the gathered 
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evidence and be certain of its authenticity [19]. It is based on the ability of an entity 

governing a system to minimise forensic investigation costs and ensure the maximum 

applicability of digital evidence in forensic procedures [20]. DFR is a preparation for future 

incidents, increasing the ease of future digital forensic investigations [19], [20]. 

Furthermore, it is highly related to the preservation of data, planning for future incidents, 

policies and monitoring [21]. 

 

In order to catch and prosecute criminals that made use of computer systems in their 

crimes, investigators need to make use of formally accepted and well-defined digital 

forensic procedures [11]. Digital forensic investigations need to do be done in precise, 

well-formulated steps in order to ensure that the evidence is trustworthy. An overview of 

such a process is provided in the next section. 

 

2.4 PROCESSES FOLLOWED IN DIGITAL FORENSIC INVESTIGATIONS 

This section gives an overview of an abstract model of digital forensic investigations 

developed by Reith [11], which comprises the following steps: 

1. Identify the incident by recognising the different indicators that determine the type of 

incident. 

2. Prepare the tools to be used in the investigation, including the issuing of search 

warrants and obtaining of relevant authorisations to conduct the investigation. 

3. Develop the approach strategy to ensure the maximum collection of potential 

evidence with the least amount of impact on the victim. 

4. Preserve and secure the state of the physical and digital evidence by isolating the 

evidence. This step also involves preventing other people from using, changing or 

even damaging the evidence using physical devices such as electromagnetic 

devices. 

5. Collect potential evidence by recording the physical scene and duplicating the 

potential digital evidence through use of standardised digital forensic procedures. 

6. Examine the evidence gathered. This step is where the search for specific pieces of 

evidence takes place. The search for evidence should be systematic and in-depth. 

The search should be based on the goal of locating and identifying potential 

evidence. This step also entails the creation of documentation for further analysis. 
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7. Analyse the evidence gathered. This step involves the reconstruction of fractions of 

evidence to draw conclusions with the aim of supporting, proving or disproving a 

crime theory. 

8. Present the evidence. Presentation is about summarising the evidence gathered. 

The summary should provide an explanation of the evidence and should also be 

written in layman’s terms. The formal explanation of the evidence should also be 

provided. 

9. Return the evidence. In this step the physical and digital evidence is returned to the 

owner, and it is determined what evidence should be removed from devices. 

 

The steps in the DF process serve as a foundation for producing reliable evidence in 

investigations after incidents occurred. However, there is another possible approach to 

forensic investigations, namely proactive forensic investigations or DFR. 

 

2.5 BACKGROUND OF DIGITAL FORENSIC READINESS 

DFR is defined as the ability to maximise the potential to use credible digital evidence 

while minimising the cost of an investigation by gathering evidence before an incident 

occurs [22]-[25]. DFR also aims to cause minimal disruption to the original system, 

environment or network in which it is applied [23]. 

 

DFR is not only based on procedures but also entails careful pre-incident planning to 

determine how to maximise the use of the evidence gathered, which means that it entails a 

great amount of planning for future events [26]. DFR also forms part of the DF 

investigation lifecycle, which entails the identification, preservation, storage, analysis, and 

usage of evidence [26]. However, DFR is not just about processes and techniques, but all 

that is necessary to maximise the ability of the environment to collect credible evidence 

prior to an incident [27]. DFR is implemented by defining standards that organisations 

have to conform to when collecting data prior to incidents [28]. It is furthermore seen as a 

discipline inside the field of DF [29]. 

 

Valjarevic [25] provides a great overview of DFR and various aspects relating to it. Several 

factors that have an impact of DFR include how logging is performed by a system, what a 

system logs, intrusion detection systems  present on a system, the handling of evidence 
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and the way in which evidence is obtained forensically. These are the main aspects that 

make up DFR. 

 

2.6 DIGITAL FORENSIC READINESS (PROACTIVE) VS DIGITAL FORENSICS 

(REACTIVE) 

There are several differences between DFR and DF, and this section aims to provide an 

overview of these differences. The main difference between DF and DFR is that DF is 

employed as a post-event response whereas DFR refers to pre-event evidence gathering 

[22], [27], [30]. 

 

DF is seen as the science of investigations [43] and as a branch of forensic science that is 

focused on investigating material found on digital devices, usually related to cyber-crimes 

[44]. It is based on systematic, formalised examinations that aim to lead to evidence 

deemed trustworthy and valid in legal proceedings, which in turn leads to sufficient 

evidence to successfully prosecute guilty parties [22], [28]. DF analytical and investigative 

techniques involve the preservation, identification, extraction, documentation, analysis and 

finally interpretation of digital evidence to reconstruct incidents [27]. The application of 

these techniques proactively leads to DFR [27]. So, where DF is a search and seizure 

approach, DFR gathers the evidence before an incident occurs, so seizure of devices is 

not necessarily needed [28]. 

 

2.7 APPLICATIONS OF DIGITAL FORENSIC READINESS 

DFR is still a relatively new field in academia, which results in researchers still trying to find 

various areas of society where DFR can be useful and effective. DFR is not only 

applicable in criminal investigations, such as murders and kidnappings, but it can be part 

of various other types of investigations [26]. 

 

The literature review done in this chapter shows that DFR is currently researched in two 

broad categories: the business applications of DFR and specific technological aspects 

where DFR is promising (the IoT). DFR in business environments is one of the main 

aspects where DFR is being used and researched [29]. DFR in a business environment 

provides organisations with several benefits when compared to solely depending on 

normal DF. Digital evidence forms a major part of organisations, as evidence can be found 

in transactions, emails and calendar events [26]. DFR enables organisations to bolster 
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their defence when they are faced with a lawsuit, due to them being able to quickly and 

effectively retrieve the needed evidence gathered through their DFR procedures, which 

are based on laws and regulations that have been in place prior to an event that requires 

investigation [22], [27], [30].  

 

Organisations can also use evidence gathering as a deterrent to insider threats by making 

employees aware of data gathering, as well as using the evidence for internal disciplinary 

actions [22], [29]. DFR has one key benefit, which is reducing the time and cost of 

investigations after an incident occurred. This is quite beneficial to organisations as post-

incident investigations can be extremely costly [22], [27]. Another benefit of DFR for 

organisations is that it ensures regulations are met and good governance of the 

organisation is improved [22]. DFR can be defined as part of an organisational goal to 

ensure that organisations are well positioned to do investigations and determine root 

causes of incidents [31]. 

 

Rowlingson [22] identifies ten important steps when implementing DFR in an organisation: 

1. Define various scenarios in the work environment that require evidence gathering. 

2. Identify the sources of evidence for the scenarios provided. 

3. Determine the requirements for evidence gathering. 

4. Create capacity for securely gathering the evidence needed. 

5. Develop policies for secure retention and handling of evidence gathered. 

6. Fine-tune monitoring to ensure that all events that could possibly lead to investigations 

are gathered. 

7. Define the circumstances that would warrant a full investigation. 

8. Provide training to all those involved in evidence gathering and investigations. 

9. Document cases where incidents took place and how it impacted the organisation. 

10. Continue with legal actions in response to the incident that took place. 

 

A number of papers that attempt to apply DFR to specific technological areas are 

addressed in this section of the dissertation. Academia has attempted to apply DFR to 

wireless sensor networks to ensure that sensor networks are ready for forensic 

investigations without changing these networks [23]. DFR has also been applied to the 

cloud in order to prepare it for forensic investigations, as cloud environments are not 

suitable for the usual search and seizure forensic investigations [24], [28]. DFR has also 
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been applied to public key infrastructures [25]. However, most of the applications of DFR 

to technological areas are still in various stages of development. 

 

2.8 CONCLUSION 

DFR is still relatively new when compared to DF. While DFR is generally seen as a subset 

of DF, it is defined differently. DFR is based on the notion of gathering potential evidence 

before an incident occurs, which increases the time it takes for forensic investigators to 

obtain all of the devices and evidence they need to investigate the incident.  

 

The major difference between DFR and DF is the fact that DFR is done proactively and DF 

reactively. As mentioned above, DFR is still relatively new and the lack of available 

research about the area corroborates this. Academia is still trying to show how DFR can 

be applied in business environments as well as trying to find technological applications for 

DFR.  

 

This chapter partly addressed research question 1.2.1 (DFR IoT standards processes) by 

formulating the various DFR processes and its implementation. The rest of this dissertation 

aims to apply DFR to IoT based upon the DFR processes defined in this chapter. This 

chapter also partially satisfied objective 1.4.1 (DFR processes, IoT device classification) of 

this dissertation, which seeks an evaluation of DFR processes in order to determine 

whether DFR can be applied to the IoT. This chapter sets the basis for fulfilling this 

objective. 

 

DFR for IoT devices is even less common in the current body of knowledge, which calls for 

further research into the field of DFR for IoT devices. This leads to the next chapter, which 

takes an in-depth look at the IoT and aims to further the link between DF and IoT.  
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3 CHAPTER 3: THE INTERNET OF THINGS 

3.1 INTRODUCTION 

The IoT is a dynamic and evolving global infrastructure that is based on network-enabled 

devices (or things) that have identities, physical attributes and integrate with the 

information network by gathering information and processing the gathered information by 

making use of sensors, actuators and processors [32]-[36]. The term IoT was first used in 

1999 by Kevin Ashton to describe a system where the physical world can be connected to 

the internet through the use of sensors [37].  

 

The IoT refers to adding computing power and connectivity to devices and sensors so that 

objects can be located in the physical world, environments can be monitored and 

controlled, and data collected and used for analysis and management [38], [39]. According 

to this concept, just about any physical object can connect to other devices and the 

internet through technology [40]. There is, however, no formal and universally accepted 

definition for the IoT, hence several definitions are provided in this study [37]. 

 

This chapter aims to establish background information about the IoT and guide the reader 

towards the application of DF in the IoT environment. It also aims to partly address 

research question 1.2.2 (DFR IoT devices feasibility) as well as provide background 

information for aim 1.4.1 (DFR processes, IoT device classification). It starts with 

background information and some history about the IoT, followed by the different types of 

IoT devices and how they are applied in modern society. The chapter then establishes the 

relevance between the IoT and DF by providing a brief background on forensic 

investigations with a specific emphasis on IoT devices. This is followed by an expansive 

example that illustrates the benefit of IoT devices in forensic investigations. The chapter is 

concluded with a brief discussion of possible future uses of IoT, followed by a conclusion 

of the chapter. 

  

3.2 BACKGROUND OF THE IOT 

This section aims to provide some general background information and a brief history 

about the IoT. It furthermore provides information on different types of IoT devices as well 

as their applications in modern society 
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3.2.1 Background and history of the Internet of Things 

The IoT aims to connect several aspects of the physical world to the internet, which 

contributes to the exchange of information and can lead to innovative services and an 

increase in productivity [41]. The IoT enables physical world entities to become virtual 

entities [42]. When physical entities become virtual entities, they have a readable, 

addressable and locatable counterpart on the internet [42]. IoT devices therefore extend 

computing to anything, anywhere, anytime, anywhere, any service and anyone, making it 

more pervasive and immersive [20-21]. The IoT is also based on smart sensors interacting 

with one another, without human interaction, to enable new applications and enhance 

modern society [43]. IoT devices can work together in order to achieve a shared goal [42]. 

The IoT devices will also be ubiquitous, self-aware of the context in which it exists and 

facilitate ambient intelligence [34].  

 

As mentioned above, the IoT is continuously evolving and changing as new technology 

becomes available and new areas of use become apparent. The IoT develops in different 

phases. The current phase entails the ability of machines to communicate with one 

another [43]. The next phase entails more diverse connectivity between different 

technologies, enabling more intelligent decision making [43]. However, the IoT also faces 

several challenges such as a lack of trust in the technology and devices, governance, and 

especially standardisation, which is of concern to the research done in this study [33]. 

 

3.2.2 Different types of the Internet of Things devices and their applications 

The IoT can be applied to various domains such as automation; medical aids and devices; 

intelligent management of energy, electricity and traffic; and even smart cities [44], [45]. 

Another example of the IoT is smart vehicles and smart homes, which eventually 

contribute towards smart cities [45]. Smart cities are one of the most attractive, large-scale 

applications of the IoT, as it aims to increase effective resource management [21], [23], 

[24]. The IoT is also increasing the realisation of Green-IT due to increasing energy 

efficiency in various domains, such as logistics and smart cities [33]. The IoT is constantly 

being applied to new domains, creating new forms of business and uses [33].  
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3.3 RELEVANCE OF THE INTERNET OF THINGS DEVICES WITH REGARDS TO 

DIGITAL FORENSICS 

This section aims to establish a relation between IoT devices and the application of DF to 

IoT devices. This section is divided into several subsections, of which the first provides a 

background on IoT devices in forensic investigations. This section elaborates on the 

concept of IoT devices in forensic investigations with an example. The section is 

concluded with a discussion of possible future uses of IoT devices and how DF of IoT 

devices might be useful in the future. 

 

3.3.1 Background on the Internet of Things devices in forensic investigations 

The IoT may become an increasingly attractive target for cyberattacks as IoT devices find 

more applications in modern society [25]. IoT devices can even be used to launch cyber-

attacks against cyber devices and systems [25]. These attacks can cause great harm to 

cyber infrastructure, and DF sometimes need to investigate the source of the attacks in 

order to criminally charge the attackers. 

 

The IoT refers to devices that sense changes in the physical world, interprets what has 

been sensed and then converts this into digital data or information. This information is then 

captured and most likely transmitted via the internet. If the information transmitted forms 

part of possible evidence in some investigation, DF would require access to said 

information. This begs the question whether it is possible to extract digital forensic 

evidence from the IoT and how this can be achieved. 

 

Extracting digital forensic evidence from the IoT is no easy task, as the existing digital 

forensic procedures and tools cannot be applied to the extremely heterogeneous and 

distributed infrastructure of the IoT [46], [47]. The tremendous amount of IoT devices that 

generate data and possible digital evidence will create new challenges for data 

management in forensic investigations [46], [48]. It will also be challenging to collect 

evidence from IoT devices due to the distributed nature of IoT devices and networks, and 

the possible uncertainty of the origin of evidence [46], [48]. The heterogonous nature of 

IoT devices also increases the complexity of digital forensic investigations, as these 

various devices use different types of operating systems, file formats and protocols [27]. 

The variety of devices can also lead to problems regarding timelines, as different devices 

can have different timestamps and time zone references which need to be unified in order 
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to correlate evidence across multiple devices. When it is possible to collect evidence from 

IoT devices, digital forensic investigators will need to be able to trust the evidence residing 

on devices as attackers could have tampered with the devices in order to provide false 

evidence [46]. 

 

IoT digital evidence can be gathered from three different locations: on-device evidence, 

network evidence and cloud evidence [46]. On-device evidence is evidence that is stored 

on the IoT devices themselves, network evidence is evidence that is transmitted over 

networks that the IoT devices form a part of, and cloud evidence is evidence generated by 

IoT devices which is then sent to cloud services as IoT devices normally have limited 

storage capacity. 

 

IoT DF is still in its infancy and one of the proposed models for IoT DF makes use of a 

secure logging scheme [46], more specifically a cloud-based secure digital evidence 

storing system. IoT devices connect with the system and transmit network logs, registries 

and sensor readings that is then stored according to different users. The confidentiality of 

the data is ensured by public-private key encryption. Digital forensic investigators can gain 

access to the cloud-based evidence using read-only APIs. A problem with public-private 

key encryption is that it can be too computationally complex for some IoT devices as these 

devices typically have less powerful processers and resources needed for such 

computations [48]. 

 

The IoT requires unified standards when it comes to digital forensic procedures, as current 

digital forensic procedures can lead to digital forensic evidence being dismissed in legal 

proceedings [47]. However, DF in the IoT can be advanced through the implementation of 

forensically accepted methods and standards specifically created for the IoT. The 

implementation of these standards in IoT digital forensic procedures may lead to more 

successful IoT digital forensic investigations [47]. The use of DFR approaches has been 

proposed as frameworks that include DFR approaches as well as reactive IoT DF [47].  

 

DF that make use of IoT devices can provide new levels of understanding of crimes, as 

data from various IoT devices can provide more information about the attacker(s). An 

example of enhanced levels of understanding of crimes is the possibility of examining 

location data from IoT devices used by suspects at specific times [46]. 
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3.3.2 Example of Internet of Things devices forming part of a forensic investigation  

An example of a scenario where IoT forensics can be useful is as follows: a murder took 

place in a specific room of a house and evidence is needed to prove that they did not 

commit the murder. The house in this scenario is a smart home. This means that the 

house is outfitted with several smart devices, such as sensors and actuators that perform 

certain tasks based on instructions from sensor devices. 

 

The smart home in this scenario is outfitted with ultrasonic sensors, which can detect the 

presence of humans in a room. These sensors turn on the lights in a room when 

movement is detected, resulting in the lights turning on when someone enters a room and 

turning off when no one is present. The smart systems write the different state changes to 

a secure log file in the smart home system. 

 

The next part in the scenario is the murder itself. The homeowner arrived home at 13:30 

on a Sunday afternoon. The homeowner was shot and killed at 13:31 on the same day, 

1 minute after their arrival. Suspect X and Suspect Y are suspected of killing the 

homeowner. The two suspects now need to prove their innocence. 

 

The logs from the smart home systems show that someone entered the house at 13:15 

and moved through several rooms of the house, based on the ultrasonic sensors. The 

person finally entered the room where the murder occurred at 13:25 and remained there 

until 13:32. The person then left the house at 13:33. 

 

Suspect Y has no clear alibi as to where he was at the time prior, during or after the 

murder. However, Suspect Y has a smart watch that monitors heart rate, but not GPS-

based location. The secure logs from the smart watch are retrieved in a forensically sound 

manner. The analysis from the heart rate logs of the smart watch shows an incline in the 

wearer’s heart rate from 13:14 to 13:30 on the Sunday afternoon of the murder, after which 

the wearers heart rate spiked to extremely high rates until 13:35. This is an indication of 

either extreme exercise or a stressful event that the wearer encountered. 

 

Suspect X also has a smart watch that monitors heart rate as well as GPS-based location. 

The smart watch also saves location and heart-rate data to a secure log system. The logs 
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are then retrieved in a forensically sound manner and analysed. The logs from the smart 

watch shows that Suspect X had a stable heart rate from 09:15 to 15:25, which is an 

indicator of a peaceful Sunday. The location data from the smart watch also shows that 

Suspect X was at home from the previous evening until 10:17. The wearer then drove to 

his/her parents for the rest of the Sunday afternoon. Suspect X’s parents confirmed this in 

court. 

 

The example provided above goes to show the possibility of using IoT devices to gather 

supporting evidence for investigations into crimes in the physical world. IoT evidence 

serves as an additional source of evidence in legal proceedings. This dissertation shows 

how IoT evidence cam be used in combination with traditional sources of evidence. 

 

IoT devices can also be used to gather evidence for cyber-based incidents. The example 

above aims to show how IoT devices can be used to augment information gathered using 

standard investigation methods. The example shows that Suspect X has an alibi and 

wasn’t at the scene of the murder. However, the example also shows that Suspect Y was 

in an extremely stressful situation at the time of the murder, due to the spike in their heart 

rate. Suspect Y also did not provide an alibi for the time of the murder. When combining 

evidence from the real world and IoT devices, Suspect Y needs to be investigated further, 

whereas Suspect X is most likely innocent in this scenario. 

 

3.3.3 Possible future uses of Internet of Things devices 

The IoT is finding more and more applications in modern society, as the technology is 

incorporated into an increasing number of scenarios and environments. Several academic 

papers and publications mention possible future uses for the IoT. Some of these 

predictions are listed below. 

 

3.3.3.1 Predicting natural disasters 
The IoT can be used to predict natural disasters, as these devices can be placed over vast 

geographical areas [49]. IoT devices make use of sensors and actuators to sense their 

environment and react upon the information captured by their sensors [49]. IoT devices 

can therefore sense changes in weather and be used to warn of possible disasters. 
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3.3.3.2 Monitoring resources 
The IoT can be used to monitor resources and detect anomalies such as an abundance or 

shortage of resources [49], [50] . IoT devices can for example be used to monitor water 

levels, rainfall and even measure the presence or absence of gas. 

 

3.3.3.3 Smart homes 
One of the most significant future applications of the IoT is smart homes. IoT devices can 

be used in homes to regulate and help reduce unnecessary energy consumption [49], [50]. 

IoT devices can also be used in homes to increase security and help prevent 

emergencies, such as automatically turning off gas supplies when detecting gas leaks. 

 

3.3.3.4 Smart medical applications 
The IoT is forming part of the modern medical environment and will continue to become a 

greater part of smart medical applications [49], [50]. IoT devices can be used to monitor 

patients even though they are not physically at a medical centre. IoT devices make use of 

their sensors to monitor patients’ vital signs and can relay the information to the medical 

centres for evaluation. If anomalies are detected in the vital signs of patients, medical staff 

can be alerted, and the patient contacted to take preventative actions. 

 

3.3.3.5 Monitor crops 
The agriculture sector can also benefit from the IoT, as the IoT can be used to monitor 

crops and inform farmers of specific parts of land that might need attention [49]. Farmers 

can then use limited amounts of resources more effectively for better crop growth. 

 

3.3.3.6 Transportation 
Furthermore, the transportation sector can also benefit from the use of the IoT [49], [50]. 

The IoT can be used to electronically facilitate toll payments, identify traffic congestion 

automatically, provide self-driving vehicles with alternative routes to reach their 

destinations on time, regulate pollution generated by vehicles and even detect violations of 

transportation regulations more efficiently. 

 

3.3.3.7 Smart cities 
One of the most documented future applications of the IoT is smart cities. Smart cities can 

incorporate IoT devices to monitor pollution, regulate energy consumption and even aid in 

disaster detection and prevention [49], [50]. 
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All the above-mentioned possible future uses of IoT devices can benefit from forensic 

investigations based on IoT-generated evidence. If the need occurs for investigations into 

incidents in disasters, resource availability, smart homes, medical environments, 

agricultural settings, the transportation industry and smart cities, data gathered by IoT 

devices can prove vital to the reconstruction of the events in the incidents that took place. 

 

3.4 CONCLUSION 

This chapter provided background information about the IoT as well as the IoT with 

regards to DF. This was achieved by conducting a literature review on the IoT, as well as a 

literature review with a special focus on DF of IoT. The chapter furthermore showed that 

the IoT is expanding and that more and more uses for the IoT are being developed, 

thereby indicating that the possible cases where IoT devices form part of forensic 

investigations are growing exponentially.  

 

This chapter partly addressed research question 1.2.1 (DFR IoT standards processes) by 

noting some of the various categories of IoT devices that are being utilised in modern 

society. The literature review conducted in this chapter also showed that new uses for IoT 

devices are being developed. This chapter furthermore classified various areas where DF 

of IoT can be useful. This chapter therefore partially addressed objective 1.4.1 (DFR 

processes, IoT device classification) by classifying various categories of IoT devices where 

DF can be useful. 

 

IoT devices are starting to take place all around us. They are becoming smarter and more 

connected to each other and the internet. The IoT enhances modern society in a variety of 

ways, but with this new technology comes new risks and possibilities for incidents that 

need to be investigated. This is the fundamental motivation for this dissertation. Forensic 

investigations are facing a new area of possible investigations and current techniques 

need to be applied to IoT devices in an effective manner. This leads to the following 

chapter, which aims to establish the current state-of-the-art DF in IoT.   
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4 CHAPTER 4: CURRENT STATE OF DIGITAL FORENSICS FOR THE 

INTERNET OF THINGS 

4.1 INTRODUCTION 

This chapter aims to evaluate the current state of the art of DF, specifically with regards to 

IoT, and provide academia with probable future directions for research. A thorough 

systematic literature review is conducted of topics that relate to the aim of this dissertation. 

These topics include the IoT, mobile devices (MD), DF, DF of IoT, DF legal implications 

and proceedings, DF procedures and standards, and DFR. Well-defined search strings are 

used as part of the methodology to retrieve relevant papers from the body of knowledge. 

Papers that contribute towards the different topics are marked in a table and then 

evaluated.  

 

This chapter contributes to all of the research questions raised in this dissertation. It 

contributes towards research question 1.2.1 (DFR IoT standards processes) and 1.2.2 

(DFR IoT devices feasibility) by establishing the state of the art of the IoT, as well as DFR 

with regards to IoT devices. Research question 1.2.3 (DFR requirements, legal aspects) is 

partially addressed by incorporating legal aspects into the systematic literature review of 

the IoT. This is done to determine what the state of the art is with regards to the legal 

aspects of DF and DFR in the IoT. Objective 1.4.1 (DFR processes, IoT device 

classification) is also partially addressed by a systematic literature review on the various 

types of IoT devices that currently exist. Research objective 1.4.2 (DF techniques, DFR 

model) is also addressed by taking a closer look at existing forensic techniques used with 

the objective of determining how they can be applied to the IoT. 

 

This chapter furthermore provides a methodology for determining the state of the art of DF 

for IoT. The methodology is carefully constructed to determine whether DF investigations 

can be conducted on IoT devices. The state of the art of DF for IoT is formalised in a table 

(Appendix A), stating which papers in the available body of knowledge contribute to the 

various topics related to the state of the art of DF for IoT. The various contributions that 

existing literature makes to topics related to the state of the art of DF for IoT are then 

indicated in subsections of this chapter. A discussion on the state of the art of DF of IoT 

based on the systematic literature review conducted in this chapter is provided, concluding 

the chapter. 
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In order to conduct the systematic literature review, background about the problems facing 

IoT, DF and DF of IoT is needed.  

 

4.2 ISSUES WITH DIGITAL FORENSICS 

The background provided in Chapter 3 shows what forensic investigations are, why they 

are necessary and how they are conducted in the real world. DF does, however, face 

some challenges with regards to general DF issues, mobile DF and DF of IoT. These 

challenges are discussed in the following subsections.  

 

4.2.1 Issues with digital forensics in general 

DF is a growing science and needs to adapt to the changes in the world of IT. The 

predominant challenges that DF faces is the rapidly increasing number of investigations, 

size of data stores, and increasing complexity of investigations [16], [48], [51], [52]. 

Furthermore, DF lacks a universal standard for evidence collection [52]. Existing standards 

and guidelines for DF evidence gathering are defined in high-level workflow standards 

rather than precise checklists [52]. 

 

DF must often deal with situations where the data is stored on critical systems that cannot 

be taken offline for investigations, and DF standards often fail to provide procedures to 

address such challenging data acquisition scenarios [52]. DF also has to deal with devices 

where flash storage is embedded in the device, making it harder to remove hardware 

devices for DF imaging [16]. 

 

DF also face the so called timelining problem, which entails the challenge of creating 

timelines of events due to the variety and multitude of devices involved in incidents making 

use of different time stamps and even different time zones [16], [48]. The timelining 

problem forms part of normal DF challenges, but becomes a much bigger problem with DF 

of IoT due to the larger amount of IoT devices that can form part of an investigation.  

 

DF is a relatively new field, which brings with it the lack of trustworthy and established 

journals to publish DF research. DF is also sometimes limited by legal challenges such as 

the scope of forensic investigations [16]. DF faces a lack of research and standardisation 

in a wide variety of operating systems, file systems and user applications [16], [52]. Most 

of the research in DF is done with a Microsoft Windows background and commonly used 
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applications such as digital browsers. Another issue with regards to the variety of IoT 

systems is the implementation of pervasive encryption on some devices that can obstruct 

forensic investigations [16]. DF also has subsets such as mobile DF, which faces unique 

challenges. Some of the unique challenges of mobile DF are presented in the following 

subsection. 

 

4.2.2 Issues with mobile forensics 

As a pervasive feature in society, MDs are increasingly becoming part of criminal activities 

[53]. MDs have seen the biggest increase in the amount of investigations that involve said 

type of device [51]. MDs have become a prime component in the acquisition of information 

in modern day digital crime scene investigations [53]. Mobile DF can be defined as the 

science of retrieving digital evidence from a MD using forensically accepted methods. It 

takes place over five stages, namely preservation, acquisition, examination, analysis and 

reporting [53]. 

 

There are several challenges with regards to mobile forensics, some of which have been 

solved and others posing continuous challenges. One of the most prominent challenges of 

mobile forensics is the large variety of devices [52]-[54]. The process that defines how a 

mobile phone should be preserved is defined for some devices, but not all. It is therefore 

not always clear whether or not devices should be turned off when seized, due to 

uncertainty of what will happen to the data when the device is turned off [16], [53], [54].  

 

MDs furthermore lack standardisation in various areas. Some of the problems with such a 

vast range of MDs are the different methods of storing data [54]. Some MDs have 

proprietary operating systems and interfaces, which make the acquisition of data even 

more challenging for forensic investigators [54]. There exists some uncertainty as to which 

procedures should be followed to acquire data, as some devices might have PIN code 

locks that have to be bypassed [53]. Some MDs can even delete all data on the device if 

the PIN code is entered incorrectly for a certain number of times. The unique codes used 

for identification of MD users can sometimes be manipulated, leading to improper 

identification [54]. Examples of such unique codes are the IMEI code of the cell phone and 

the porting of cell phone numbers [54]. 
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4.2.3 Issues with digital forensics of the Internet of Things 

DF is no longer just applicable to personal computers and laptops, but to a much wider 

variety of devices. A specific subset of devices that DF needs to be applied to, is the IoT 

[48]. DF with regards to the IoT also faces some unique challenges. The IoT can lead to 

uncertainty as to where data originated from or where data is stored due to the large 

quantity of IoT devices and the limits in IoT device storage capacity [48], [55]. Currently 

there exists a gap in the body of research with regards to an incident response 

methodology for DF aimed specifically towards IoT devices [55]. 

 

4.3 RESEARCH METHODOLOGY FOR THE STATE OF THE ART OF DIGITAL 

FORENSICS OF THE INTERNET OF THINGS  

To determine the current state of research with regards to DF of IoT, the most relevant 

literature is reviewed. The current body of research is evaluated according to a specific 

search query in several databases relevant to computer science. The most relevant results 

are then evaluated according to specified criteria that are defined based on the main topics 

of current research. The available literature thus guided this chapter to establish the main 

topics to be evaluated. The search queries of topics are as follows: “Internet of Things” or 

“internet of things” or “IoT” and “digital forensics” or “digital forensic”. 

 

The various papers are evaluated according to the topics presented in the research 

methodology. When the paper contributes toward the different topics the paper is 

evaluated and discussed in order to determine the current state of the art of DF in IoT, as 

well as identify gaps in the current body of knowledge. The papers that contribute towards 

the different identified topics are indicated in Table 4-1.  

 

4.4 STATE OF THE ART IN DIGITAL FORENSICS OF THE INTERNET OF THINGS 

LITERATURE EVALUATION 

Table 4-1 presents findings in several ways. All the papers used in the evaluation of 

current literature are represented in the various rows. The identified topics used for the 

evaluation of the papers are presented as different columns. If the paper contributes 

toward one or more of the topics, an X is entered into the appropriate column. The X thus 

shows that the paper in the current row contributes toward the topic in the column that the 

X resides in. The final row in the table presents the sum of all the X’s in a specific column 

to show the number of papers that contributed towards that specific topic. 
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The first entry in Table 4-1 is used as an example to illustrate the working of the table. The 

paper “A survey on IoT privacy issues and mitigation techniques”, contributes toward 

topics 1 and 6. Thus, the paper contributes toward the IoT and processes or standards 

with regards to the IoT DF processes. 

 

Table 4-1 Paper contributions to the state of the art of DF of IoT 
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A survey on IoT privacy issues and mitigation techniques [56] X     X  

Digital forensics on the cheap: Teaching forensics using open-source 

tools [57] 
  X  X X  

Systematically Ensuring the Confidence of Real-Time Home Automation 

IoT Systems [58] 
X       

Current and Future Trends in Mobile Device Forensics: A Survey [59] X X X X  X  

Embedded Device Forensics and Security [60] X   X    

Application-Specific Digital Forensics Investigative Model in Internet of 

Things (IoT) [61] 
X  X X    

Forensic State Acquisition from Internet of Things (Fsaiot): A General 

Framework and Practical Approach for Iot Forensics Through Iot Device 

State Acquisition [62] 

X X X X   X 

Snap Forensics: A Tradeoff Between Ephemeral Intelligence and 

Persistent Evidence Collection [63] 
  X X   X 

Standardizing Digital Evidence Storage [64]   X     

Transferring trusted logs across vulnerable paths for digital forensics [65]   X X    

Harnessing the power of blockchain technology to solve IoT security & 

privacy issues [66] 
X  X X   X 

An Improved Digital Evidence Acquisition Model for the Internet of 

Things Forensic I: A Theoretical Framework [67] 
   X  X  

Internet of Things Forensics: Challenges and Approaches [55] X X  X X  X 

The Forensics Edge Management System: A Concept and Design [68] X   X  X X 

Internet of Things (IoT) Digital Forensic Investigation Model: Top-Down 

Forensic Approach Methodology [69] 
X   X    

A Generic Digital Forensic Investigation Framework for Internet of 

Things (IoT) [47] 
   X  X X 

Digital Forensic Investigations (DFI) using Internet of Things (IoT) [70] X       

Challenges of Connecting Edge and Cloud Computing: A Security and 

Forensic Perspective [71] 
X    X   

Cloud-Centric framework for isolating Big Data as Forensic Evidence 

from IoT Infrastructures [72] 
X  X X  X  

Trust-IoV: A Trustworthy Forensic Investigation Framework for the 

Internet of Vehicles (IoV) [73] 
X   X   X 

How an IoT-Enabled “Smart Refrigerator” Can Play a Clandestine Role X   X  X X 
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in Perpetuating Cyber-Crime [74] 

Potential Forensic Analysis of IoT Data [75] X   X X X X 

Enhancing the Security of IOT in Forensics [76] X     X  

Secure Customer Data over Cloud Forensic Reconstruction [77] X       

IoT Forensics: Challenges For The Ioa Era [78] X   X  X  

Internet of Things Forensics: The Need, Process Models, and Open 

Issues [79] 
X   X X X X 

Digital forensics: The Missing Piece of the Internet of Things Promise [80]  X  X X X  

Digital forensic approaches for Amazon Alexa ecosystem [81]    X    

LElA: The Live Evidence Information Aggregator [82]   X     

Lightweight Forensics Application: Lightweight Approach to Securing 

Mobile Devices [83] 
 X  X    

A Methodology for Privacy-Aware IoT-Forensics [84]    X  X  

The Future of Digital Forensics: Challenges and the Road Ahead [85] X  X X  X  

A New Digital Forensics Model of Smart City Automated Vehicles [86] X  X X  X  

DROP (Drone Open-source Parser) your drone: Forensic Analysis of the 

DJI Phantom II [87] 
X  X X X X  

IoT Forensic: Bridging the Challenges in Digital Forensic and the 

Internet of Things [88] 
   X   X 

A review of digital forensic challenges in the Internet of Things (IoT) [89] X X  X    

Adding Digital Forensic Readiness as a Security Component to the IoT 

Domain [90] 
     X X 

Functional Requirements for Adding Digital Forensic Readiness as a 

Security Component in IoT Environments [91] 
     X X 

TOTAL 24 6 13 27 7 19 13 

 

4.5 SUMMARY OF CONTRIBUTIONS MADE BY CURRENT LITERATURE 

The different topics are evaluated based on the following specified criteria: the number of 

papers that address the topic, level of groundbreaking new research and the number of 

gaps in the current research. The number of papers retrieved, as well as the contribution 

made by papers towards topics, is evaluated based on throughput and precision. 

Throughput refers to the amount of papers retrieved when searching a database. Precision 

refers to the subset of retrieved papers that are relevant to the research done. Usually, 

high throughput is associated with low precision and a low throughput with high precision. 

 

Table 4-1 presents several interesting insights into the current state of literature and is 

briefly discussed in the following sections. The different topics are also evaluated based on 

the above-mentioned criteria in the subsections that follow. 
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4.5.1 Topic 1 – Internet of Things 

The first topic is the IoT. The IoT received the second most contributions (24 papers). Most 

of the papers note some interesting topics about the IoT, but this is to be expected, as the 

IoT is still a growing field of research. The searches conducted to gather the papers are 

focused on the IoT, which also influences the results. The recall on the number of papers 

returned mostly contained the phrase “Internet of Things” somewhere in the paper. The 

IoT topic yielded several papers that introduced groundbreaking research, but most of the 

papers noted the increase in IoT devices, possible future uses for the IoT, as well as 

possible future research. Likely future uses of IoT devices include smart medicine 

cabinets, smart cities and home automation. 

 

Not a lot of papers make great advancements towards IoT as a whole, apart from noting 

that the increase in IoT devices will lead to new challenges. Some of the examples of 

contributions made towards IoT included new possible encryption algorithms, the 

indication of the lack of IoT standards and operating systems, and possible future 

enhancements in IoT security. 

 

4.5.2 Topic 2 – Mobile Devices 

The next area of interest is MD. The reason for this is the apparent separation of MD 

forensics and IoT forensics. Several papers note that MD form part of the IoT, but 

forensics generally differentiate between MDs and IoT devices due to mobile forensics 

being a more mature field of research. This is due to the prevalence of established 

forensic methods, standards and procedures developed specifically for MDs, but not for 

IoT devices. 

 

The topic of MDs received the lowest amount of contributions from the papers reviewed 

(6). However, most of the papers that did contribute towards MDs notes that MDs form 

part of IoT devices, which is a groundbreaking shift in research. However, some papers 

also mentioned that MD forensics is more mature than IoT forensics. This is a 

contradiction due to a vast number of papers noting that IoT forensics is still in its infancy, 

while MD, a subset of IoT devices, are more mature in terms of DF. 

 

The topic of MD forensics also shows an abundance of gaps in available research. In fact, 

there are very few articles that place MD forensics and IoT forensics in the same category 
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and introduce a unified solution for mobile and IoT forensics. IoT forensics and mobile 

forensics generally receive separate treatment in processes and standards. One of the 

identified gaps in current literature is a DF standard that is applicable to both MDs and IoT 

devices, as a large amount of papers note that MDs form part of IoT. The development of 

such standards and procedures will decrease confusion as to which procedures should be 

used on grey area devices such as smart watches. 

 

4.5.3 Topic 3 – Digital forensics  

The topic of DF appeared in almost every paper, but only a limited number of papers (13) 

contributed towards DF. This could be due to DF being one of the main topics in the 

search query and a rather established field of research with several accepted standards 

and procedures. Most of the papers that contribute towards DF, contribute towards DF 

with regards to computers, which is to be expected. A gap currently exists in the body of 

knowledge for the enhancement of DF procedures that can cope with the rapid increase in 

the number of computers, file formats and operating systems. 

 

4.5.4 Topic 4 – Digital forensics of the Internet of Things 

The main topic evaluated in the papers is the combination of DF with IoT. The search 

query yielded several papers, of which some were discarded due to being irrelevant to the 

topic at hand. In one of the databases the search string resulted in a large throughput with 

low precision. Other databases used for the retrieval of papers yielded a small throughput 

with higher precision. This could be due to the large amount of aspects in the search string 

and the algorithm used by the databases to retrieve papers. 

 

Most of the evaluated papers (27) contribute towards DF of IoT, which is highly beneficial 

for this dissertation as it determines the state of the art of DF of IoT. This goes to show 

that the search strings used retrieved accurate results. 

 

To summarise the state of the art of DF of IoT: Due to a lack of standards and procedures 

in this field a lot of research is needed to ensure the feasibility of DF of IoT. While some 

papers introduce models, frameworks, standards and procedures for DF of IoT, most of 

the papers note the gap in current research. The papers introducing innovative solutions 

for DF of IoT generally note that the frameworks still need testing and evaluation in order 

to become mature and accepted solutions in DF practice. 
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There were a limited number of papers that produced groundbreaking research in the field 

of DF of IoT. The ideas presented usually focused on specific IoT devices or were 

extremely high-level theoretic designs. The contributions made with regards to DF of IoT is 

thus lacking in maturity. A lot of research and experiments still need to be done in order to 

validate and bolster the fragments of research done in the field.  

 

4.5.5 Topic 5 – Internet of Things legal aspects 

The retrieved papers contributed extremely little towards this topic. Only 7 papers 

mentioned IoT devices being used in legal proceedings as sources of digital evidence. 

There exists a gap in literature as to how to ensure that IoT devices produce forensically 

sound evidence that can be trusted. A few papers mentioned some challenges or grey 

areas as to how IoT devices form part of investigations, as well as possible legal 

challenges such as difficulty in obtaining evidence stored in various locations or at different 

service providers. 

 

There is a dire need for research with regards to IoT in legal proceedings. While most of 

the papers mentioned the use of IoT devices in legal proceedings, a formal guideline for 

such use of IoT digital evidence is still non-existent. The formalisation of such guidelines 

will increase the likelihood of successful evidence retrieval from IoT devices, which can 

have several benefits for the legal environment. 

 

4.5.6 Topic 6 – Digital forensic processes and standards 

Several papers mentioned established DF procedures, but none made groundbreaking 

contributions towards IoT DF procedures. However, most of the papers (17) did mention 

the need for standardised DF procedures specific to IoT devices. There are also some 

papers that note the validity of existing DF processes and standards for the application of 

DF of IoT. An example of future research would be the introduction of a tried and tested 

DF process for IoT. 

 

4.5.7 Topic 7 – Digital forensic readiness 

Several papers mention the need for IoT devices to be ready for DF investigations, but 

only 13 mention the need for proactively preparing IoT devices for DF investigations, 

indicating another area of possible research. Research in the field of DFR includes the 
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introduction of the concept in theoretical form and some limited practical examples. There 

exists an enormous gap in the available literature regarding IoT DFR, as formal guidelines 

and models still need to be developed, implemented and tested in real-world scenarios. 

 

4.6 DISCUSSION 

The evaluation of the current state of literature regarding DF of IoT leads to several 

questions. Where is research heading? What can be expected in the future of IoT and DF 

of IoT? What are the actual needs of the industry and academia, and how does it compare 

with the expected reality? 

 

The current state of DF of IoT research is rather bleak. While many papers note the need 

for improvement, there is a limited amount of research that aims to enhance the state of 

DF of IoT. Tried and tested solutions will only be implemented in a few years’ time when 

the body of knowledge becomes saturated with calls for research and solutions. The 

problem with this is, however, that the adoption of IoT devices is expanding exponentially. 

 

The vastly increasing adaptation of IoT devices will lead to an increase in the amount of 

data that exist about people monitored by IoT devices, or that make use of IoT devices. 

This begs the question whether such data can be used and trusted in legal proceedings. 

Furthermore, if IoT-generated data is seen as useful in investigations, investigators will 

face an exponential increase in the amount of data to be processed, and investigators will 

eventually become overwhelmed. Investigators will be in a dire need for faster procedures 

and solutions that can deal with IoT-generated data. 

 

The problem is that the issues addressed by the industry and academia will be vastly 

different. The industry will be focused on developing the latest and greatest IoT devices, 

while academia will be focused on developing innovative technologies to enable IoT 

devices to be used in more scenarios and environments. Academia will therefore be 

lacking in the development of standards and procedures with regards to DF of IoT. 

Academia will only come to light in this regard when investigators can no longer cope with 

the abundance of data in investigations, leading to unacceptable increases in the time that 

it takes for investigations into cyber incidents (which already take a lot of time) to be 

completed. 
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Academia needs to be informed of the need for the development of concrete, tried and 

tested solutions for DF of IoT before it becomes unmanageable for forensic investigators 

to cope with the expanse of IoT-generated data. Academia should direct its attention 

towards the development of IoT devices that are DF ready. IoT devices should proactively 

gather data in a manner that will drastically improve forensic procedures, should the need 

for forensic investigations occur. IoT devices should adhere to globally accepted 

standards, which require IoT devices to be developed with forensic investigations in mind. 

This is the ideal picture for the future of DF of IoT. The reality in academia will, however, 

be different. DFR IoT devices will only be developed as an afterthought as the industry 

calls for the development of new devices for new use cases, rather than securing devices. 

This discussion shows that there will be a discrepancy between the need of the industry 

and the need of academia. 

 

4.7 CONCLUSION 

To successfully establish the state of art of DF of IoT a methodology was developed to 

review and evaluate contributions made by current literature regarding DF of IoT. Several 

topics related to DF of IoT were identified, and the contributions that the existing literature 

makes towards the identified topics were addressed and evaluated. The evaluation of 

these contributions identified several gaps in current literature and showed the need for DF 

of IoT solutions. DF of IoT solutions should be standardised, trustworthy, efficient and 

effective to ensure the adoption of said solutions. The methodology processes are 

repeatable to ensure the validity of the research conducted in this chapter. 

 

The current research on DF of IoT is almost non-existent and this chapter indicated the 

limited number of papers that aim to address this shortcoming in the DF environment. 

While a large amount of literature highlights the need for solutions, only a few papers 

provide them. The provided solutions are mostly high-level solutions that have not yet 

been thoroughly tried or tested in real-world scenarios. 

 

This chapter contributed towards research question 1.2.1 (DFR IoT standards processes) 

by taking a closer look at DFR and how DFR standards and approaches are applied to IoT 

in the current body of knowledge. This chapter also contributed towards research question 

1.2.2 (DFR IoT devices feasibility) and research objective 1.4.1 (DFR processes, IoT 

device classification) by conducting a systematic literature review on various applications 
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of IoT devices. The systematic literature review also uncovered an interesting finding, 

which is that even though MD forensics are seen as a subset of IoT forensics, IoT 

forensics is still in its infancy compared to MD forensics. This chapter contributed towards 

research question 1.2.3 (DFR requirements, legal aspects) by noting the lack of DFR for 

IoT and indicating the dire need for further research in this new field. This chapter also 

took a closer look at research objective 1.4.2 (DF techniques, DFR model) by including DF 

as a main topic for the systematic literature review. This resulted in a variety of insights 

with regards to DF of various devices and situations. 

 

A standardised model for DF of IoT that addresses the issues identified in current literature 

is needed. The model should ensure the trustworthiness of evidence generated by IoT 

devices, be lightweight and able to handle a large number of devices in heterogeneous 

environments. It should also incorporate DFR to decrease the amount of time spent 

retrieving evidence after the occurrence of incidents, as well as the amount of time spent 

on investigations. The model introduced for IoT should be based on trusted DF and DFR 

techniques that comply with legal requirements. This leads to the next chapter of this 

dissertation, which is concerned with the legal aspects of forensic investigations. 
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5 CHAPTER 5: LEGAL VALIDITY REQUIREMENTS FOR DIGITAL 

FORENSIC EVIDENCE  

5.1 INTRODUCTION 

This chapter aims to provide an understanding of the legal environment surrounding cyber 

incidents and forensic investigations in South Africa (as the author of this dissertation are 

based in South Africa). The chapter is based on the book Cyberlaw@SA III: The law of the 

internet in South Africa [92] and, based on the Electronic Communications and 

Transactions Act 25 of 2002 (ECT) [93]. This chapter formalises the requirements for 

digital evidence from a South African perspective to ensure that the DFR model presented 

in this dissertation yields valid digital evidence. The evidence generated by the model in 

this dissertation must adhere to regulations in order to be accepted as evidence in legal 

proceedings. This chapter therefore presents the current rules and regulations in South 

Africa with regards to cyber law. 

 

This chapter is based on research question 1.2.3 (DFR requirements, legal aspects) and 

aims to fully address research objective 1.4.3 (DF legal requirements, DFR IoT legal 

compliance). It starts with a background on the legal aspects regarding electronic 

evidence, followed by an overview of the legal relevance of IoT-generated forensic 

evidence in legal proceedings and a brief discussion of all the above-mentioned aspects. 

 

5.2 BACKGROUND 

This section provides background information on the various legal aspects relating to 

forensic investigations. These aspects are electronic evidence, the admissibility of 

evidence, data messages, the originality and authenticity of evidence and the details of 

seizing and searching for digital evidence. 

 

5.2.1 Electronic evidence 

The first aspect that needs to be defined is digital (or electronic) evidence. Electronic 

evidence is when a computer is used to create, manipulate, or store information in digital 

form, and such evidence is used for forensic purposes [93]. Electronic evidence is located 

in a vast amount of sources such as computer hard drives, e-mails, e-mail servers, file 

servers, processing servers, log files, back-ups (even on tape), CDs, DVDs, removable 
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storage devices such as memory cards, flash disks and floppy disks, and even voicemail 

[92]. 

 

Evidence is categorised into three forms namely: oral, documentary and real. Oral 

evidence refers to evidence provided by witnesses in the form of testimonies. 

Documentary evidence is evidence in the form of writing, such as affidavits, notes and 

sketches. Real evidence is all forms of tangible evidence, including electronic and 

technological forms. 

 

5.2.2 Admissibility of evidence 

The next aspect that needs to be considered is what determines whether evidence is 

admissible [92]. The first indicator of whether evidence is considered admissible is whether 

the evidence is relevant. Furthermore, if the evidence is relevant, the evidence can be 

excluded if it is deemed to be prejudicial. 

 

5.2.3 Data messages 

According to the ECT, electronic evidence is based on data and data messages. This 

definition requires the dissection of the definitions “data” and “data messages”. Data is 

defined as information represented in any electronic form. Data messages are defined as 

data that is generated, sent, received or stored by electronic means, which includes voice, 

voice in an automatic transaction (where one or more of the parties involved in the 

transaction, is not a natural person), and stored records [94]. 

 

Data messages are sometimes not available in their original form, but as a digital copy of 

the original. However, copies of data messages are still admissible in legal proceedings 

[92]. The ECT states that data messages are the equivalent of documents, which means 

that data messages are only admissible based on certain requirements for documents 

[94]. The requirements for a document to be admissible are as follows: the statements in 

the document must be relevant, the document must be proven to be authentic, and the 

original document usually needs to be provided [92], [94]. All three requirements must be 

met for a document to be admissible in legal proceedings. 
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5.2.4 Originality and authenticity of evidence 

The originality of a document is determined by whether the document has remained 

complete and unaltered. The integrity of a document is also determined by establishing a 

chain of custody to determine who had access to the document. The chain of custody can 

be provided in the form of access control, encrypted access to the documents and entry 

logs that shows who accessed the documents. A document that is original and unaltered is 

therefore seen as authentic [92], [94]. 

 

The Irish Law Commission provides guidelines that can be used by a court of law to 

determine the authenticity of electronic evidence [95]. The guidelines are as follows: the 

computer was functioning as it was supposed to, the program producing the evidence was 

functioning as it was supposed to, whether or not the storage mediums upon which the 

evidence was stored has been damaged or tampered with, whether the records were 

managed in an acceptable manner, whether or not error-checking mechanisms were in 

place at the time of original evidence generation, and whether the evidence was properly 

secured from being altered [95]. Electronic evidence is also deemed real evidence when it 

was generated digitally without any human intervention [92]. 

 

After determining that evidence is in fact authentic, the value or weight of the evidence has 

to be determined. The ECT specifies four factors that are taken into account when 

determining the weight of electronic evidence [92], [94]. The first factor entails the reliability 

of the evidence based on how the evidence was generated, stored and communicated. 

The second factor entails the reliability of the way in which the integrity of the evidence 

was ensured and enforced. The third factor entails the way in which the originator of the 

evidence was identified. The final factor is up to the discretion of the legal proceeding, as it 

entails the possibility of any other relevant factor that can influence the value of the 

evidence.  

 

5.2.5 Search and seizure 

The final important aspect of this chapter is the search for and seizure of electronic 

evidence. Due to privacy constrains user data cannot just be obtained and investigated; 

users need to provide consent or lawful authority is needed in order to seize and/or search 

through user data. 

 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

 
 
 



 

 

- 42 - 

When an applicant in a civil case wants to obtain lawful authority to seize and search for 

electronic evidence from another respondent, the applicant must establish a need for such 

lawful authority by providing some basic facts in several forms: the applicant must have a 

cause for the action against the respondent, the respondent must have some documents 

that can contain vital evidence in the case at hand, and there must also be a reasonable 

cause to believe that the evidence might be lost, hidden or destroyed by the time that the 

case comes to trial [92]. 

 

Police officers in a criminal case can only search a person, container, premises or article 

of a person or occupier of such items in two scenarios. The first scenario is when the 

police officer has a search warrant to search for potential evidence. The other scenario is 

when the person or occupier of possible evidence consents to the search [92]. 

 

5.3 LEGAL ASPECTS REGARDING DIGITAL FORENSICS OF INTERNET OF THINGS 

The legal aspects of forensic investigations are rather well defined in the current body of 

knowledge and legislation. The ECT is a good example of legislation making provision for 

forensic investigations. However, legislation is still primarily focused on reactive forensic 

investigations of electronic evidence and might need to adapt to facilitate the adoption of 

DFR processes and standards. Even more so, legislation might need to be changed in 

order to accommodate DFR for IoT devices, as IoT devices are pervasive and can gather 

a lot of information about users. Users may feel uncomfortable with the level of information 

gathered about them by their IoT devices in preparation for possible forensic 

investigations. 

 

When DFR becomes part of the requirements for IoT devices, legislation might need to be 

changed in order to accommodate such a shift in electronic evidence gathering. 

Legislation is rather extensive and general enough that it might not be necessary to 

change legislation with regards to electronic evidence, but rather change legislation with 

regards to privacy rights. Remote and centralised logging, however, solves the problem of 

jurisdictional issues due to evidence being stored in a central location [28]. A model for 

DFR in IoT that makes use of centralised logging therefore solves some of the 

jurisdictional challenges related to DFR for IoT. The altered privacy right legislation can 

then be adapted to include proactive evidence gathering. Legislation must define what can 
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be gathered proactively, what constitutes the release of the gathered evidence for forensic 

investigators and where such electronic evidence might be proactively stored. 

 

5.4 CONCLUSION 

This chapter provided background information on the legal aspects of digital forensic 

investigations, and showed the relevance of the research done in this dissertation to guide 

the implementation of a model for DFR in IoT. This chapter ensured that the model 

developed in this dissertation adheres to the legal requirements for electronic evidence by 

defining the various legal aspects that determine whether electronic evidence is admissible 

in legal proceedings. It also partially answered research question 1.2.3 (DFR 

requirements, legal aspects) and research objective 1.4.3 (DF legal requirements, DFR 

IoT legal compliance) by taking a closer look at the various aspects that determine the 

validity of electronic evidence in forensic investigations. These aspects need to be 

considered in the application of DF and DFR to IoT devices in order to ensure that IoT-

generated electronic evidence is acceptable in legal proceedings. 

 

The formulation of requirements for DF of IoT must comply with all the legal aspects 

mentioned in this chapter. For this reason, the requirements for DF of IoT in the following 

chapter is based on the underlying knowledge of what makes electronic evidence 

acceptable in legal proceedings  
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6 CHAPTER 6: A MODEL FOR DIGITAL FORENSIC READINESS IN THE 

INTERNET OF THINGS 

6.1 INTRODUCTION 

This chapter is based on the work done by Kruger and Venter [96] and aims to determine 

the requirements for IoT forensics. The development of requirements for IoT forensics will 

make a sound contribution to the current body of knowledge. Its secondary objective is the 

formulation of a DFR model for the implementation of IoT forensics. The model aims to 

address the shortfalls of the requirements, as well as incorporate various DF techniques 

that can be used in IoT environments. The model is presented in theoretical as well as 

graphical form, to highlight various areas of possible new research. The model is 

furthermore evaluated to determine the level of contribution it makes to the current body of 

research. 

 

The model presented in this chapter is based on a systematic literature review of the state 

of the art of IoT forensics. The systematic literature review provides several techniques 

that can be used in the DF of IoT devices. The techniques are then formalised into 

requirements for IoT forensics and addressed through the introduction of a theoretical 

model for DF of IoT. The model presented in this chapter is also based on legal 

requirements for evidence to be valid in legal proceedings, which is an attempt to satisfy 

research question 1.2.3 (DFR requirements, legal aspects). This is therefore a contribution 

towards objective 1.4.3 (DF legal requirements, DFR IoT legal compliance). 

 

This chapter aims to address research question 1.2.1 (DFR IoT standards processes) by 

looking at existing DFR techniques and how these techniques are used in various 

domains. These techniques are then evaluated to determine the possibility of applying said 

techniques to IoT devices, thus partially addressing objective 1.4.1 (DFR processes, IoT 

device classification). This chapter also contributes towards objective 1.4.2 (DF 

techniques, DFR model) by investigating the various DF techniques that can be applied to 

IoT devices. This chapter also attempts to partially answer research question 1.2.2 (DFR 

IoT devices feasibility) and objective 1.4.2 (DF techniques, DFR model) by introducing a 

model for DFR in IoT. This model is developed with a broad scope to attempt to be 

applicable to IoT devices in general, rather than a specific subset of IoT devices.  
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The discussion and conclusion of the study evaluates the proposed model and indicates 

its shortcomings. Furthermore, directions for future research are provided to ensure the 

advancement of IoT forensics. 

 

6.2 RESEARCH METHODOLOGY 

This chapter is based on work done by Kruger and Venter [97], who aimed to determine 

the current state of research with regards to IoT forensics by evaluating the current body of 

research according to a specific search query. This search query was used in several 

databases relevant to computer science. 

 

This chapter in turn aims to address some of the issues raised by Kruger and Venter [97] 

by developing a theoretical model for IoT forensics. The requirements are formulated 

based on the results and findings of the systematic literature review done by Kruger and 

Venter [97]. The methodology used in this chapter is therefore based on a systematic 

literature review. 

 

The methodology used in this dissertation includes a systematic literature review done by 

Kruger and Venter [97]. The systematic literature review is an extensive analysis of the 

current state of the art of IoT. The systematic literature review therefore includes the latest 

techniques for DF of IoT. The state-of-the-art techniques for IoT forensics are presented in 

the following section. 

 

6.3 STATE OF THE ART OF INTERNET OF THINGS FORENSIC TECHNIQUES 

IoT forensics is still in its infancy. Therefore, it needs to be evaluated and new solutions 

developed. This section looks at techniques used in IoT forensics, as well as techniques 

that can possibly be used for IoT forensics. It also expands on the various IoT techniques 

by analysing the presented techniques to determine why they are valuable for IoT 

forensics. The presented techniques are then used to formulate several requirements for 

IoT forensics, which is rather groundbreaking, as requirements for IoT forensics are still 

non-existent as far as this researcher could determine. 

 

The IoT forensics requirements are then evaluated to present the reader with its various 

advantages and disadvantages aimed at enhancing the call for further research and 
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development of IoT forensics requirements. The various requirements and their 

advantages and disadvantages are then used to propose a theoretical model for IoT 

forensics. 

 

The development of a theoretical model for IoT forensics is followed by a graphical 

representation of the proposed model. The model is then discussed to determine how it 

contributes to the current body of knowledge. It is also evaluated to determine to what 

extent it addresses the various disadvantages of the requirements used in the model. The 

feasibility of the implementation of the model and the possibilities of future research are 

also discussed. 

 

6.3.1 Literature review of Internet of Things techniques 

This section is based on the literature review done by Kruger and Venter [97]. The papers 

in the literature review contribute towards IoT forensics by introducing or evaluating 

techniques that is, or can be, useful in the IoT forensics. The papers are used to identify 

possible techniques that can be used for DF of IoT devices. The paper by Kruger and 

Venter [97] introduces a table with a summary of the contributions made by literature, but 

due to space constraints the table has not been included in this chapter. The table is 

added as Appendix A in this dissertation 

 

6.3.2 Exposition of Internet of Things techniques  

Table 6-1 summarises the contributions made by the current body of knowledge with 

regards to IoT forensics techniques and motivates why the chosen technique is useful for 

IoT forensics. The techniques gathered from the literature review done by Kruger and 

Venter [97] are formalised into IoT forensics requirements. This section therefore 

introduces the notion of criteria for a model solution for IoT forensics, and therefore the 

requirements need to be defined. 

 

The requirements for such a solution aim to guide future research and development in the 

field of IoT forensics. In addition, it needs to ensure the security, trustworthiness, reliability 

and verifiability of IoT forensics systems. The implementation of DF systems needs to 

ensure that evidence generated by IoT devices is suitable for forensic investigations. New 

sources of evidence are being identified, and the world of DF needs to be proactive in 

dealing with them, hence the need for the development of formal DF requirements. 
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The requirements for IoT forensics aim to stipulate aspects that need to be in place in 

order to ensure the effective implementation of DF procedures with regards to IoT devices. 

The requirements are then further analysed with regards to the possibility of using these 

requirements to formulate a model solution for IoT forensics. 

 

Table 6-1 Techniques useful in digital forensics of the Internet of Things 

Technique Discussion of the technique 

Open-source tools 

for IoT forensics 

The development of an open-source model solution for IoT 

forensics is needed to ensure the continuous, rapid expanse of 

tools for IoT forensics.  

Utilisation of 

lightweight 

encryption 

Data captured and transferred needs to be secured regardless of 

the limited resources that IoT devices have. Encryption should also 

be lightweight. It is therefore recommended that a standard be 

developed that requires all new IoT devices to support lightweight 

encryption protocols on a standard set of processors. 

Unified file format for 

storing digital 

evidence and log 

files 

A unified file format ensures interoperability between different 

devices and processes. Data generated by IoT devices and stored 

in logs can then be used in a variety of tools for analysis. This 

ensures the ease of developing new tools and software to work 

with data generated by IoT devices. To ensure rapid deployment of 

the new standard, the proposed development of a DFR standard 

should be limited specifically to IoT. 

Automated forensic 

analysis of data 

gathered from IoT 

devices 

IoT devices may generate a lot of data, which can prove 

challenging to forensic investigators if they need to go through all 

the IoT data after an incident occurred. The use of automated 

forensics can help ease the burden on forensic investigators and 

prepare reports about anomalies, which can be more easily 

digested by users on a regular basis. 

Use of logs and state 

changes as sources 

of evidence 

Logs help provide a deeper insight into system events, with the 

added benefit of keeping record of the timeline on which events 

occurred. The incorporation of sensor data ensures that new 

layers of information are added to forensic evidence. Logs may be 

compressed and hashed to ensure their integrity, as well as 

decrease their size. 
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Technique Discussion of the technique 

Centralised 

repository for 

evidence gathered 

from IoT devices 

A centralised repository ensures the aggregation of various 

sources of evidence, as well as increases the ease of access to 

the evidence. Data must be encrypted, gathered from devices 

using an agent on the IoT devices, retained for a reasonable time 

period and only be accessible through a read-only API. 

 

However, there are additional requirements to ensure that the model is proactive. The 

model should be developed in a manner that increases the ability to gather trusted 

evidence for legal proceedings, as well as support reactive forensic investigations by 

ensuring that forensic investigations can easily gather the data required for the 

investigation. It should therefore gather and analyse data, as well as report on any 

anomalies detected.  

 

The problem with a proactive approach is the storage of data prior to a forensic 

investigation. IoT devices should thus be able to send the data (evidence) to some central 

repository where it can be accessed in future forensic investigations. This is problematic 

due to the large volume of data generated by IoT devices. The use of cloud storage can 

mitigate this problem, as physical environments of IoT devices would not need to maintain 

hard drives capable of handling such large volumes of data. 

 

A proactive approach is not the only challenge facing the model of DFR for IoT. The 

techniques identified for possible use in DFR for IoT also has several advantages and 

disadvantages. The next section of this study analyses the various strengths and 

weaknesses of the requirements for DFR in IoT. 

 

6.4 ADVANTAGES AND DISADVANTAGES OF THE VARIOUS REQUIREMENTS 

The IoT forensics requirements are based on various potential IoT forensic techniques. 

However, some of the techniques are still new and complex to implement. The 

requirements therefore hold some advantages for the world of IoT forensics, but can also 

pose some challenges and drawbacks. In Table 6-2 the various requirements are 

evaluated based on their respective advantages and disadvantages. They are numbered 

to save space when referring to them further in the article. An example is that Lightweight 

encryption is numbered as technique number 1 (shown as #1 in Table 6-2). 
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Table 6-2 Advantages and disadvantages of digital forensics of Internet of Things techniques 

Proposed technique Advantages Disadvantages 

#1 Lightweight encryption • Resource efficient 

• Increases data integrity 

• Reliable data transfer over 

insecure networks 

• Resource intensive on 

devices with limited 

processing power 

• Complex to develop 

#2 Unified file format for 

storing digital evidence and 

log files 

• Easy development of new 

software and tools that 

use standard file format 

• Interchangeability of data 

between tools 

• Standard procedures and 

best practises for 

retrieving evidence 

• Complex to develop 

standard 

• Time-consuming to 

develop standard 

• Time-consuming to get all 

manufacturers to 

implement new standard 

#3 Automated forensic 

analysis 

• Decrease in the duration 

of forensic investigations 

• Real-time monitoring and 

alerts of events in order to 

highlight anomalies 

• Hardware and software 

capable of conducting 

near real-time monitoring 

and analysis of data 

• Cost implications of 

required hardware  

#4 Use of logs and state 

changes as sources of 

evidence 

• Insight into system and 

physical events 

• Enhanced evidence due to 

timelining of system and 

physical events 

• Need for storage facilities 

capable of handling large 

amounts of data 

#5 Centralised repository 

for evidence 

• Aggregation of all data 

• Central secure point 

• Read-only API ensures 

integrity of evidence 

• Hashed evidence 

• Compressed evidence 

• Single point of possible 

failure 

• Cost implications 

• Requirement for large 

storage capabilities 

• IoT devices must register 

to central repository 
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The evaluation of the IoT forensics requirements shows that each requirement has both 

benefits and challenges. The various challenges need to be addressed to ensure the 

introduction of models compliant with the IoT forensics requirements. The next section 

introduces a theoretical model for DFR in IoT. The model presented in the next chapter 

take the various advantages and disadvantages of the techniques listed in this section into 

consideration. 

 

6.5 THEORETICAL DEVELOPMENT OF AN INTERNET OF THINGS DIGITAL 

FORENSIC READINESS MODEL BASED ON THE REQUIREMENTS OF 

INTERNET OF THINGS FORENSICS 

This section introduces a model solution for IoT forensics requirements. The model serves 

as a base solution to the challenges of the different techniques, as well as a reference 

solution for the lack of IoT forensics devices. The possibility of solutions for the various 

challenges of the requirements exacerbates the need for the development of models that 

address the defined requirements. 

 

The developed model not only takes the disadvantages into consideration, but also aims to 

mitigate these disadvantages to ensure a highly secure and efficient model that can be 

used in the industry.  

 

Several articles on IoT forensics highlight proposed techniques for ensuring DF of IoT 

devices. The proposed model in this chapter is based on the combination of previously 

proposed solutions, as these solutions have been proposed independently and with 

different motivations. The model includes techniques based on their merit, impact, benefits 

and feasibility, and not on how many times they have appeared in papers. Since the field 

of IoT forensics is rather new, with a limited number of proposed solutions, new ideas are 

also considered for this model. 

 

Based on the information gathered by Kruger and Venter [97], the model should make use 

of lightweight encryption to secure the evidence gathered from the IoT devices and ensure 

the efficient use of limited processing power on IoT devices. The model should furthermore 

introduce or make use of a unified file format for gathering, storing and presenting forensic 

results, since no unified standard file format for logs and forensic evidence currently exists. 

There is an ongoing need for further development of a unified standard for forensic logs. 
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The model should thus be adaptable to make use of a unified file format, should one be 

developed in the future. The model should also facilitate automated forensic analysis, 

meaning it should be able to analyse data automatically and report anomalies in IoT 

device data. Sources for forensic evidence should include the use of logs and state 

change logs, as the different states can provide interesting insights into the physical 

environment that the devices form part of. System logs furthermore provide information 

into the digital environment, such as packets, requests and data transfer between various 

IoT devices.  

 

The final aspect of the model is the collection and analysis of evidence. As mentioned 

earlier, IoT device data should be encrypted and the information sent to a central device 

for safekeeping and analysis. This central device can form part of the IoT network or be in 

the cloud. Several papers noted the validity of using the cloud for IoT forensic 

investigations. The information should be gathered from the IoT devices by software (also 

referred to as an “agent”) that provides a standardised API with read-only access for the 

cloud/central evidence device. The centralised device should then analyse the data for 

anomalies to ensure reactive responses to intrusions and incidents. The centralised device 

should also ensure safekeeping of evidence using hash functions. The evidence should 

only be accessible through a read-only API. 

 

The rest of this chapter is structured as follows: firstly, a graphical representation of the 

model is provided. The model is furthermore discussed based on the graphical 

representation of the model. This chapter then provides several activity diagrams to show 

the working of the model. This chapter also provides an overview of how the implemented 

model mitigates some of the disadvantages of the techniques used in the model. This 

chapter then presents a conclusive discussion of the model developed.  

 

6.5.1 Graphical representation of model solution 

This section provides an overview of the model developed for DFR for IoT. This model is 

based on all of the requirements in the previous section.  

 

The model is presented in graphical form in Figure 6-1. The model is discussed based on 

where green letters are placed on key aspects of the model.  
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The model for DFR for IoT requires one or more IoT devices to connect to a centralised 

repository to proactively store forensic evidence generated by IoT devices. An IoT device 

is visualised in Figure 6-1 with the letter “A”. This section discusses the IoT device in 

singular form, but the same aspects apply to any number of IoT devices that form part of 

the model for DFR for IoT. 

 

 

Figure 6-1 Digital forensic readiness for Internet of Things model 

 
The IoT device has agent software installed which proactively gathers forensic evidence. 

The evidence is stored in a unified file format. The unified file format exists on the IoT 

device and is represented by the letter “C”. The IoT device furthermore has a read-only 
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API which enables the secure transfer of evidence to the centralised repository. This 

ensures that external services can not alter the evidence located on the IoT device. The 

read-only API is represented by the letter “B” in Figure 6-1. 

 

The model furthermore relies on a centralised repository. All IoT devices with agent 

software installed connect to the centralised repository. The centralised repository is 

represented in Figure 6-1 with the letter “D”. The centralised repository gathers the 

evidence generated by the various IoT devices. The evidence enters the centralised 

repository through an API. The IoT-agent-facing API is shown in Figure 6-1 with the letter 

“F”. Once the evidence enters the centralised repository it undergoes live analysis. The 

live analysis of the evidence aims to identify abnormalities in near real-time. The live 

analysis of the central repository is shown in Figure 6-1 with the letter “E”.  

 

The evidence gathered in the centralised repository is stored in a secure read-only access 

database on the centralised repository, along with the hashes of the evidence gathered. 

The hashed evidence is shown in Figure 6-1 with the letter “G”. The centralised repository 

offers access to the gathered evidence in a secure manner that ensures the evidence 

cannot be changed. This is done through a read-only API represented by the letter “H” in 

Figure 6-1. The read-only API enables investigators the gain access to the evidence 

gathered from all of the IoT devices. The API also enables notifications of abnormalities 

detected by the live analysis performed by the centralised repository. The read-only 

access is represented by the letter “I” in Figure 6-1. 

 
 
The discussion of the model in graphical representation of DFR for IoT can furthermore be 

discussed based on the sequence in which the various aspects of the model work 

together. This is done in the next section when the model is discussed by making use of 

activity diagrams. 

 

6.5.2 Activity diagrams for the model 

The activity diagrams indicate how evidence is gathered from IoT devices. The 

development of the activity diagrams highlighted the need for further research about 

whether a push- or pull-based model would be best suited for DFR in IoT. A push-based 

model (Figure 6-2) is when the IoT devices contact the central repository when new 
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evidence is available. The centralised repository then retrieves the evidence from the IoT 

device(s) that indicated the presence of new evidence. 

 

The pull-based model (Figure 6-3) is based on the notion that the centralised repository 

contacts the various IoT devices at certain time intervals to determine whether the devices 

have new evidence to be retrieved. The centralised repository then retrieves evidence 

from the devices that have new evidence. One of the possible disadvantages of this 

method is that IoT devices might need to store evidence on their local storage for certain 

periods, which can be challenging due to limited on-board storage space. Another possible 

disadvantage of this method is the amount of network traffic generated by the centralised 

repository when there is a large amount of IoT devices in the network and all the IoT 

devices are contacted at once. 

 

The development of the activity diagrams also introduced an interesting scenario. When 

users integrate new IoT devices into their network, they tend to be more interested in 

getting the device to work than ensuring that the devices conform to necessary security 

requirements, let alone DFR requirements. Users might therefore not register their IoT 

devices with a centralised repository, potentially leading to IoT device forensic evidence 

not being trustworthy. 

 

The entire purpose of this model is to ensure that IoT device evidence is trustworthy due to 

IoT devices being DF-ready. It is worth mentioning that as part of the model, users should 

be required to register their IoT devices at the centralised repository before the IoT device 

can serve its purpose in the environment. IoT devices should thus not be able to function if 

they are not registered with a centralised repository. The activity diagram shows how the 

device continually checks whether it is registered with a centralised repository for evidence 

gathering. 
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Figure 6-2 Push-based model 
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Figure 6-3 Pull-based model 
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6.5.3 Mitigating the disadvantages of Internet of Things techniques  

This section provides a discussion of how the disadvantages (listed in Table 6-2) that are 

not directly addressed in the model solution can be addressed. However, due to space 

constraints and the need for further research, not all disadvantages are addressed. Table 

6-3 indicates where future research is still needed with regards to the model. The various 

techniques are not written in full, but are presented numerically. Please refer to Table 6-2 

in order to determine which number represents which technique. 

 

Table 6-3 Solutions to disadvantages of digital forensics of Internet of Things techniques 

# Disadvantage Solution to disadvantage 

1 Resource-intensive on devices 

with limited processing power 

Not addressed in the model. 

1 Complexity in developing 

software that uses lightweight 

encryption 

Not addressed in the model. 

2 Complexity of developing a 

new standard file format 

The software implemented on the agent is 

developed in a modular format to ensure that any 

changes to the underlying storage format can be 

implemented easily. 

2 Time-consuming to develop a 

new standard 

Not addressed in the model. The model only 

focuses on DF of IoT, which can lead to faster 

development of a unified standard as only IoT 

devices should form part of the standard. 

2 Time-consuming to get all 

manufacturers to implement 

new standard 

The modularity of the agent software ensures that 

different types of storage formats are supported. 

The idea is that manufacturers should work toward 

a unified standard and not further disparity. 

3 Need for hardware and 

software capable of conducting 

near real-time monitoring and 

analysis of data 

Using the cloud as the central repository enables 

the use of high-performance hardware that can 

conduct the live processing. 

3 Cost implications due to need 

for extra processing hardware 

This disadvantage is not directly addressed in the 

model. 

4 Need for storage facilities Using the cloud enables long-term, high-volume, 
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# Disadvantage Solution to disadvantage 

capable of handling large 

amounts of data generated by 

IoT devices 

and secure storage. 

5 Single point of possible failure The possible use of cloud services to enable the 

central repository. 

5 Cost-implications to cloud 

computing or hosted system 

This disadvantage is not directly addressed in the 

model. 

5 Large amount of network traffic 

to central repository 

The use of either push- or pull-methods of 

transferring data to the central repository. This can 

be changed in the various implementation 

environments in which the IoT devices reside 

based on relative efficiency. 

5 Requirement for large hard 

drives capable of storing 

evidence for long periods of 

time 

The possibility of using the cloud as the central 

repository enables the use of high-volume storage 

hardware that ensures storage of large amounts of 

digital evidence for long periods of time. 

5 Users may not register to a 

central repository 

Users must register a new IoT device to the IoT 

central repository for the IoT device to be 

functional. 

 

This section shows how some of the disadvantages of the requirements of DFR for IoT 

can be addressed. The mitigation of several disadvantages in DFR for IoT calls for a 

discussion of the potential of the new model for DFR in IoT. The next section provides a 

discussion of the new model presented in this chapter. 

 

6.6 DISCUSSION 

This section not only analyses the model presented in this chapter, but also takes a critical 

look at how the model uses the IoT forensics requirements to solve some of the 

challenges facing IoT forensics. Several key IoT forensics techniques, as well as 

techniques for possible use in IoT forensics, were identified. 

 

There are several possible challenges to the systematic literature review research 

approach followed in this chapter. One of them is that a systematic literature review can be 
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very specific in focus due to the use of a specific search string for the retrieval of papers. 

The search string can be too narrow or too rigid, possibly leaving out some techniques due 

to not appearing in papers that were retrieved using the specified search string. 

 

Another challenge to this approach is that new papers are constantly added to the body of 

knowledge. At the time of writing, there might be new techniques presented in newer 

papers. However, this chapter includes as many techniques as possible by not only listing 

techniques based on the number of times that they were introduced in various papers, but 

also their feasibility (regardless of how frequently they are mentioned in papers). 

 

This chapter uses the identified techniques to analyse the possibility of combining the 

various proposed techniques into one set of requirements. Further research is needed to 

develop a formal tried-and-tested set of requirements for DF of IoT. This study serves as 

basis for a new set of standards for DF of IoT. 

 

The development of models based on the requirements presented in this chapter ensures 

the advancement of security and forensic soundness of evidence generated by IoT 

devices. The techniques used in the requirements mostly address the integrity and 

confidentiality of the systems. Availability is the one aspect of computer security that is not 

directly addressed in the requirements. The addition of these techniques to resource-

constrained devices can possibly increase the likelihood of downtime or lack of availability 

from the IoT devices. The IoT devices can become flooded with computing requests to 

handle the added overhead of security techniques, or become prone to denial-of-service 

attacks. Denial-of-service attacks would be easier to achieve due to the added overhead of 

securing common events. Attackers would merely have to increase the amount of times 

common events occur to increase the amount of computing that IoT devices need to 

perform. Further research and development should address this issue and assure that 

resource-constrained devices have a means of ensuring that the added overhead does not 

cause the device to be overloaded with processing requests. 

 

One of the mentioned requirements is the need for a unified file format for digital forensic 

evidence. This requirement is mentioned numerous times in various papers in the 

systematic literature review and the need for the development of such a file format is 

expressed by various researchers. The use of such a format in IoT forensics is also 
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important due to the large variety of devices that can form part of an IoT system. Each 

manufacturer using their own file formats and techniques increases the complexity of IoT 

forensics. The vast expanse of IoT devices and the increase of scenarios where IoT 

devices are useful increase the urgency for the development of such file formats. A unified 

digital evidence file format needs to be developed sooner rather than later, before it is 

simply too complex to develop such a standard. 

 

This chapter furthermore identifies several advantages and disadvantages of the various 

techniques used for the requirements of DF of IoT. The model aims to address several of 

the disadvantages, however not all disadvantages can be addressed in this model. This 

study therefore calls for the further development of a tried-and-tested model solution. 

 

This chapter also introduces a model solution for DF of IoT by making use of the 

developed requirements and incorporating the identified techniques. The model illustrates 

the working of the various techniques and where they are applied in IoT systems. The 

proposed model serves as a base for the advancement of DF of IoT models and calls for 

the addition of new techniques and solutions, as well as the testing and implementation of 

the model. 

 

One of the limitations of this chapter is that the model is only theoretical and has not yet 

been implemented and tested in a real-world environment. However, an activity diagram of 

the model is presented. The activity diagram shows the logic of the model, as well as how 

the various techniques and components interact with one another and how IoT devices 

interact with the centralised repository. The activity diagram serves as a high-level 

overview of the model and illustrates that the model incorporates all the listed 

requirements for the model solution. 

 

This chapter furthermore gives a brief discussion of how the model mitigates some of the 

disadvantages of the various techniques presented earlier in the chapter. Most of the 

addressed problems are solved using cloud service for the central repository, hence the 

recommendation that the cloud, rather than a local machine, be used for the storage and 

processing of the evidence. There are, however, several issues that the model does not 

solve and which require further research. Most of these problems concern the techniques 

themselves. As mentioned earlier, some of the techniques are quite new and require 
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further research. The advancement of the various techniques will furthermore increase the 

effectiveness and efficiency of the proposed model. 

 

This study has a major drawback due to not focusing on privacy issues. One of the main 

problems of DF is that it aims to collect and analyse as much information about suspects 

as possible, while privacy aims to reveal as little information about people as possible. 

This chapter therefore recognises the privacy concerns that might become apparent when 

analysing the model. Therefore, it calls for further research as to how to ensure that data 

can always be kept private, especially when using the cloud as a centralised repository. 

This can be mitigated using privacy agreements and service-level agreements. 

 

6.7 CONCLUSION 

This chapter aimed to determine techniques that can be used to ensure the effective and 

trustworthy gathering of IoT device digital forensic data that can be used in legal 

proceedings. The systematic literature review on which this chapter is based, is used to 

extract various possible techniques that can be used to induce DF for IoT. The various 

identified techniques were evaluated and formulated into IoT forensics requirements. The 

requirements were furthermore analysed to determine various advantages and 

disadvantages of the techniques used to formulate IoT forensics requirements. This 

contributed towards research question 1.2.1 (DFR IoT standards processes) and 

objective  1.4.1 (DFR processes, IoT device classification). 

 

This chapter introduced a new IoT forensics model to ensure the DFR for IoT in the near 

future. It will ensure that IoT devices are more secure and trustworthy in providing digital 

forensic investigators with IoT-generated evidence. This chapter therefore addressed 

objective 1.4.2 (DF techniques, DFR model) by establishing a model for DFR in IoT. The 

model presented in this chapter is also based on legal requirements for evidence to be 

valid in legal proceedings, which contributed towards research question 1.2.3 (DFR 

requirements, legal aspects). This is also a contribution towards objective 1.4.3 (DF legal 

requirements, DFR IoT legal compliance). 

 

There is currently a need for a unified file format for the storage of IoT digital evidence, as 

well as an implemented and tried-and-tested prototype of the model presented in this 

chapter. Lightweight encryption needs to be enhanced to operate optimally on resource-
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constrained IoT devices. Standards need to be developed to require IoT manufacturers to 

implement the proposed model, which in turn requires IoT devices to be registered to a 

centralised evidence-gathering repository. This chapter also noted that a lot of research is 

still needed to realise the DFR for IoT devices.  

 

The model for DFR in IoT introduced in this chapter is a theoretical model and still needs 

to be tested. This leads to the following chapter in this dissertation, which is the practical 

implementation of the model for DFR in IoT. 
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7 CHAPTER 7: A PROTOTYPE FOR DIGITAL FORENSIC READINESS 

IN THE INTERNET OF THINGS  

7.1 INTRODUCTION 

This chapter is based on the requirements formulated for DF of IoT in Chapter 6. The aim 

of this chapter is to show the feasibility of the model for DFR in IoT, to be able to 

incorporate the requirements into a DFR standard for IoT. In order to show that the model 

can work in a real-life environment, the requirements need to be implemented in a 

prototype and then tested, which is exactly what this chapter entails . 

 

This chapter starts with a reiteration of the various requirements for DF of IoT and various 

possible approaches to implementing these requirements. The chapter then shows the 

chosen implementation and how it incorporates the various requirements, followed by an 

in-depth overview of how the solution is implemented and how it works. The chapter 

concludes with a discussion of whether the requirements seem suitable for use in a real-

world environment. 

 

This chapter addresses research question 1.2.1 (DFR IoT standards processes) by using 

forensic techniques from various DF standards and applying them to the IoT. This chapter 

also partially addresses research question 1.2.2 (DFR IoT devices feasibility) and 1.2.3 

(DFR requirements, legal aspects) by developing a prototype for forensic investigations on 

IoT devices and implementing a prototype to determine whether or not DF can be applied 

proactively to IoT devices, resulting in DFR for IoT. Furthermore, this chapter aims to meet 

objective 1.4.1 (DFR processes, IoT device classification) by determining whether DFR 

processes can be applied to a subset of IoT devices. However, the main objective that this 

chapter addresses is objective 1.4.4 (Proof of concept, DFR IoT prototype), which entails 

the design, development and implementation of a proof of concept prototype for DFR of 

the IoT. 

 

7.2 REITERATION OF THE VARIOUS REQUIREMENTS FOR DIGITAL FORENSICS 

OF INTERNET OF THINGS 

This section provides a brief overview of the various requirements for DF of IoT. Since the 

requirements were discussed in detail in the previous chapter of this dissertation, they are 

merely listed here for quick reference. 
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1. Open-source tools 

2. Lightweight encryption 

3. Automated forensic analysis 

4. Use of logs and state changes for sources of evidence 

5. Centralised repository for evidence 

 

In order to be viable, the solution implemented should address the requirements listed 

above. 

 

7.3 POSSIBLE APPROACHES TO IMPLEMENTING THE REQUIREMENTS FOR 

DIGITAL FORENSICS OF THE INTERNET OF THINGS 

There are several possible approaches to implementing the requirements for DF of IoT of 

which two are considered in this dissertation. One is implementing an entire open-source 

system from scratch, and the other is using already available open-source projects and 

adopting them to suit the needs of this research. 

 

The first possible solution entails implementing an entirely new open-source solution for 

DF of IoT. The solution then incorporates all the requirements for DF of IoT from the start 

of development, which ensures that all the specified requirements are met. The 

development of an entirely new solution is beneficial to ensuring that all requirements are 

met and that forensics is a prime aspect of the solution. Forensics is therefore not an 

afterthought to an IoT system, but forms part of the core of the solution. However, there 

are some drawbacks to this option. The development of an entirely new solution can be 

time-consuming and cause incompatibility across devices due to a limited amount of 

developers when compared to existing open-source projects where an entire community of 

developers work together on a solution. The first option can therefore result in 

unnecessarily reinventing the wheel. 

 

The second possible solution entails the customisation of already available open-source 

DF tools. This option concerns itself with identifying open-source tools that can be used 

and customised to solve a problem not yet addressed. In order to address the 

requirements of DF for IoT, the tools identified must address the requirements for DF of 
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IoT or be able to be adapted accordingly. The advantage of this approach is that the tools 

have already been tried and tested by a community of developers. 

 

The approach followed in this study is the use of existing open-source tools that can be 

customised to solve the problems identified in this dissertation. Therefore, the tools must 

address the requirements for DF of IoT or be customisable in order to address the 

requirements listed. The next section selects a possible tool that can be used to address 

the requirements for a model in DFR for IoT. 

 

7.4 SOLUTION FOR THE REQUIREMENTS OF DIGITAL FORENSIC FOR THE 

INTERNET OF THINGS 

This section shows the working of a solution for the requirements of DF for IoT and 

introduces open-source tools that can be customised for use in this study. This section 

then selects one tool for customisation and shows how the customised tool addresses the 

requirements for DF of IoT. 

 

7.4.1 Possible open-source digital forensics tools 

This subsection provides a list of possible open-source DF tools that are already available 

for use in forensic investigations and can possibly be adapted for use in IoT forensics. The 

tools are listed in no specific order. The list is based on alternatives to Google Rapid 

Response (GRR) [98], which provides an in-depth overview of various possible tools to be 

used in this study.  

 

7.4.1.1 MIG (Mozilla InvestiGator) 
This is a remote live forensics tool that allows forensic investigations on remote systems. 

The tool was developed by the Mozilla Foundation and contributors in the open-source 

community. The tool is command-line based and supports Linux, macOS and Windows 

[98]-[100]. 

 

7.4.1.2 Bitscout 
Bitscout, another remote forensics tool, enables an investigator to obtain a disk image 

clone. The project is based on Linux and is also open-source. However, the tool is 

maintained by a limited number of developers. The tool also does not enable any remote 

changes to the system such as querying live memory dumps [98], [101], [102]. 
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7.4.1.3 FIR (Fast Incident Response) 
FIR is a tool for incident response and security monitoring. It has a web interface and 

works on Linux. The tool has a few developers in the open-source community, but not as 

many as some of the other tools. The tool does not support an API yet [98], [103], [104]. 

 

7.4.1.4 TheHive 
TheHive is another open-source tool that aims to deal with security incidents. It has an API 

and web interface. While it has several developers in the open-source community, it is not 

backed by a major company. The tool supports Linux, but is rather resource-intensive [98], 

[105], [106]. 

 

7.4.1.5 OSSEC 
OSSEC is an open-source tool that enables cross-platform monitoring, but seems to be 

more focused on monitoring than DF. The tool works on Linux, MacOS, Windows, 

OpenBSD and Solaris [98], [107], [108]. 

 

7.4.1.6 GRR 
GRR is an open-source tool aimed at supporting DF and investigations. The tool was 

developed to be fast and scalable. It has a web interface and an API. While it has large 

support from the open-source community, it is also maintained by Google, as it was 

started as a Google project. GRR works on Linux, macOS and Windows [98], [109], [110]. 

 

This section introduces a variety of possible DF tools that can be customised in this 

dissertation to facilitate DFR for IoT. After the introduction of the various possible tools, a 

tool has to be selected for customisation. The next section identifies a tool that is suitable 

for customisation to satisfy the model presented for DFR in IoT. 

  

7.4.2 Selection of a tool for digital forensics of the Internet of Things  

This section aims to provide a brief motivation for the selected tool. The selected tool 

should address as many of the requirements for DF of IoT as possible. If the tool does not 

support all the requirements, it must be customisable in order to meet them. 

 

After comparing the various aspects of the possible tools listed in the previous section, the 

author decided to make use of GRR. The GRR acronym is therefore a recursive acronym. 

The background information on GRR is based on the official GRR documentation [110], as 
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sources about the working of GRR are limited. GRR is the tool of choice for this study, due 

to satisfying most of the requirements for DF of IoT. The first requirement is that the tool 

must be open-source. The tool must make use of lightweight encryption. The tool must 

support automated forensic analysis. The tool must make use of logs and state changes 

as sources for forensic evidence. The final requirement is that the tool must support a 

centralised evidence repository. 

 

GRR is an open-source project backed by several community developers, as well as a 

development team within Google itself. The tool is used in Google’s data centres for live 

forensics and monitoring. It has proven to be highly scalable and able to handle an 

enormous amount of client agents as machines that are monitored [110]. GRR furthermore 

provides an easy web interface as well as an API. The presence of an API allows for easy 

extension without having to change core components of the tool.  

 

GRR is an ongoing project, which ensures that the tool is maintained and kept to a high 

standard. Therefore, the tool is rather robust and reliable. The tool also supports various 

platforms and architectures for investigations, which is a highly desired quality within the 

context of the highly heterogeneous IoT environment.  

 

GRR is a modular framework with various components that enables DF investigations and 

monitoring of devices. GRR consists of two main components, namely the GRR server 

and the GRR clients. The GRR server consists of several components that work together 

to form a web-based GUI server with an API that enables investigators to perform actions 

on and collect data from the clients. The GRR server can conduct various incident 

response and forensic tasks. It is designed to support artefact collection on a large number 

of machines and present the results in different ways. The GRR server is also developed 

with asynchronous tasks in mind, and investigations can therefore be scheduled and 

performed when needed. 

 

The GRR client refers to an agent deployed to systems or devices to be investigated. The 

GRR client frequently polls the GRR server for actions to perform. These actions can be a 

variety of things, such as retrieving memory details or files. The GRR clients run at root 

level, which enables raw file system access to the various devices and systems. The GRR 
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client can also be used for monitoring the systems and devices while maintaining imposed 

resource limits, which ensures that the target systems and devices perform optimally. 

 

The GRR client uses POST requests to communicate with the server and all 

communication between the GRR server and client is encrypted to ensure that malicious 

third parties cannot access or change the data or commands passed between the client 

and server. It is important to note that the GRR clients run with root privilege on all the 

devices. This means that anyone with access to the GRR server can access the devices 

on root level. The GRR server should therefore be installed in a secure environment and 

strict access control be implemented. 

 

GRR is a platform that allows live remote forensics of a wide variety of systems in a 

forensically sound manner. In addition, it is also adaptable to suit the needs of IoT 

forensics. All the above-mentioned aspects contribute towards the selection of GRR as 

tool best suited to this study. 

 

To summarise, GRR meets the requirements For DFR in IoT in various ways: 

1. Open-source tools: GRR is open-source. 

2. Lightweight encryption: GRR supports lightweight encryption as the traffic between 

the clients and the GRR server are not too heavily encrypted.  

3. Automated forensic analysis: GRR does not natively support automated forensic 

analysis as hunts can be developed to look for certain artefacts. A hunt is a forensic 

investigation conducted across multiple host machines. Hunts can also be 

scheduled to run periodically, which can facilitate automated forensic analysis. 

4. Use of logs and state changes: Hunts can be developed in GRR to collect logs of 

any nature. 

5. Centralised repository: GRR stores all collected evidence in a repository along with 

the hashes of the evidence from the various snapshots of evidence retrieved over 

time. 

 

7.4.3 Setting up the GRR environment for Internet of Things forensics 

The installation of the GRR platform can be done in various ways. These include installing 

from source, package repositories or Docker images. The GRR server includes prebuilt 
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GRR client packages for various platforms, but the GRR clients can also be compiled 

separately.  

 

An installation from source code is used in this study. Installing from source increases the 

ease of customising the GRR platform to work on IoT devices. The environment is focused 

on both the simulation of IoT devices and actual IoT devices. In order to facilitate this, the 

GRR server must be easily accessible by both simulated and actual IoT devices. 

 

Simulated IoT devices enable rapid deployment of multiple devices to show the scalability 

of the platform. IoT devices are simulated in the form of virtual machines. The virtual 

machines host small operating systems and are small in storage size to replicate real-

world, resource-constrained IoT devices. The virtual machines are also deployed on 

various physical machines located on different networks in various physical locations to 

further simulate the heterogeneous environment of actual IoT devices. 

 

Physical IoT devices show the actual implementation of GRR clients and that they run on 

the IoT devices in an efficient manner. The physical implementation of the GRR client on 

physical devices furthermore demonstrates the viability and trustworthiness of the GRR 

platform. The physical IoT device used in this dissertation is a Raspberry Pi Model 3B. The 

Raspberry Pi is a small IoT device that runs on ARM architecture and enables developers 

to easily connect hardware to a system using general-purpose input/output (GPIO) pins. 

The Raspberry Pi also makes use of micro SD cards for storage and has a 1GHz quad-

core ARM processor with 1GB of RAM. It supports various operating systems, which 

makes it ideal for this study, as the GRR client can be built to work on an operating system 

that is supported by the Raspberry Pi. 

 

In this dissertation the Raspberry Pi and virtual machines are located on various networks 

in various physical locations. The separation of the devices simulates IoT devices in a real-

world scenario. The GRR server should be able to interact with all the devices and vice 

versa. In order to enable the GRR server and various GRR clients to connect to one 

another, a server with a public IP is needed. The GRR server is installed on a 

DigitalOcean droplet located in Europe. A droplet is DigitalOcean’s name for a virtual 

machine (VM). It has a public IP and can be accessed from various physical locations and 

different networks. The droplet is based on the Ubuntu Server 18.04 MySQL easy 
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installation, so MySQL comes installed with the droplet. The droplet has two virtual CPU’s, 

4GB of RAM and 80GB of disk space. The DigitalOcean droplet is based on an Intel(R) 

Xeon(R) CPU E5-2650L v3 @ 1.80GHz processor. 

 

The installation of the GRR server is fairly easy, as it can be installed from a release DEB 

package on the DigitalOcean droplet. Linux DEB is a file format for Debian-based Linux 

software packages. The GRR server is therefore merely installed from a software 

package. Do note that the GRR server installed from a release DEB on the droplet is not 

customised. This means that the GRR server is not customised to facilitate the 

implementation of the model for DFR in IoT. However, the GRR clients installed on the 

Raspberry Pi are installed from source, as the code is customised for the GRR clients. 

This means that the GRR clients used on the Raspberry Pi need to be customised in order 

to implement the model developed for DFR in IoT. 

 

7.4.4 Install GRR server on a server with a public IP address 

The method of installing GRR from a release DEB is explained in the following steps. 

Please note that the figures in this section are based on an installation done on a local 

virtual machine in order to hide sensitive login details from the actual DigitalOcean droplet 

with a public IP address. This means that the installation of the actual GRR server used in 

the implementation of the model for DFR in IoT is not shown. The installation of the actual 

GRR server is the same as in the figures below, except for the actual GRR server having a 

different IP address. The figures of the installation done on the local machine is merely 

provided to hide sensitive information of the actual GRR server. 

 

1. Install Apache2 on the server. Apache2 is used for the web server that hosts the 

GRR web-based GUI. 

2. Install MySQL on the server. MySQL is used as the backend database for the GRR 

framework.  

3. Create specific login details for the GRR server so as to ensure that the database is 

secured and can only be accessed via the GRR server. MySQL also has to be 

configured for usage by the GRR server. 

4. Retrieve the latest version of GRR from a release DEB and store it on the server as 

shown in Figure 7-1. 
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 Figure 7-1 GRR download 

5. Start the install script to install the GRR server as shown in Figure 7-2. 

 

 Figure 7-2 Install script for GRR 

6. The install script then asks for several configuration settings such as the admin URL 

for the GUI interface. This is set up based on the public IP of the server. Please 

note that the example used in this part of the GRR setup uses a local IP address in 

order to hide the details of the public GRR server on the DigitalOcean droplet. 

Figure 7-3 shows some of the configuration items that are required during the GRR 

server setup. Figure 7-4 shows the final configuration items, as well as the 

generation of certificates for secure communication between the GRR server and 

GRR clients. Figure 7-5 illustrates the output of a completed GRR server 

installation. To determine whether the GRR server service is running, the GRR-

server service status can be queried as is shown in Figure 7-6. 
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 Figure 7-3 GRR setup parameters 
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 Figure 7-4 Certificate generation and client repacking 

 

 
 Figure 7-5 GRR server installation complete 

 

 
 Figure 7-6 GRR server running 

7. The DigitalOcean server did pose some challenges in this regard, as the droplets 

have custom firewalls that block all ports by default, except for port 22 (SSH), port 

80 (HTTP), port 443 (HTTPS) and port 3306 (MySQL). The GRR server requires 

port 8000 for the web interface, so the firewall is customised to allow port 8000. 

This step therefore entails the opening of the required ports in the firewall on the 

host machine, or the firewall guarding the host machine, to ensure that the GRR 

server is accessible and in working condition. 

8. Log in to the GRR admin GUI web interface with the admin login details provided 

during the GRR server installation. In order to hide the actual installation location, 

the screenshot in Figure 7-7 is based on the local installation and not the 

DigitalOcean installation. However, further screenshots are based on the actual 

DigitalOcean installation. 
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 Figure 7-7 Logging in to GRR server GUI 

 

7.4.5 Installing GRR clients on virtual machines 

Installing the GRR client on a virtual machine is simple, but highly complex on an IoT 

device. GRR is built for investigating servers in a server farm environment or investigating 

desktop computers. This means that GRR only supports the amd64 and i386 

architectures. 

 

The installation of GRR clients on virtual machines is rather simple, as virtual machines on 

physical computers use amd64 or i386 architectures. The first step to installing a GRR 

client on a virtual machine, based on a GRR supported architecture (amd64 or i386), is to 

install a minimal Linux distribution on a virtual machine, which simulates the working of a 

physical IoT device. The Linux distribution used for this simulation is the 32bit Linux Lite 

version 3.8 distribution.  

 

The Linux Lite distribution is used in this simulation due to its hardware requirements. 

According to the official Linux Lite website [111], the operating system requires only a 

1GHz processor, 768MB of RAM and 8GB of storage space to function. These are 

relatively modest hardware requirements when compared to that of full-fledged operating 

systems, which require much more RAM, storage space and powerful processors. The 

lightweight hardware requirements for the Linux Lite operating system simulate IoT 

devices with very little processing power, storage space and RAM. The Linux Lite 

operating system requirements are therefore very close to the physical hardware of the 

Raspberry Pi, which is why the Linux Lite distribution is used in the simulation of IoT 

devices. 
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The steps followed to install the GRR client on a Debian virtual machine are as follows: 

1. Download a hypervisor, such as VMware Workstation Player, and install it. 

2. Download the Linux Lite operating system. 

3. Create a new virtual machine in VMware. 

4. Select the ISO file for the Linux Lite operating system. 

5. Configure VMware for a Linux installation. 

6. Allocate resources to the VM. The resources allocated to the Linux Lite VMs are as 

close as possible to the actual hardware of the Raspberry Pi as an actual IoT 

device. 

7. Start the VM and complete the installation of the operating system. 

8. Download the GRR client from the GRR server GUI by entering the server login 

details and then navigate to “Manage Binaries”. Click on the client that needs to be 

installed on the VM, in this case “linux/installers/grr_3.2.4.6_i386.deb”. 

9. Save the installer file so that it can be opened for installation. 

10. Navigate to the installer package and open the installer by clicking on “Install 

Package”. 

 

The GRR client is then successfully installed and contacts the GRR server in order to 

check for new action requests. The installation of a GRR client on a VM without logging in 

to the GRR admin GUI is as follows: 

1. Obtain a copy of the GRR client installer. 

2. Copy the GRR installation file onto the virtual machine. 

3. Repeat steps 9 and 10 from the steps on how to install a GRR client on a VM. 

 

Upon successful installation of a GRR client, it will appear in the list of GRR clients 

connected to the GRR server in the GRR admin GUI. The list can be viewed by logging in to 

the GRR server admin GUI and pressing the “Enter” key in the search box as shown in 

Figure 7-8. The VM GRR client that was added in the steps above is shown in Figure 7-9. 

 

 Figure 7-8 GRR admin GUI search clients 

 
 Figure 7-9 New GRR client 
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7.4.6 Building custom GRR clients to work on IoT devices 

The installation of GRR clients on actual IoT devices, such as the Raspberry Pi, is 

extremely complex. To this researcher’s knowledge, it has never been done before. A core 

developer of the GRR platform was contacted via email, who was also unaware of this 

being done before [112].  

 

The GRR client needs to be rebuilt in order to run on the ARM architecture, as the ARM 

architecture is not officially supported by the GRR platform. Rebuilding the GRR client for 

the ARM architecture requires several changes to the GRR code and will be discussed in 

the steps that follow. The steps assume that an external GRR server has been set up and 

is in a working state. This means that the GRR server can be contacted by various devices 

with GRR clients installed, in various physical locations and various network 

configurations. 

 

1. Ensure the Raspberry Pi has all of the needed packages for the GRR platform 

installed. 

2. Set up a virtual environment for the GRR platform to be installed on. This is shown 

in Figure 7-10. 

 

 Figure 7-10 Set up pip virtual environment 

3. Download the entire GRR platform on the IoT device by cloning the latest version of 

the GRR platform. The entire GRR platform needs to be downloaded on the 

Raspberry Pi, as the GRR configuration needs to be run in order to configure the 

GRR clients to communicate with the actual GRR server (shown in future steps). 

Downloading the GRR platform from source onto the Raspberry Pi is shown in 

Figure 7-11. 

 

 Figure 7-11 Clone GRR 

4. Next Protoc/Protobuf is installed. Protoc/Protobuf is a platform and language neutral 

tool used for serialising structured data [113]. Custom download Protoc/Protobuf on 
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the IoT device as the GRR platform requires Google’s protocol buffers to read and 

write data from the GRR clients.  

5. Compile PROTOC/PROTOBUF on the Raspberry Pi, as the code needs to be 

compiled for the ARM architecture. This part of the process takes quite a long time 

and is shown in from Figure 7-12 to Figure 7-16. 

 

 Figure 7-12 Compile protobuf 

 
 Figure 7-13 Compile protobuf part 2 

 
 Figure 7-14 Compile protobuf part 3 

 
 Figure 7-15 Compile protobuf part 4 

 
 Figure 7-16 Compile protobuf part 5 

 
6. Add Protobuf to the PATH variable so that it can be accessed whenever it is 

needed by the GRR client. 

7. Create a virtual environment where GRR is installed. 

8. Run the Linux installer for the GRR platform as shown in Figure 7-17.  

 

 Figure 7-17 GRR installer 

9. Customise the GRR platform by adding the arm7l architecture, which the Raspberry 

Pi is based on, to several of the GRR configuration files. The original GRR platform 

does not recognise the ARM architecture in the list of supported architectures for 

the platform, which means that the installer will ultimately fail if the platform is not 

customised. Figure 7-18 shows the first file that is modified to add the arm7l context 

to the GRR platform. Figure 7-19 shows how the arm7l architecture is added to the 

YAML configuration of the GRR platform. 
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 Figure 7-18 GRR ARM architecture add 

 
 Figure 7-19 GRR ARM architecture add part 2 

 
10. Add the details of the GRR server that the clients should connect to. This is done in 

order to obtain the packages for rebuilding client templates. The installation step 

configures the Raspberry Pi as if it will be a GRR server, but it is not used as a 

GRR server. It is only used to provide the details for custom GRR clients. The 
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installation therefore configures the clients to be built with the necessary information 

to contact the real GRR server that is hosted on the DigitalOcean droplet. The 

configuration for the GRR server is done based on the details of the actual 

DigitalOcean droplet GRR server, as is shown in Figure 7-20. 

 
 Figure 7-20 GRR client configuration 

 
The standard installer will eventually fail, as the GRR server component is not 

supported on the ARM architecture. This is not a problem, however, as the 

configuration files are changed and the GRR clients are repacked in the following 

steps. The GRR server installation failure is shown in Figure 7-21. 
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 Figure 7-21 GRR setup fails 

11. Build custom client templates. This entails building a new template on the IoT 

device and repacking the template on the GRR server. Use the following command 

on the IoT devices to build the new client template. This is shown in Figure 7-22 

and Figure 7-23: 

grr_client_build build --output mytemplates 

 
 Figure 7-22 GRR custom client template 

 
 Figure 7-23 GRR custom client template build complete 

12. Repack the GRR template created in the previous step. This is done on the GRR 

server, due to the GRR server knowing all the configurations, such as cryptographic 

details for the connections with GRR clients. Details are redacted in Figure 7-24 in 

order to hide details about the actual GRR server. 

grr_client_build repack --template mytemplates/*.zip --output_dir mytemplates 

 
 Figure 7-24 GRR server build of custom client 

The result of repacking the template is an installer than can be installed on IoT 

devices based on the arm7l (ARM) architecture. Do note that the name of the 

custom client still ends with i386.deb, which is reminiscent of the i386 architecture, 

but it is in fact built for the ARM architecture, it has just not been changed in the 

compiler files. 

13. Install the new repacked template GRR client on the client by simply copying the 

installer to the client machine and then running the installer. The GRR client then 

runs as a background process on the IoT device. This is the same as the steps for 

installing a GRR client on a VM machine described earlier in this chapter. 
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14. Verify that the GRR server and GRR client can connect to each other. This is done 

by opening the GRR server GUI and listing all the GRR clients. If the IoT device is 

added successfully, a new GRR client will appear in the list of clients (Figure 7-25) 

and while the architecture will be arm7l (Figure 7-26). 

 

 Figure 7-25 Raspberry Pi client appears in GRR server GUI client list 

  
 Figure 7-26 Raspberry Pi details 

 

7.5 CONCLUSION 

This chapter aimed at finding a solution for the requirements of DF for IoT by implementing 

a prototype for forensic investigations on IoT devices. The prototype is based on the 

requirements for DF of IoT defined in Chapter 6, and indicated that it is possible to satisfy 

these requirements.  

 

This chapter stated various arguments for and against a complete custom developed 

prototype or a customised implementation of available software, with the latter option 

being chosen. Available software solutions for the problem at hand were then investigated. 

The various options were evaluated and the GRR platform selected based on the 

possibility of satisfying most requirements for DF of IoT. GRR is, however, developed for 

desktop and server hardware, not IoT devices. The customisation of the GRR platform for 
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IoT devices is therefore an enormous challenge. This chapter then made a major 

contribution to the current body of knowledge by customising an already established 

remote live forensics platform to accommodate IoT forensics. 

 

The customisation of the GRR platform for IoT devices was presented in this chapter in 

detail. The steps taken to customise the platform were presented in various screenshots 

with detailed explanations. 

 

This chapter formed an integral part of this study, as it addressed several research 

questions and achieved a variety of the research objectives. It addressed research 

question 1.2.1 (DFR IoT standards processes) by determining what standards of DFR can 

be applied to the IoT. This was achieved by enabling the application of DFR techniques 

employed to server farms and desktop computers to IoT devices by altering the GRR 

platform to also support IoT DFR. Research question 1.2.2 (DFR IoT devices feasibility) 

was addressed by altering a forensic investigation platform to work on a subset of IoT 

devices. In this dissertation the Raspberry Pi was used as a subset of IoT devices to show 

the working of GRR on IoT devices. This chapter furthermore addressed research 

question 1.2.3 (DFR requirements, legal aspects) by showing that it is indeed possible to 

apply DFR on certain types of IoT devices. 

 

With regard to research objectives, this chapter partially addressed objective 1.4.1 (DFR 

processes, IoT device classification) by investigating current software solutions that 

facilitate the DFR of IoT devices. In addition, this chapter also showed that some of the 

current DFR processes can be used for the IoT. However, this chapter made the biggest 

contribution towards objective 1.4.4 (Proof of concept, DFR IoT prototype) by 

implementing a working prototype for DFR in IoT devices. The prototype still needs to be 

tested and evaluated in order to determine the level to which it enables DFR for IoT 

devices, as presented in the next chapter. 
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8 CHAPTER 8: TESTING THE PROTOTYPE FOR DIGITAL FORENSIC 

READINESS IN THE INTERNET OF THINGS  

8.1 INTRODUCTION 

This chapter aims to show the working of the DFR for IoT devices model prototype 

developed in this study. Several measurements are formulated for the successful 

implementation of a DFR solution for IoT devices, after which the prototype developed is 

tested to determine whether the model is feasible. All the testing steps are shown in order 

to provide an accurate test environment for DFR in IoT. 

 

This chapter aims to answer research question 1.2.1 (DFR IoT standards processes) by 

determining which forensic readiness approaches can be applied to the IoT (1.2.2, DFR 

IoT devices feasibility) by conducting DF investigations on a subset of IoT devices and  

testing a DFR compliant prototype on IoT devices (1.2.3, DFR requirements, legal 

aspects). The model for DFR in IoT is practically tested to satisfy objective 1.4.4 (Proof of 

concept, DFR IoT prototype) of this dissertation and to show that the model produces 

trustworthy forensic evidence. 

 

This chapter starts with a basic formulation of measurements used to determine the 

feasibility of DFR for IoT devices. An overview of the various tools used to measure the 

feasibility of DFR for IoT devices is then provided, followed by an indication of the steps 

followed to simulate the working of DFR for IoT, as well as how data is captured to 

measure the feasibility of the model and prototype. This chapter is concluded with a 

presentation of the testing procedures’ findings. 

 

8.2 FORMULATION OF MEASUREMENTS FOR THE FEASIBILITY OF DFR FOR IOT  

This section aims to introduce various measurements to determine whether DFR for IoT is 

possible, which entails that IoT devices send evidence prior to a forensic investigation in a 

proactive manner and not after an incident occurred. The ability of IoT devices to send 

evidence proactively is therefore a measurement of the feasibility of DFR for IoT.  

 

IoT devices must furthermore remain in the physical position where they normally function. 

Contrasting to the normal forensic investigations where devices are seized and then 

searched for evidence, IoT devices should still function when investigations occur. IoT 

devices can sometimes be placed in hard to reach places, which adds to the motivation of 
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applying DFR to IoT devices. IoT devices can also be part of critical systems, which 

means that IoT devices cannot be removed for investigations. This is where DFR plays a 

big role, as the evidence is gathered prior to the investigation and normal IoT functioning 

can continue. IoT devices therefore do not need to be physically relocated in order to 

facilitate DFR for IoT. This is another measurement of the feasibility of DFR for IoT. 

 

The final and main measurement of feasibility for DFR in IoT is the measurement of 

continuous reliable performance of IoT devices when the model for DFR in IoT is 

implemented. This means that IoT devices should still function without any loss of service 

due to the model being implemented on IoT devices. Normal operation means that the 

storage of the IoT devices should not be hindered from storing or gathering data. IoT 

device storage should not be impacted significantly due to the introduction of a prototype 

for DFR in IoT.  

 

IoT devices are generally also constrained with regards to processing power. In fact, IoT 

devices do not have high performance CPU’s and often make use of reduced instruction 

set processors. The introduction of a prototype for DFR in IoT should therefore not be CPU 

intensive, but allow the IoT devices to perform normally. CPU usage of the DFR prototype 

should therefore be kept to a minimum. 

 

Also, IoT devices do not generally have much RAM installed and RAM usage should 

therefore be kept to a minimum in order to ensure accommodation of other processes 

running on IoT devices. 

 

The measurement of a successful implementation of a prototype for DFR in IoT devices is 

therefore rather simple. IoT devices should be kept operational when investigations occur, 

and the prototype must not use too much of the limited resources on IoT devices upon 

which it is installed. The testing of the prototype should show how the IoT devices perform 

under normal conditions, as well as how the IoT devices perform when the simulation 

takes place. The testing should thus be transparent and show how the various tools impact 

the performance of the IoT devices. 
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8.3 OVERVIEW OF TOOLS USED TO MEASURE IMPLEMENTATION FEASIBILITY 

This section provides an overview of the various tools and programs used to measure the 

feasibility of DFR for IoT and ensure that a realistic simulation is conducted. The more 

realistic the simulation of the prototype, the more accurate the measurement of the validity 

of DFR for IoT. 

 

There are several components needed to conduct the simulation of DFR for IoT. The 

components are shown in Figure 8-1 and referenced with numbers which correlate to the 

numbers of the components mentioned in this section. Components in this case refer to 

devices, programs and tools. The first component is IoT devices, which can be physical or 

virtual IoT devices. The IoT devices in this simulation are two Raspberry Pi’s and three 

VMs. The setup of the physical IoT devices and virtual machines was presented in detail in 

chapter 7. 

 

Figure 8-1 Components of the DFR for IoT simulation  

 

The next three components of the simulation of DFR for IoT are software-based. As is 

shown in Figure 8-1 all of the software components are installed on the IoT devices used 

in the simulation. The second component needed for the simulation is the actual forensic 

agent installed on the IoT devices to collect the evidence generated by the IoT devices. In 

this dissertation the GRR platform is successfully adapted to cater for IoT devices. The 

process of preparing IoT devices for the GRR platform is also presented in detail in 

Chapter 7. 
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The third component of this simulation is a program that generates evidence to be 

gathered by the GRR platform. The program creates evidence (state-based logs) based on 

a smart home environment. These state-based logs contain sensor-based logs, which 

means that whenever IoT device sensors detect changes in the environment, the changes 

are logged. The actuator actions of the IoT devices are also logged. In other words, when 

an IoT sensor detects that a door is opened, the sensing information is logged. When the 

IoT device turn lights on or off based on the sensed changed in the environment, the 

actions are also logged.  

 

The fourth and final component of this simulation is a platform that monitors all the 

devices’ performance metrics. The platform must be able to monitor all the main resources 

of the IoT devices. This includes the devices’ CPU, RAM and storage usage during the 

various stages of the simulations and testing of the prototype. All the components 

mentioned in this section play a role in the steps followed in the simulation of DFR for IoT.  

 

8.4 STEPS FOR SIMULATING DIGITAL FORENSIC READINESS IN THE INTERNET 

OF THINGS 

This section provides detailed steps followed to test the prototype developed and 

determine whether DFR for IoT is possible. All the various steps in the testing need to be 

transparent to ensure that reliable data about the simulation and testing is presented.  

 

This section starts with a formulation of the various metrics analysed in this simulation, 

followed by an overview of the differences of the simulation to show how each step adds 

value towards the main simulation of DFR for IoT. 

 

8.4.1 Metrics for measuring device performance  

All the various steps in measuring IoT device performance during the simulation are 

conducted over a continuous period of 8 hours. Each of the steps in the simulation is 

conducted over the same timeframe while performing the various aspects of the 

simulation. The platform used for measuring the performance of the IoT devices is Zabbix, 

software designed to monitor a wide variety of metrics from various devices in real time 

[114]. The platform consists of a server where all the metrics are collected, and agents that 

are installed on the various devices. The agents gather the data from the various metrics 
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on the devices and send it to the server. The server then enables aggregation of the 

various metrics across the various devices and graphically presents the data. 

 

The reporting function of Zabbix is somewhat limited. Therefore, Grafana is integrated with 

Zabbix to enable better reporting capabilities. Grafana is an open-source platform that is 

used to visualise and query metrics easily [115]. Grafana also enables the exporting of 

data captured in a comma-separated (CSV) format, which enables further analysis of the 

data gathered from IoT devices. 

 

Zabbix supports several types of metrics that can be monitored by devices with the agents 

installed. In this study, the Linux machine template is used to monitor the metrics of the 

various IoT devices. This enables the collection of several metrics, including the available 

memory space, CPU context switches per second, CPU idle time, CPU interrupts per 

second, CPU load average over 1 minute, CPU system time, free disk space in 

percentage, free swap space in percentage, network traffic on the various network ports, 

number of processes, number of running processes, and the ping of the Zabbix agent on 

the IoT devices. 

 

Data from the various metrics is collected from the Zabbix agents every few seconds. The 

data is captured and presented in graph form in Grafana. The data is also exported to CSV 

files for further analysis. The following subsection provides an overview of the monitoring 

setup used in the simulation. 

 

8.4.2 Setup of Zabbix and Grafana for the simulation 

The Zabbix server is installed on an Ubuntu server on the local network where the IoT 

devices and VMs are located. This is done due to the limited availability of servers with 

public IP’s and separation of the various physical machines used in this study. The initial 

setup of Zabbix is rather simple and not explained in this dissertation. The complicated 

part of the setup is adding all the monitored devices to the Zabbix server, for which the 

various steps are shown in screenshots in the paragraphs that follow. 

 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

 
 
 



 

 

- 88 - 

The first step is to add an agent to the Zabbix server by downloading the Zabbix Agent on 

the device that is to be monitored. This is shown in Figure 8-2 for a VM and in Figure 8-3 

for a Raspberry Pi. 

 

Figure 8-2 Zabbix agent install on VM 

 

Figure 8-3 Zabbix agent install Raspberry Pi 

The Zabbix agent is then configured to connect to the Zabbix server. The Zabbix server is 

configured to automatically add new hosts, as Zabbix agents are configured to actively poll 

the Zabbix server. This is done by configuring the ServerActive parameter in the Zabbix 

agent configuration file. The Hostname parameter is unique for the various agents, as it is 

used to identify the various hosts connected to the Zabbix server. Figure 8-4 shows the 

ServerActive and Hostname parameter being configured for a VM. The configurations for 

the Raspberry Pi are the same as the configuration for VMs, except for Hostnames being 

unique across the hosts. 

 

 

Figure 8-4 Zabbix agent configuration 

Due to the automatic adding of hosts, the newly configured host appears in the Zabbix 

server interface. A newly added host is shown in Figure 8-5, but note that the “ZBX” label 

is not yet green next to the newly added host. This is due to the absence of a monitoring 

template for the newly added host. A monitoring template is then applied to the newly 

added host so that the Zabbix agent knows what metrics to collect about the host. This is 

shown in Figure 8-6. The “ZBX” label turns green when metrics are being received from a 

host. Figure 8-7 indicates the success of adding a new host with a template that is 

providing the Zabbix server with metrics.  
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Figure 8-5 Automatic detection of new Zabbix agent 

 

Figure 8-6 Add template to Zabbix host 

 

Figure 8-7 Successful adding of a new host 

After the successful installation of a Zabbix agent on a host, the metrics need to be 

evaluated. The latest metrics can be viewed in Zabbix (Figure 8-8). Readability of metrics 

is improved using a Grafana panel (Figure 8-9). The final Grafana panel in Figure 8-10 

shows the metrics from all of the monitored IoT hosts and allows easy exporting of the 

metrics from all devices. 

 

 

Figure 8-8 Latest metrics received 
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Figure 8-9 Grafana panel creation 

 

Figure 8-10 Example of a Grafana panel of metrics 

After the successful installation of Zabbix on all the VMs and Raspberry Pi’s used for the 

simulation, the various steps in the simulation of DFR for IoT can commence. The 

following subsection presents an overview of the various aspects of the simulation and 

how the various steps are conducted. 

 

8.4.3 Differences between the various steps of the simulation 

The simulation consists of four steps. Each step requires more resources from the IoT 

devices, as the simulation of a smart home and DFR for IoT are added to the IoT devices 
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in the various steps. The 4 steps last eight hours each, conducted over a long period of 

time to ensure that a good baseline for performance is established. The 8-hour timeframe 

allows for several iterations of proactive evidence gathering and a large number of 

simulated actions in a simulated smart home. Both the simulated and physical IoT devices 

were left completely undisturbed during the various steps to ensure that no extra 

processing occurred, which could hinder the accuracy of the metrics collected. No 

interaction with the IoT devices took place during the various steps of the simulation. The 

IoT devices did therefore not receive any additional instructions once the simulation 

started.  

 

Step 1 took place from 22 July 2019 21:00 to 23 July 2019 05:00. This timeframe is 

referred to as Step 1 in the rest of this dissertation. Step 1 entails monitoring the IoT 

devices with zero programs running on the devices. This serves as a baseline to compare 

the various steps to and ensures that the impact of the various tools on the IoT devices is 

transparent. The physical IoT devices are therefore merely turned on for this step in the 

simulation. 

 

Step 2 took place from 23 July 2019 09:00 to 23 July 2019 17:00. This timeframe is 

referred to as Step 2 of the simulation in the rest of this dissertation. Step 2 refers to 

keeping the prototype program on the IoT devices continuously active without any 

investigations and measuring how it impacts IoT device performance. The prototype 

program in this dissertation is the modified GRR client. The prototype program is therefore 

active during the eight hours in Step 2, but the prototype program is not gathering any 

forensic evidence. Step 2 merely measures the impact of an idle prototype program. 

 

Step 3 took place from 23 July 2019 22:00 to 24 July 06:00. This timeframe is referred to 

as Step 3 of the simulation in the rest of this dissertation. Step 3 measured the impact of 

the smart home simulation continuously on the IoT device performance during this eight 

hours. This ensures that the main function of the IoT device is monitored. IoT devices 

need to gather and react upon sensor data. The data gathered from the sensors and 

actuators also need to be transferred to the internet. In Step 3, the smart home program is 

deactivated, as this step only analyses the impact of the smart home simulation program. 
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Step 4 took place from 24 July 2019 21:00 to 25 July 05:00. This timeframe is referred to 

as Step 4 of the simulation in the rest of this dissertation. In this step the smart home 

simulation program is run on all the IoT devices while proactively gathering forensic 

evidence using the custom GRR prototype. This is the most resource intensive step of the 

simulation. The goal is for the IoT devices to perform their usual tasks while proactively 

gathering evidence without sacrificing performance in their normal functioning. In Step 4 

the smart home simulation and the GRR client is active throughout the 8-hour timeframe. 

The prototype program (modified GRR clients) furthermore conduct evidence gathering, 

which is more resource intensive when compared to Step 2 with only an idle prototype 

program. This means that in Step 4 evidence is generated by the smart home simulation 

program and the evidence is then gathered by the prototype program and transferred to 

the centralised repository. 

 

The smart home simulation program used in the various steps of the simulation has 

several interesting characteristics to ensure that the simulation resembles a real-world 

scenario, and is therefore discussed in more detail in the next section. This ensures that 

the working of the smart home simulation program is better defined in the overhead 

context of the simulation of DFR for IoT.  

 

8.4.4 Detailed information on the smart home simulation program developed for 

Step 3 and Step 4 of the simulation 

In order to simulate the working of IoT devices, a Python smart home simulation program 

was developed. The Python program aims to simulate the working of IoT devices that 

gather data from sensors and react upon changes in the environment, for example 

sensors that detect the opening/closing of doors or the switching on/off of lights.  

 

The Python program is installed on the VMs as well as the physical IoT devices. Due to 

the Python program being installed on the simulated IoT devices (VMs), not all the IoT 

devices have actual sensors that can be used to sense environmental changes. The VMs 

do not have the physical hardware pins to support the sensors used by the physical IoT 

devices in this simulation. This calls for simulated changes in the environment that result in 

simulated actions as a result of state changes. Simulated changes in this simulation are 

doors being opened and closed, which result in lights being turned on and off in the 

various rooms of the simulated smart home. The sensor data and actions taken by IoT 
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device actuators are therefore simulated. This is achieved by using mock objects for the 

sensor data and actuator responses. The physical IoT devices are connected to actual 

sensors as shown in Figure 8-11. The physical IoT devices connect to sensors in a 

physical model of a smart home with three rooms. Each of the three rooms has sensors 

which detect the presence of people inside the room. When the sensors detect the 

presence of someone in a room, the light in that room is turned on. The physical IoT 

device smart home model is discussed in detail further in this section. The physical IoT 

device is a Raspberry Pi which is shown in Figure 8-12. 

 

Figure 8-11 Physical IoT device smart home simulation 
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Figure 8-12 Raspberry Pi as physical IoT device 

 
The Python program consists of two separate programs. One is the smart home server 

program and the other the smart home client. The smart home client is installed on the IoT 

devices that have sensors connected to them. The Python client interfaces with the 

sensors, logs the changes and notifies the Python server of these state changes. The 

Python server then receives the state changes, logs the changes and instructs the Python 

clients to react accordingly. In the physical smart home simulation, the smart home server 

and client is seen in Figure 8-11, and is indicated in Figure 8-13. Figure 8-11 and Figure 

8-13 shows the two separate Python programs running on the Raspberry Pi. The program 

on the left is the smart home simulation server and the program on the right is the smart 

home simulation client.  

 

 

Figure 8-13 Smart home program server and client 

 

The simulated smart home program simulates IoT devices that detect movement inside 

various rooms of a house. The movement is registered through sensors on doors that 

detect when a door is opened or closed. For simplicity, an open door indicates the 
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presence of a person in a room, while a closed door indicates the absence of a person 

according to the assumption that when a person is in a room, the door will not be closed. 

Whenever a person is present in a room, the IoT device turns on the light in that specific 

room. In a real-world scenario the sensors would be movement sensors combined with 

door sensors to determine the presence or absence of people in the various rooms, but 

this is a limited testing environment with the assumptions stated above. The physical IoT 

device is connected to reed switches, which are magnetic switches that act as the sensors 

in the smart home simulation that indicate when doors in the model smart home are 

opened or closed. The sensors (magnetic reed switches) are indicated by the blue squares 

in Figure 8-14. 

 

 

Figure 8-14 Magnetic reed switches used as sensors in physical smart home simulation 

 

As soon as a door is opened, the Python smart home client registers the presence of 

someone in the room, logs the changes and notifies the Python smart home server of the 

state changes. The Python smart home server logs the changes in log files for each of the 

separate rooms. The server then responds by authorising an actuator to respond to the 

state change. In the case of the smart home simulation, it would be to turn the light in the 

room on or off. The lights that are turned on and off in the physical smart home simulation 

are shown inside blue squares in Figure 8-15. 
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Figure 8-15 LED lights in physical smart home simulation 

 

The simulation of the smart home program is done in a specific manner to ensure that the 

same sequence of events takes place across all the various IoT devices. The simulation is 

based on intervals of a few seconds of no activity in the smart home (doors are not opened 

or closed). The intervals of no activity is then followed by a state change (opening and 

closing of doors). The agent then transmits the state change and receives authorisation 

from the server to change the state of the light in the room. The process then repeats 

indefinitely.  

 

The Python smart home simulation makes use of sockets to transfer data between the 

client and server. This aims to simulate the connection between real-world IoT sensors 

and IoT servers. The log files for the client and server are quite similar. In the client, all of 

the events are logged to a single log file. The log file contains a variety of information that 

can be used for the timelining of events. Figure 8-16 shows the detected state change in 

the physical environment being logged to the agent log file. The client then receives a 

response from the server with regards to the actuator (light) being turned on or off as a 

result of the sensed state change.  

 

Figure 8-16 Client state change log 
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After some simulation of smart home operation, the agent log file contains quite a number 

of state change requests and responses from the smart home server. An example of the 

output of the agent log file is shown in Figure 8-17. The example from the log file shows 

the process of a light state change being requested by the agent due to a sensor being 

triggered. The agent then logs the request with the time of the request. An example of 

such a request is shown in line 1 of Figure 8-17.  

 

The contents of line 1 is as follows: room:livingroom_device1; next light status: requested; 

requester_id:sensor_livingRoom; date:2019-07-23 20:41:59.970178; 

light_requested_state:off. The first part of line 1 (room:livingroom_device1;) indicates the 

room in which the state change request occurred. In this case it is the living room. The 

next part of line 1 (next light status: requested;) indicates that a new state change for the 

light is requested. The next part of line 1 (requester_id:sensor_livingRoom;) shows the id 

of the sensor that requested the state change. In this case it is the sensor with the id 

“sensor_livingRoom”. The reason for specifying the id of the sensor requesting the state 

change is that there might be more than one sensor in a specific room of a real smart 

home which can request state changes. The next part of line 1 (date:2019-07-23 

20:41:59.970178;) indicates the date and time at which the state change request took 

place. This is extremely useful in the timelining of the sequence of events that occur during 

an incident. The final part of line 1 (light_requested_state:off) indicates the specific state 

that the sensor is requesting the light to change to. Therefore, line 1 indicates that the 

sensor with id sensor_livingRoom, requested a state change of the light in the room with id 

livingroom_device1 to off at 2019-07-23 20:41:59.970178. 

 

The server then responds with the authorisation of a state change of the light in the room 

where the sensor was triggered. The agent logs the response of the server and shows the 

state of the light in the room. An example of such an event occurs on line 2 of Figure 8-17. 

The process is repeated for various rooms in the smart home. The log file of the server is 

similar to that of the agent, with the only exception being that the state changes for the 

various rooms are logged in different files for the various rooms.  

 

The contents of line 2 is as follows: room:livingroom_device1; current light status:TURN 

OFF; requester_id:sensor_livingRoom; date:2019-07-23 20:41:59.982223. The first part of 

line 2 (room:livingroom_device1;), indicates that the server has acknowledged a state 
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change in the room with id livingroom_device1. The next part of line 2 (current light 

status:TURN OFF;) indicates that the light has change state based on the request 

received and that the new state of the light is an off state. The next part of line 2 

(requester_id:sensor_livingRoom;) indicates the id of the sensor that requested the state 

change. The final part of line 2 (date:2019-07-23 20:41:59.982223) indicates the time at 

which the state of the light in the room changed state.  

 

Figure 8-17 Agent log file 

 

8.4.5 Detailed information on the DFR setup of the GRR prototype for Step 4 

The simulation of DFR for IoT requires a simulation of DF evidence being gathered in a 

simulated environment. In this simulation the Python smart home is used as the evidence 

generator, and the GRR prototype as the forensic tool that gathers evidence in a proactive 

manner. In order for this evidence to be considered trustworthy, mathematical hashes 

have to be created for the evidence. Hashes are the unique digital values that indicate that 

files are identical [116]. A hash is a one-way mathematical function that is created using 

the contents of a file. If any of the content of a file is changed, the hash value generated is 

completely different to the original. Two identical files, or digital evidence, generate the 

same hash values when the same hashing algorithm is used, indicating the trust-

worthiness of digital evidence [116]. 

 

The smart home program is separate to the GRR prototype. The GRR prototype serves as 

an add-on to existing IoT systems that do not support forensic investigations or DFR. The 

GRR prototype simulates how DFR can be facilitated for existing programs on IoT devices. 

programs usually result in changes to a system, which can be detected by forensic 

investigations. In this simulation the changes made by the smart home simulation are 

stored in log files. The GRR prototype therefore has to facilitate the proactive forensic 

acquisition of the smart home log files. 
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GRR is based on the idea of flows and hunts for forensic investigations. A flow is a 

forensic investigation launched on one specific host machine (machine with the GRR client 

installed). A hunt is a forensic investigation conducted across multiple host machines. In 

order to simulate DFR evidence gathering on IoT devices, the various agent log files need 

to be retrieved from the various IoT devices in the simulation (from VMs as well as from 

physical devices).  

 

In order to establish the trustworthiness of the evidence gathered by the GRR hunts, the 

hashes of the various log files need to be created upon collection of the evidence. The 

GRR hunts also need to create timelines for the various versions of the evidence gathered 

from the IoT devices due to the log files continually changing with new state change data. 

Timelines show the various versions of the same log files collected over time. The smart 

home program updates the log files when doors are opened and closed, with the evidence 

collected therefore resulting in various versions of log files over time. The hashes for the 

different versions of the log are retained in the timeline. This ensures that older versions of 

a log file can still be used as evidence due to the availability of the hashes from the 

different versions of the log files.  

 

Figure 8-18 shows a list of the GRR clients registered to the GRR server. Figure 8-18 

shows the details of the three VMs as well as the two physical devices (Raspberry Pi’s) 

used in the simulation. A label called “grr simulation” has been applied to all of the devices 

used in the simulation to limit the GRR hunts to only a subset of the IoT devices connected 

to this GRR server. The GRR hunts are customisable to only apply to devices that match 

certain criteria. This facilitates hunting for evidence across a subset of all of the GRR 

agents listed in the GRR server. 

 

The simulation of DFR evidence gathering of IoT devices calls for a custom hunt to be 

developed in GRR. The hunt needs to run continually to gather the latest evidence from 

the various IoT devices. As mentioned earlier, the hunt needs to gather evidence from 

multiple IoT devices to show the ability of the platform to facilitate DFR for IoT devices on 

scale. 

 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

 
 
 



 

 

- 100 - 

 

 

Figure 8-18 GRR agents 

In order to understand the working of the GRR server GUI better, Figure 8-19 shows a 

single GRR agent. Each of the columns represents some information about the specific 

GRR agent. In Figure 8-19 the green dot shows that the agent is powered on and 

connected to the GRR Server. The “Subject” column shows the id that GRR creates for the 

agent. The “OS Version” column is empty in this example, as the operating system used in 

the simulation is unfamiliar to the GRR platform. Normally the operating system used by 

GRR agents are some popular version of Linux or Windows. The “MAC” column shows the 

MAC address of the GRR agent. The “Usernames” column is empty in this example, but 

when the GRR agent detects the usernames on the host machine, the usernames of all 

the users are listed in this column. The “First Seen” column indicates the date and time 

that the GRR agent initially contacted the GRR Server. The “Client Version” column 

indicates the version of the GRR agent installed on the IoT device. The “Labels” column 

shows custom labels that are applied to the agent, which are used for grouping GRR 

agents together. The “Last Checkin” column shows the last timestamp that the GRR agent 

contacted the GRR server to check for new hunt instructions. The final column, “OS Install 

Date” indicates the timestamp when the operating system was installed on the IoT device. 

 

 

Figure 8-19 GRR agent details 

 
A recurring hunt is known as a “cron hunt” in GRR. The DFR gathering of evidence can 

occur regularly, and as such the DFR for IoT GRR simulation is based on a cron hunt. 

Regular hunts only run when started by the investigator. Proactively gathering evidence 

from the various IoT devices means that evidence need to be collected regularly. 

Therefore, a GRR cron hunt is used. The cron hunt regularly collects the same log files, 

hashes them, and then creates entries in the timeline of the log file to show how the log 
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files change over time. The previous versions of the log files are hereby preserved in a 

trustworthy manner.  

 

A new cron hunt called “GRR DFR for IoT” is created to show the working of the DFR for 

IoT simulation as shown in Figure 8-20. The name of the cron hunt used during the 

simulation is called “hunt download” but consist of the same parameters as the cron hunt 

created in this subsection. 

 

The new cron hunt called “GRR DFR for IoT” is created over a few steps. The first step is 

to click on the plus icon in the “Cron Job Viewer” page of the GRR server web GUI shown 

in Figure 8-20. 

 

 

Figure 8-20 Create new GRR cron hunt 

 

The occurrence and lifespan of the cron hunt is then defined as shown in Figure 8-18. The 

description is the name of the cron hunt and the periodicity the interval at which a new 

instance of the hunt is launched. In Figure 8-21 the periodicity of the cron hunt is 

25 minutes. Therefore, new DFR evidence gathering takes place every 25 minutes. The 

evidence gathering takes place every 25 minutes in order to be able to easily distinguish 

time periods when the IoT devices gather evidence. The time frame of 25 minutes is 

therefore chosen to ensure significant differences in the log files, as the smart home 

simulation program generates several entries over this time period. 

 

The lifetime of the cron hunt is set to an hour. This is done to ensure that all the IoT 

devices are able to conduct the evidence gathering of an individual cron hunt. Sometimes 

GRR agents poll the GRR server infrequently, which results in not all GRR agents 

conducting a new hunt precisely when it is created. Some GRR agents take a bit longer to 

receive the new hunt instructions. The 1-hour timeframe is sufficient in ensuring that all 

GRR agents receive the new hunt instructions and execute the evidence gathering. This 

also means that if a new GRR agent is added to the GRR server within the lifetime of 
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existing cron hunt, the new agent will also execute the hunt if it matches the parameters of 

the cron hunt. For example, if there are five GRR agents that satisfy the parameters for a 

hunt, all these agents will execute the hunt. If another GRR agent is added after a hunt is 

started, but still within the lifetime of the hunt, and the new GRR agent meets the 

parameters for the hunt, the new GRR agent will also execute the hunt. In the above-

mentioned scenario, a total of six agents will then have executed the hunt at the end of the 

lifetime of the hunt. This shows that the GRR platform is able to handle expanding 

systems, such as IoT systems where new devices can be added at any given moment. 

 

The “Allow overruns” option is enabled in Figure 8-21, which means that if a version of a 

cron hunt is still in execution and a new occurrence of the cron hunt is started, the old 

occurrence of the cron hunt is allowed to finish normally. This means that if, for example, a 

cron hunt is started and five GRR agents match the parameters for the hunt, five agents 

need to execute the hunt. However, if for some reason some agents are not able to 

execute the hunt before another instance of the same cron hunt is started, the agent(s) still 

need(s) to complete the previous instance of the cron hunt. A new instance of the same 

cron hunt can then be started regardless of whether previous instances of the cron hunt 

completed successfully. Should the GRR agent(s) then become able to complete the cron 

hunts, all the instances of the cron hunt are executed by the agent. Multiple cron hunts can 

therefore exist parallel to each other. 

 

Figure 8-21 Schedule GRR cron hunt 
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The next step in setting up the cron hunt is the details of the hunt itself as shown in 

Figure 8-19. In this DFR for IoT simulation the “File Finder” GRR artefact is used. The “File 

Finder” artefact locates files based on certain paths. Actions can then be defined for the 

file when the file is located on the GRR client machines. In Figure 8-22 the path for the 

“File Finder” artefact is “/grr-home-automation/agent_log.txt”. This is the location of the 

Python smart home agent log file on the various IoT devices. The action defined in Figure 

8-22 is “download”, which creates a hash of the file(s) found on the GRR agent(s) and 

retrieves them from the agent(s). This represents the application of DFR for IoT devices, 

as the evidence is gathered before the potential occurrence of an incident. The hashes of 

the log files are available, as well as the log files itself. This is shown later in this section. 

 

Figure 8-22 Cron hunt parameters 

 

The next part of the cron hunt configuration is determining which GRR hosts need to 

execute the cron hunt. InFigure 8-23 the cron hunt is configured to only run on GRR 

agents with the “grr simulation” label, in this case the VMs and physical devices. 
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Figure 8-23 GRR agents to execute cron hunt 

 

The final step in the cron hunt configuration shows all the configured parameters of the 

cron hunt. Figure 8-24 shows the configured parameters of the “hunt download” cron hunt, 

which is the actual cron hunt used in the simulation of DFR for IoT. The “hunt download” 

cron hunt is therefore the cron hunt that was executed during the monitoring of the 

performance of the various IoT devices in Step 4 of the simulation. 

 

Figure 8-24 Simulation cron hunt parameters 

 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

 
 
 



 

 

- 105 - 

To illustrate the working of the “hunt download” GRR cron hunt, evidence gathered by the 

hunt is shown in the following paragraphs. Step 4 of the simulation collected the agent log 

files from the various IoT devices. Due to the Python smart home simulation executing 

continuously on the various IoT devices, the same log file for a specific IoT device 

changes over time. The GRR cron hunt must show this difference in the evidence 

collected. 

 

The overview of a GRR hunt is shown in the “Hunt Manager” page of the GRR web GUI. 

Figure 8-25 shows an example of one of the instances of the “hunt download” cron hunt 

executed during Step 4 of the simulation. The overview shows that the hunt was 

completed on a total of five clients, which is the total of all the VMs and physical devices 

used in the simulation. The hunt therefore completed the DFR evidence gathering on all 

the IoT devices in the simulation. Figure 8-25 also shows that the cron hunt resulted in 

711,6KiB of network traffic and used a second of CPU time in total, which is extremely low. 

 

 

Figure 8-25 Cron hunt overview 
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The results tab shows the details of the evidence gathered by the GRR hunt from all the 

GRR clients that participated in the hunt. Figure 8-26 shows the client id of the host from 

which the evidence is gathered, as well as the various attributes of the log file retrieved 

from the IoT device. Hashes for the evidence collected are also shown. The evidence can 

be downloaded by clicking on the download icon shown in Figure 8-27. 

 

Figure 8-26 GRR hunt results 

 

 

Figure 8-27 Download evidence 

 

Timelining of the specific evidence file is possible by navigating to the file on the virtual file 

system of the specific client. This is done by clicking on the client id (Figure 8-26). The 

details about the specific GRR client is then shown, as in Figure 8-28. Next, one can click 
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on “Browse Virtual Filesystem” for the specific IoT device to locate the evidence file. This 

enables the acquisition of the agent log file that is in the directory where the Python smart 

home client logs all state changes. This is shown in Figure 8-29. 

 

Figure 8-28 GRR client details 

 

 

Figure 8-29 Virtual file system of evidence file 
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The timeline of all the versions of the file gathered by the cron hunts can be viewed by 

clicking on the file’s “Timeline” button (Figure 8-30). This will show the different versions of 

the file collected by the various cron hunts. Figure 8-31 shows the timeline for the agent 

log of one of the physical devices. The cron hunt creates various instances at the same 

timestamp, which can be seen inside the red square in Figure 8-31. The rest of the 

timeline is presented, but unfortunately does not all fit into one screenshot. The evidence 

can be downloaded by clicking on the “Download x bytes” button shown in Figure 8-32. 

 

 

Figure 8-30 Timeline of the agent log file 

 

 

Figure 8-31 Evidence from Raspberry Pi timeline 
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Figure 8-32 Download evidence file 

 

The validity of the evidence file can be determined by comparing the hash from the GRR 

server with a hash checksum. The GRR server indicates the SHA256 hash to be 

203846381a64a42ba27dc67fc29c615fcf3dff7b26c22485c21100bbfa8f0e50, as shown in 

Figure 8-31. An online SHA256 file checksum application is used to determine the 

SHA256 hash of the file [117]. Any other SHA256 application (whether it is an online or 

installable app) could have been used. The online SHA256 file checksum also calculates 

the SHA256 hash as 

203846381a64a42ba27dc67fc29c615fcf3dff7b26c22485c21100bbfa8f0e50, as is shown in 

Figure 8-33. Due to the two hashes that are clearly the same, the content of the agent log 

file is indeed that of the Python smart home agent as is shown in Figure 8-34.  

 

As more data is added to the log file, the hash values will obviously change. For example, 

as shown in Figure 8-35, the SHA256 hash for the file changed to 

11ff1103bbcd4a674b764e89d8b587d28056c180721e2f81f225949b8bddba79, as the 

Python smart home simulation changed the content of the agent log file at time stamp 

05:24:35 UTC. 
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Figure 8-33 SHA256 hash verify 

 

 

Figure 8-34 Content of agent log file evidence 

 

 

 

Figure 8-35 Different version of evidence collected 
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The cron hunt collects evidence from the various IoT devices at a predefined time interval. 

It enables the collection of evidence from the various IoT devices in the form of their 

respective log files. The IoT evidence collected from the various IoT devices is also 

hashed to ensure its trustworthiness.  

 

This process shows the working of the GRR prototype. It also shows that the evidence 

gathered reflects the working of a simulated smart home system, due to the logs collected 

from the various IoT devices showing the events from the smart home system. The GRR 

prototype thus facilitates proactive forensic collection of evidence – that is, DFR – on IoT. 

This section showed the setup of the GRR cron hunts in order to demonstrate the 

evidence collection conducted during Step 4 of the simulation. 

 

8.5 FINDINGS OF SIMULATING DIGITAL FORENSIC READINESS FOR THE 

INTERNET OF THINGS 

This section provides an overview of the findings from simulating the DFR for IoT devices 

and is divided in subsections for the various metrics collected during the steps of the 

simulation. The metrics are grouped into various overhead performance categories, 

namely processing related metrics (CPU), storage metrics (disk usage), memory metrics 

(RAM), and network metrics (data transferred to and from the IoT devices).  

 

There are some important differences between the VMs and physical IoT devices that 

need to be highlighted before the presentation of the findings. Firstly, the VMs and 

physical IoT devices use two different operating systems. Secondly, while the VMs only 

have a single CPU core per VM, the physical IoT devices have four CPU cores per device. 

Finally, the VMs are based on the x86 architecture, where the physical IoT devices are 

based on the ARM7 architecture.  

 

The VMs and physical IoT devices are identical in one aspect: they both have 1GB RAM 

each. As mentioned earlier in this section, the various differences between the VMs and 

physical devices call for the separation of graphs for the various metrics. The graphs with 

the performance metrics for this chapter can be found in Appendix C. Example of some 

graphs are provided in this chapter, but all the graphs can be found in the respective 

appendices of this study. This chapter also presents a discussion of the findings from the 

various metric graphs. 
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Each of the various analysed metrics results in two graphs per step. One graph is used to 

represent the performance of the metric for the IoT VMs, and the other graph is used to 

represent the performance of the physical IoT devices. This ensures easy comparison 

between the performance of the VMs and physical IoT devices. The X-axes of the graphs 

represent the amount of data points over time. Due to the simulation only incorporating two 

physical IoT devices and three VMs, there are more data points collected about the VMs. 

Thus, for every second of data collected, two points of data are collected for the physical 

IoT devices and three points of data are collected for the VMs. This means that there are 

more scatter points in the graphs showing performance metrics from the VMs. The graphs 

with VM metrics therefore have more values on the X-axis. The metrics from the various 

devices are also shown as one series in the graphs. This facilitates a better overview of 

the averages of the various metrics. An example of a graph based on one of the various 

metrics is presented in Figure 8-36 

 

 

Figure 8-36 Step 1’s CPU context switches per second for the virtual machines 

 

8.5.1 Processing metrics 

This subsection focuses on metrics related to the processing power of the IoT devices. 

The metrics analysed by Zabbix that relate to processing power are CPU context switches 

per second, CPU idle time, CPU interrupts per second, CPU load 1min average per core, 

CPU system time, number of processes and number of running processes. 
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The VMs’ CPU context switches over the four steps show that the number of context 

switches did not increase significantly over the course of the steps. However, it is 

interesting to note that the context switches increased slightly in Step 2 and 4, which 

indicates that the GRR prototype requires some context switches to operate. While the 

CPU context switches spiked periodically in Step 4 (timeframes where evidence was 

gathered) they were still not extreme. 

 

The CPU context switches for the physical devices were generally more than those of the 

VMs over the four steps, most likely due to the different operating systems. The Raspberry 

Pi’s also have GPIO pins that are regularly polled for inputs, which could increase CPU 

context changes. Similar to the CPU context switches of the VMs, the GRR prototype 

increases CPU context switches slightly over the four steps. When the GRR clients 

perform evidence gathering in Step 4, the amount of CPU context switches spike 

periodically. This is shown in Figure 8-37. 

 

Figure 8-37 Step 4’s CPU context switches per second for physical devices 

 

CPU idle time 

The CPU idle time for the VMs remained mostly constant throughout the various steps in 

the simulation. This is of importance to the simulation, as it indicates that the various tools 

and the GRR prototype did not negatively impact the processing performance of the IoT 

devices. The CPU idle time did have minor instances where it dropped, but these events 

were not frequent. 
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The CPU idle time for the physical devices were more spread out, but still between 

99-100%. The physical devices indicated more frequent interrupts in CPU idle time, but the 

CPU idle time never fell below 99%. This goes to show that the physical IoT devices were 

more interrupted, but still not disruptive to the operation of the physical devices. The most 

dramatic drops in CPU idle time were in Step 4, which indicates that the GRR prototype 

did impact the overall CPU idle time, but it was minimal due to still resulting in above 99% 

CPU idle time. This is shown in Figure 8-38. 

 

 

Figure 8-38 Step 4’s CPU idle time for physical devices 

 

CPU interrupts per second 

The amount of CPU interrupts per second where low for the VMs throughout the entire 

simulation. The amount of CPU interrupts per second remained around 35. The exception 

is in Step 4, where the amount of CPU interrupts intermittently spiked to around 45 

interrupts per second (Figure 8-39). This is most likely due to the fact that GRR DFR 

evidence gathering requires processing power. The number of interrupts remained low 

throughout all of the steps, which indicates that the GRR prototype did not increase 

interrupts drastically. 
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Figure 8-39 Step 4’s CPU interrupts per second for virtual machines 

 

The amount of CPU interrupts per second for the physical devices were significantly higher 

than that of the VMs. The physical devices registered around 390 CPU interrupts per 

second for most of the steps in the simulation. The higher number of interrupts per second 

is most likely attributed to the difference in operating systems. The physical devices have 

GPIO pins that can be polled to check for inputs, which can result in higher CPU interrupts. 

Spikes in the amount of CPU interrupts were registered in Step 4 of the simulation, which 

corroborates the findings of spikes in CPU interrupts due to DFR evidence gathering. 

 

CPU load 1 minute average per core 

The CPU load average per core for the VMs averaged around 0,02-0,04 per core for the 

various steps of the simulation. This is extremely low usage of the CPU for simulation. This 

is not a measurement of CPU usage per minute, but an average over a minute. This 

means that the CPU core load might have been significantly higher for a few seconds out 

of a minute timeframe, but the overall CPU core load per minute was extremely low for all 

of the steps in the simulation. An interesting finding is that the CPU load average per core 

was higher in Step 2 than in Step 3, indicating that an idling GRR prototype used more 

CPU processing than the Python smart home program that was used in Step 3 to simulate 

the working of a smart home. The CPU load 1 minute average per core was the highest in 

Step 4, which entails the GRR prototype conducting DFR processes on a running 

simulation of a smart home (Figure 8-40). This combination of the smart home simulation 
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and DFR processes resulted in an average CPU load per 1 min of 0,044 which is still 

rather small. 

 

  

Figure 8-40 Step 4’s CPU load 1min average per core for virtual machines 

 

The CPU load 1 minute average for the VMs was quite similar to the CPU load 1 minute 

average of the physical devices in Step 1 of the simulation, extremely fragmented in 

Step 2, more closely related in Step 3, and a bit more scattered in Step 4. 

 

The CPU load 1 minute average per core for the physical devices was much lower than 

that of the VMs. This is attributed to the fact that the physical devices have a total of four 

processing cores each, where the VMs only had one processing core on a hypervisor. 

Nevertheless, the physical devices yielded similar results for CPU load average per core 

when compared to the VMs for the simulation. The CPU load 1 minute average per core 

for the physical devices averaged around 0,002-0,005 for the various steps of the 

simulation. Similar to the findings of the CPU load average for the simulation, Step 2 used 

more processing power than Step 3. This confirms that the GRR prototype uses more 

processing power than the smart home simulation program, even when the GRR prototype 

is merely running without performing any investigations. The highest CPU load 1 min 

average per core for the physical devices is 0,005686 in Step 4. This is still extremely low 

CPU usage for IoT devices with constrained resources. 
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The CPU load averages for the physical devices were mostly fragmented across the 

various steps. However, they were more closely grouped in Step 1 and 3, which is similar 

to the findings of the load averages for the VMs. This suggests that the Python smart 

home simulation program results in fragmented CPU usage loads, rather than a constant 

increase. 

 

CPU system time 

The CPU system time for the VMs ranged from 0,2-0,8 for the various steps of the 

simulation. What is interesting is that the CPU systems averaged higher in Step 1 when 

compared to Step 2, where the GRR prototype was active. A possible reason for this is 

that the VMs were conducting system maintenance tasks during the first step, which could 

have increased the CPU system time. The CPU system time peaked during Step 1 with an 

outlier CPU system time of 15. The CPU system time only had one occurrence of an 

outlier in Step 2, which was around 1,7 and significantly lower than the outliers in Step 1 of 

the simulation. The final step in the simulation did have a few outliers with a maximum 

CPU system time of 40, but was quite low in frequency. 

 

The CPU system time for the VMs averaged 0,834 for Step 4, which was the most 

resource-intensive of the steps. This is shown in Figure 8-41. This is likely due to the GRR 

prototype acquiring the log files from the smart home program and then sending the 

forensic evidence to the GRR server. The overall CPU system time remained relatively low 

throughout all of the steps in the simulation, which indicates the relatively low impact of 

DFR for IoT devices on CPU system time. 
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Figure 8-41 Step 4’s CPU system time for virtual machines 

 

The CPU system time for the physical devices ranged from 0,08-0,1 during the various 

steps of the simulation. The lowest being Step 1 and the highest Step 4. The CPU system 

time was closely grouped in Step 1, but more spread out for the rest of the steps. The 

maximum measured CPU system time was 0,15 during Step 4, which is still rather small. 

The DFR for IoT investigations therefore did not have a significant impact on the CPU 

system time of the physical devices. 

 

Number of processes 

The average number of processes for the VMs ranged from 215-228 for the various steps 

of the simulation. The lowest being the first step of the simulation and the highest being 

the final step of the simulation. The largest increase in the amount of processes was 

between the first two steps. Step 1 had an average of 215 processes and Step 2 had an 

average of 225 processes. This shows that the GRR prototype results in a higher number 

or processes, even when idle and not conducting forensic investigations. The GRR 

prototype resulted in a higher number of processes due to the complexity of the GRR 

prototype and the multitude of operations that the GRR prototype can perform. 

 

The average number of processes for the physical devices ranged from 126-136 for the 

various steps of the simulation. The first step had an average of 126 processes and the 

final step had an average of 136 processes (Figure 8-42). Similar to the observation made 
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for the VMs, the largest increase was between the first two steps, which confirms that the 

GRR prototype results in a higher number of processes even when idle. 

 

  

Figure 8-42 Step 4’s number of processes for physical devices 

 

Number of running processes 

The average number of running processes ranged from 2,226-2,252 for the various steps 

of the simulation. This is shown in Figure 8-43. The final step was the highest and the first 

step was the lowest. An interesting observation is that the average number of running 

processes was higher in Step 2 than in Step 4. This indicates that an idle GRR prototype 

uses more running processes than the smart home simulation. This is to be expected, as 

the GRR prototype is multi-faceted. The GRR prototype requires a variety of software tools 

and programs to operate. This is backed up with the example of having to compile 

protobuf for the physical devices in order for the GRR prototype to function on physical IoT 

devices. The number of running processes for the VMs was a bit spread out in all of the 

steps.  
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Figure 8-43 Step 2’s number of running processes on virtual machines 

 

The average number of processes for the physical devices ranged from 2,031-2,058 for 

the various steps. The highest average being Step 4 and the lowest being Step 1. Similar 

to the findings of the VMs, Step 2 resulted in the highest increase in the number of running 

processes between the GRR prototype and the smart home simulation. The number of 

running processes was relatively closely grouped over all the various steps of the 

simulation. Step 2 and Step 4 showed a bigger increase in the number of running 

processes, but the outliers were closely grouped, which shows that the processes were 

related. This also shows that external unrelated processes were not activated during the 

various steps of the simulation. 

 

8.5.2 Storage performance metrics 

The next category for measuring IoT device performance is that of storage mediums. 

There is one metric in the simulation monitored for storage performance, namely free disk 

space in percentage. 
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completely installed on the various IoT devices. Thus, each VM had a server program 

running for the smart home program, as well as the client for the smart home program. 

There was a drop in the available amount of disk space for the various VMs. The drop is 

not massive, bearing in mind that the VMs have small disks allocated to them. A better 

implementation of the Python smart home program would be to delete old logs on IoT 

devices after they are collected as evidence by the DFR GRR prototype. The logs would, 

however, still be stored in the GRR server database. 

 

One aspect that needs to be defined is that Git was installed on the various VMs after 

Step 2. This resulted in a drop in the amount of free disk space between the two steps. Git 

was used to install the Python smart home simulation program. The smart home program 

was also installed after Step 2 in the simulation, which furthermore resulted in a decrease 

in the amount of available disk space for the VMs. 

 

The free disk space for the physical devices ranged from 21,1313-21,10928 for the various 

steps of the simulation (Figure 8-44). This enforces the findings of the free disk space in 

percentage for the VMs. The small decrease in the amount of free disk space in 

percentage shows that the GRR prototype does not result in excessive disk space usage 

over time. The main cause for a change in the amount of available disk space is the 

various log files generated by the Python smart home simulation program. The physical 

devices did have Git installed before the start of the various steps in the simulation, but 

this was not the case with the VMs. The decrease in the amount of available disk space for 

the physical devices is therefore smaller over the course of the various steps in the 

simulation and only impacted by the installation of the smart home simulation program and 

the various log files generated by the smart home simulation program. 
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Figure 8-44 Step’s 3 free disk space in percentage for physical devices 

 

8.5.3 Memory performance metrics 

The memory performance metrics are divided into two metrics, namely available memory 

and the free swap space in percentage. The free swap space is also related to storage 

space, as swap space resides on storage rather than the RAM of devices. Swap space is 

used as an alternative for memory, which is why it is included under the memory category. 

 

Available memory 

The available memory for the VMs remained rather constant over the course of Step 1 to 

Step 3 (Figure 8-45). In Step 4 the available memory for the VMs decreased slowly at a 

constant rate. The memory usage in the first three steps indicates that the operating 

system made consistent use of the available memory, and the Python simulated smart 

home program and idle GRR prototype did not use up too much memory. The memory 

usage did not increase too much when the GRR prototype or Python program was started. 

The DFR evidence gathering did result in more memory usage over time, but it did not 

take up too much of the available memory. The memory steadily decreased, which is not 

ideal. This is most likely due to the GRR hunts not ending in time. This might result in the 

GRR hunts still keeping the evidence in memory until the hunts finish. The hunts used in 

Step 4 were not configured to end shortly. This meant that if a GRR agent detected the 

hunt parameters, it would conduct the hunt as soon as possible, but it kept listening for 

parameters from the same hunt. This is not ideal and future tests can create hunts of 
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shorter lifespan to potentially mitigate this problem. Further tests are needed to determine 

that this is indeed the cause for the steady loss of available memory for the VMs. 

 

 

Figure 8-45 Step 1’s available memory for the virtual machines 

 

The available memory for the physical devices yielded some interesting results. It steadily 

decreased over the various stages of the simulation. This suggests that the operating 

system used for the physical devices resulted in some continuous loss of available 

memory. An interesting future investigation into this loss of memory over time would be 

beneficial. Step 2 resulted in a slight decrease in the amount of available memory. In 

Step 3 the Python simulation used less memory when compared to the GRR prototype in 

Step 2. Step 4 resulted in less available memory, with the continuation of a decrease in the 

amount of available memory. This shows that the GRR prototype uses more memory than 

the simulated Python smart home program. It would be interesting to determine if the 

memory is freed after long periods of time or whether the physical devices would 

eventually run out of available memory, which is not desirable. Further tests are needed to 

determine whether the GRR prototype contributes to a continual loss of available memory, 

or if the continual loss of memory is solely attributed to the operating system used by the 

physical devices. 

 

Free swap space in percentage 

The amount of available free swap space for the VMs ranged from 100%-94,61% (Figure 

8-46). The highest amount of available memory was recorded during Step 1, and the 
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lowest available memory was recorded during Step 4. The various steps indicated that 

some swap space was used during Step 1, which is quite peculiar as no programs apart 

from the operating system were active then. This suggests that the operating system used 

by the VMs require usage of swap space after a certain amount of time of operation. The 

amount of swap space used by the operating system is relatively low, but still noteworthy. 

The available swap space remained rather constant during Step 2, which indicates that the 

GRR prototype operation did not require additional swap space. Step 3 did result in some 

additional usage of swap space, which suggests that the Python smart home simulation 

program results in additional usage of swap space. This continued throughout Step 4 of 

the simulation. 

 

 

Figure 8-46 Step 2’s free swap space in percentage for the virtual machines 

 

The available swap space for the physical devices remained constant at 100% throughout 

all of the steps of the simulation. This suggests that the particular operating system used 

on the simulated devices contributes towards the usage of swap space due to the VMs 

using swap space but not the physical devices. 

 

8.5.4 Network usage metrics 

The final category of performance measurement for the various devices in the simulation is 

network usage. Network usage is measured in both ingoing and outgoing traffic. 
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The average incoming network traffic usage for the VMs ranged from 1979bps-2742bps. 

The lowest incoming average network usage was recorded during Step 1 of the simulation 

and the highest incoming traffic average during Step 4. Step 2 also had a slightly higher 

incoming traffic average than Step 3, which indicates that the GRR agent receives data 

from the GRR server. This is to be expected, as the GRR client polls the server for hunt 

requests. Overall, the incoming traffic was very low over the course of the simulation, 

which is good for IoT devices, which typically use a lot of data. 

 

The outgoing traffic for the VMs ranged from 1368bps-1931bps over the course of the four 

steps of the simulation (Figure 8-47). The lowest average usage was recorded during 

Step 1 of the simulation and the highest average was recorded during Step 4. Step 2 also 

had a slightly higher average for outgoing traffic, which is to be expected, as the GRR 

client polls the GRR server for hunts. Do note that both the Python home server and 

Python smart home clients operated locally on the IoT devices. This is a bit restrictive for 

the gathering of network traffic in the smart home simulation, as the network traffic was 

local to the various devices and not transferred across the network. However, the purpose 

of the simulation is to determine how the GRR prototype impacts IoT devices for DFR in 

IoT, so the tests were conducted in this manner to ensure maximum insight into the GRR 

prototypes. The final aspect worth noting with regards to outgoing traffic of the VMs is 

spikes in outgoing network traffic at certain intervals of Step 4. These spikes were higher 

in bandwidth usage than the spikes in the other steps. This is most likely caused by the 

transfer of the DFR evidence gathered by the GRR clients, which is to be expected as the 

DFR evidence results are usually larger than merely polling the server for hunt requests. 
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Figure 8-47 Step 2’s outgoing traffic for virtual machines 

 

Physical device network usage 

The average incoming traffic for the physical devices ranged from 1817bps-2242bps for 

the various steps of the simulation, which is slightly higher than that of the VMs. This 

indicates a possible system update or higher overhead for network usage. However, 

further investigation is needed to determine the exact cause of higher network traffic for 

the physical devices, but it is most likely related to the operating system used by the 

physical devices. 

 

The average outgoing network usage for the physical devices ranged from 2052bps- 

4332bps over the course of the various steps of the simulation. The lowest average of 

outgoing traffic was observed during Step 1 of the simulation and the highest during 

Step 4. This is a result of the GRR prototype transmitting the results of the DFR evidence 

gathering. The network usage of the physical devices also showed intermittent spikes in 

the outgoing traffic. This is attributed to the transfer of DFR evidence to the GRR server. 

The spikes in outgoing traffic for Step 4 of the simulation were generally about 1800bps 

more than the average outgoing network traffic (Figure 8-48). This indicates that the GRR 

prototype requires more network traffic for the evidence gathering, but it is not a continual 

increase in network traffic. This is great for DFR in IoT devices, as a lot of IoT devices can 

generate a significant amount of network traffic. The intermittent nature of the network 

traffic for DFR is good for overall network traffic, as the slight increase in network traffic 
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would not negatively impact the general network usage of the IoT devices. IoT devices are 

thus able to still operate normally with minimal to no service disruptions. 

 

 

Figure 8-48 Step 4’s outgoing traffic for physical devices 

 

8.6 CONCLUSION 

This chapter showed the testing of a prototype for DFR in IoT. A predefined set of steps 

were followed in order to simulate the working of a prototype based on a model for DFR in 

IoT. A variety of metrics was used to monitor the performance of various IoT devices 

during a simulation of DFR for IoT. 

 

This chapter provided an in-depth overview of the configuration and setup of various tools 

and programs used in the simulation. It also showed how the prototype is used to 

proactively collect evidence from various IoT devices in a forensically sound manner. All 

the research questions in this dissertation were partially answered through the use of 

forensic techniques in simulated forensic investigations on IoT devices. The main objective 

of this study is to determine if it is possible to apply forensic techniques to IoT devices and 

facilitate DFR for IoT devices. This chapter showed that it is indeed possible to prepare IoT 

devices for DFR. The successful implementation of DFR for IoT calls for an evaluation of 

this dissertation’s findings, which is provided in the following chapter. 
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9 CHAPTER 9: PROTOTYPE EVALUATION  

9.1 INTRODUCTION 

The previous chapter provides an in-depth overview of the findings of the various metrics 

monitored during the steps of the simulation. This chapter evaluates the findings on a 

higher level and with regards to the greater context of this study. 

 

This chapter contributes towards all the various research questions of this dissertation by 

evaluating the findings of the simulation relevant to the problem statement. This chapter 

furthermore contributes towards objective 1.4.4 (Proof of concept, DFR IoT prototype) due 

to evaluating the proof of concept of the model for DFR in IoT based on the simulations of 

a prototype. 

 

The simulation conducted in the previous chapter consists of four steps. Each step is 

designed to test a different aspect of the DFR for IoT. The steps are briefly repeated here 

for convenience as they are used in this chapter again. The first step establishes a 

baseline for the performance of the VMs and physical IoT devices. The second step 

determines the impact that the GRR prototype has on the overall performance of the 

various IoT devices (both VMs and physical devices). The third step determines the impact 

that the simulation of a smart home program has on the various IoT devices. The final step 

determines the impact that a full-fledged smart home program and DFR prototype has on 

the IoT devices when the DFR prototype conducts DFR evidence gathering. The various 

steps and performance impacts are evaluated in the next section. 

 

The rest of this chapter is structured as follows: firstly, the findings of the simulation of 

DFR for IoT are evaluated and an example of the forensic value of DFR for IoT is 

presented. This chapter then critically evaluates the findings of simulating the model for 

DFR in IoT.  

 

The various steps in the simulation for DFR in IoT is briefly presented in this introduction. 

The next section starts the in-depth evaluation of DFR for IoT, based on the simulation of 

DFR for IoT using a prototype.  
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9.2 EVALUATION OF THE FINDINGS OF DFR FOR IOT  

The metrics gathered during the various steps of the simulation focused on four main 

categories of the various IoT devices, which are processing power, disk usage, memory 

usage and network usage. The various findings for the overhead categories are evaluated 

in the following subsections. 

 

9.2.1 Processing power 

All the various metrics used for measuring the impact of DFR for IoT on IoT device 

processing performance indicate the feasibility of DFR for IoT. The various metrics show 

that the GRR DFR prototype increased processing usage during the various steps. This 

was expected, as the GRR prototype is a feature-rich program that has access to a variety 

of IoT device resources. The GRR prototype used the most processing power when 

conducting DFR evidence gathering. However, the prototype used an acceptable amount 

of the IoT devices’ processing power. This indicates that the GRR prototype can be used 

on IoT devices for DFR. The prototype might, however, be a bit too resource-intensive for 

IoT devices with some heavily reduced instruction set micro controllers such as an 8bit 

micro controller. IoT devices therefore require small controller devices with processors 

capable of running the GRR prototypes. This study has proved that the small controllers 

need not be powerful computers, but that ARM processors would be sufficient. 

 

9.2.2 Disk usage 

The disk usage of the DFR prototype indicated that the GRR prototype uses some disk 

space when installed on the host system. This was expected, as the GRR prototype is 

feature-rich, resulting in a program of mentionable size (+/- 14MB). However, the disk 

usage of the GRR prototype is moderate, and it can easily reside on IoT devices with 

limited storage space. 

 

The main issue with disk usage during the simulation is the amount of disk space (up to 

2% of the total amount of available disk space) used by the Python smart home program 

logs. As previously noted, the Python server program and Python client were hosted on 

the same devices. This resulted in more disk usage than when only the clients are 

installed on the IoT devices. In a real-world scenario, the clients are installed on the IoT 

devices. In the simulation both the client and server were installed on the same devices to 

increase the amount of disk space used, as both the server and client program write log 
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files of the state changes. Nevertheless, the clients generate log files that increase in size 

over time. A solution to this problem would be to clear the logs after they are transferred by 

the GRR prototype. The logs are preserved in a forensically sound manner by the GRR 

platform using hashing techniques, which means that the space on the IoT devices can be 

freed up for future log content. This is an improvement that can be made in future 

iterations of DFR for IoT. 

 

9.2.3 Memory usage 

The memory usage of the IoT devices was considerably low over the various steps of the 

simulation. The simulation did however show a steady decrease in the amount of available 

memory when DFR evidence was being gathered. At the end of Step 4 almost 25% of the 

total amount of available RAM in the VMs were consumed. This is most likely due to the 

GRR hunts not ending before Step 4 of the simulation concluded. This is another aspect 

that needs further investigation by tweaking the configuration of the GRR hunts to have a 

shorter lifespan before they are concluded. 

 

The simulation did indicate that the physical devices suffered a continuous loss of 

available memory from Step 1 onwards. This is most likely due to the operating system 

and not the GRR platform. Further investigation is needed to verify this matter. The loss of 

memory persisted in Step 4, which is most likely a combination of the operating system 

memory usage and the GRR hunts not ending in a timely manner. 

 

9.2.4 Network usage 

The network usage of the IoT devices remained rather low during the various simulation 

steps (+/- 1600bps to +/- 4000bps). Even though the outgoing network traffic did increase 

during the final step of the simulation due to the DFR evidence being transferred to the 

GRR server, the network traffic was still relatively low and intermittent. The GRR prototype 

did not result in an overall increase in network traffic, merely sporadic traffic. One of the 

fundamental properties of IoT devices is that they are networked, and a slight increase in 

network traffic from IoT devices is not a general concern. 

 

The above-mentioned sections show how well the prototype for DFR in IoT performed in a 

simulation. The next section shows the potential value of a functioning DFR compliant IoT 

system by making use of an example. 
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9.3 EXAMPLE OF FORENSIC VALUE OF DIGITAL FORENSIC READINESS FOR 

THE INTERNET OF THINGS 

This section provides a scenario to illustrate the value of DFR for IoT. The example is 

done using the model proposed in this study, the smart home simulation program and the 

GRR prototype developed here. This section expands on the previous chapter by 

introducing a physical model of a home to enforce the scenario for DFR in IoT. 

 

9.3.1 Physical model of a smart home 

In order to enforce the value of DFR for IoT a scenario of a murder at a personal residence 

is provided in this section. The scenario is simulated using the physical model of a smart 

home. The smart home in this scenario has sensors to detect the presence of a human in 

a room. Whenever a human is present in a room, the lights in the room turn on. When the 

human leaves the room the lights turn off. The physical model home in this scenario uses 

magnetic switches on the doors of the various rooms for simplicity of simulation. In reality 

a combination of sensors would be necessary to accurately detect the presence of a 

human in a room. However, the assumption in this example is that when the door to a 

room is open, a human is present therein. The smart home built for this simulated example 

scenario is seen in Figure 9-1. 
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Figure 9-1 Smart home simulation on a physical IoT device 

 

The magnetic switches on the various doors are connected to a Raspberry Pi that 

registers the opening and closing of doors in the smart home. The Python smart home 

simulation program developed in this study then logs the various changes in the physical 

environment of the smart home in the form of log entries indicating the various doors 

opening and closing. The smart home program also sends the various log entries to the 

smart home server, which in turn logs the entries into different log files for the different 

rooms of the smart home. The smart home program also turns the lights on or off based 

on the registered state changes from the magnetic switches on the doors. 

 

9.3.2 Fictional scenario for digital forensic readiness in a smart home  

The owner of a smart home is murdered when he returns home from work one day. The 

smart home can be used as evidence to support the alibi of a potential suspect. 

 

The owner of the smart home woke up late on the morning of the murder and quickly 

rushed through his home to finish up for work. He went into several of the rooms in his 

home to get ready for work before he eventually left the property. The owner of the smart 

home returned to his home late the same afternoon where he was murdered within a few 
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seconds upon his arrival at his home. A passer-by, Suspect X, is suspected of the murder 

as they were witnessed passing the home of the deceased at roughly the same time of the 

murder, but Suspect X pleads their innocence and that they have never visited the 

deceased’s home. 

 

9.3.3 Forensic investigation into scenario 

The logs collected from the smart home system are deleted every few minutes in order to 

save space on the smart home system. Luckily, the DFR prototype sends the updated logs 

to the GRR server in a trustworthy and forensically sound manner. The forensic 

investigator assigned to the case looks at the evidence located in the remote GRR server 

repository with a hashed version of the log files of the smart home system. 

 

The log files reveal that the deceased rushed through the various rooms in the smart home 

before leaving for work, as is shown in Figure 9-2. The logs show that the deceased left 

home at 07:57, as is shown in Figure 9-3.  

 

Figure 9-2 Deceased moving through the home to finish for work 

 
Figure 9-3 Deceased left home and unauthorised entry occurs later the day 

 

The forensic investigator discovers an interesting sequence of events before the deceased 

arrived home: the logs show the presence of a human in several rooms from 11:20 (also 

shown in Figure 9-3). The logs show that movement in the home continued for a while, 

with the intruder finally settling in the bedroom (Figure 9-4). This is inferred due to the last 

state change being the bedroom lights being turned on, which indicates a presence in the 

room until the light is eventually turned off. Figure 9-4 then shows another entry to the 

smart home on line 327 of the logs where the living room’s lights are turned on without the 
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bedroom light being turned off. This indicates the entry of the deceased, as the other light 

was not turned off prior to his arrival. 

 

Figure 9-4 Moments before the murder 

 

The forensic investigation into the logs of the smart home also shows the rapid movement 

of entities between the various rooms of the smart home at the time when the deceased 

arrived at home. This indicates that a scuffle took place before the murder. This is 

supported by an autopsy of the deceased indicating several bruises. This is shown from 

line 371 onwards in the log files of Figure 9-5. 

 

Figure 9-5 Scuffle occurrence 

 

Suspect X owns a smart watch as IoT device, which keeps track of the heart rate of the 

wearer, but does not track the GPS location of the wearer as some smart watches do. In 

this scenario we assume that the smart watch is also DFR compliant. The forensic 

investigator is therefore able to gather logs of the heart rate from the wearer of the day of 

the murder.  

 

The heart rate logs show a dramatic increase in the wearer’s heart rate from 11:19-12:14, 

as well as 19:55-20:13 during the day of the murder. The latter spike in heart rate 

coincides with the time of death determined by the autopsy of the deceased. The spike in 

heart rate between 11:19-12:14 coincides with the logs of the smart home that indicates 

unauthorised entry to the home. Furthermore, a co-worker of Suspect X testifies in court 

that they saw Suspect X leave work at around 11:00. The morning’s increase in heart rate 

supports the case that the suspect entered the smart home and then settled in as the heart 

rate dropped at around 12:14. The spike in the suspect’s heart rate at 19:55 indicates the 
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sudden shock when the deceased entered the smart home and the suspect realised that 

the murder was about to take place. The decrease in heart rate at around 20:13 supports 

the notion of an increase in adrenaline levels of the suspect that also had to get away from 

the scene of the murder. The decrease in heart rate is possible due to the reduction in 

danger of being caught red-handed at the scene of the murder. 

 

The combination of evidence from traditional sources, as well as from IoT devices, 

provides a compelling amount of evidence to indicate that Suspect X might be the 

murderer in this example. The example makes uses of logs proactively gathered from the 

smart home in a trustworthy manner, as well as fictional logs from the suspect’s smart 

watch. This example aims to show the extent to which DFR for IoT adds value to forensic 

investigations. DFR IoT evidence can be used as an extension of traditional sources of 

evidence. With careful cross examination of DFR IoT evidence, new insights can be added 

to investigations. A demonstration of an investigation using the custom GRR prototype 

developed in this study is available at https://youtu.be/fxX0POwu6SQ. The video shows 

the working of the physical model of a smart home and goes through the various steps 

required to perform a forensic investigation of proactively gathered IoT evidence using the 

GRR platform. 

 

9.4 CRITICAL EVALUATION 

This chapter shows that with some implementation and custom development, DFR for IoT 

is possible. The implementation of DFR for IoT brings new opportunities to the world of 

DF. DFR for IoT devices opens new sources of potential evidence that can form part of 

forensic investigations. The combination of evidence from IoT devices and conventional 

forensic evidence provides new levels of insight into incidents, as IoT devices include a 

wide variety of sensors. The next step of DFR for IoT is for researchers to determine 

additional scenarios where forensic IoT evidence can play a vital role in legal proceedings. 

Wherever IoT devices form a part of an environment, they can provide possible insights 

into incidents. 

 

Smart home systems with embedded DFR for IoT enable new insight into home 

automation and security. In medical environments, IoT devices with DFR evidence 

gathering enabled can be used to combat medical malpractice or even prevent some 

medical emergencies. DFR of smart cities can be used to combat crime and potentially 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

 
 
 

https://youtu.be/fxX0POwu6SQ


 

 

- 136 - 

prevent crime by detecting indicators of imminent crimes. DFR of personal IoT devices can 

be used as alibies or as convicting evidence by using location data from these smart 

devices. DFR for IoT devices can provide cyber security professionals with more data, 

which can be used to combat cybercrimes. DFR offers a lot of potential waiting to be 

unlocked by future research. 

 

The DFR for IoT is possible without adding a lot of overhead to IoT devices. The model for 

DFR in IoT is successfully implemented and tested in this study. A next possible step of 

research would be to develop a standard for DFR in IoT based on the DFR for IoT 

requirements and model presented in this study. The model for DFR in IoT enhances 

insights into IoT sensor events and even provides additional security to IoT communication 

when the data gathered is stored in a trustworthy and secure manner. All of this is possible 

with some initial effort when designing and implementing IoT systems. Registering IoT 

devices to a centralised secure forensic evidence repository enables forensic investigators 

to gain insight into a whole new world of forensic evidence due to the correlation of 

evidence from a variety of sources. The development of a standard for DFR in IoT can 

also incorporate a new file standard for forensic evidence storage, which is much needed 

in the forensic environment. 

 

DFR for IoT does have some challenges. It is not possible to implement DFR for IoT on all 

IoT devices, due to some devices being too resource constrained. The advancement in 

microprocessors may result in them becoming more affordable. Future IoT devices can 

then be based on the model for DFR in IoT and employ more powerful microprocessors 

that can support DFR for IoT. Another possible solution to this problem is the development 

of a lightweight DFR agent. Lightweight DFR agents for IoT devices can be designed to 

focus on specific types of evidence to be collected. As shown in this study, the DFR 

agents can be developed to collect only logs from IoT state changes and IoT system 

events. The smaller DFR agents can then be developed for even more resource-

constrained IoT devices than those employed in this study. The DFR agents can also be 

designed to merely transfer the evidence to the centralised cloud forensic repository, 

whereafter the codification of the data collected occurs entirely in the cloud repository, 

ensuring less resource usage by the IoT devices.  
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Another possible solution for adding DFR to existing IoT devices that make use of 

microprocessors is to add another more powerful IoT device to the system. All the existing 

microprocessor-based IoT devices then connect to the more powerful IoT device. The 

more powerful IoT device then gathers data from the microprocessor-based IoT devices 

and conduct proactive evidence gathering. This enables DFR for existing IoT systems that 

make use of IoT devices that are extremely resource constrained and unable to handle 

DFR processes on their own. 

 

DFR for IoT must also be applied carefully as it may result in privacy concerns. The 

information gathering of IoT devices can result in privacy concerns. This matter needs to 

be addressed, as this study does not take privacy concerns into consideration. Users can 

be made aware of the data collection from IoT devices and data can be anonymised where 

the focus of the evidence collection is not on individuals. An example of where DFR for IoT 

might not result in privacy concerns is work environments where IoT devices gather data 

to help individuals, like hospitals. IoT devices can be used to monitor patients and make 

sure that patients receive the correct treatments.  

 

Users can also opt-in to the forensic data collection in some cases. Smart homes are an 

example of opting in to DFR evidence gathering of IoT devices. Evidence gathered in 

smart homes can be encrypted in a private cloud so that only the owners of the smart 

home can access the data. Users therefore need to be made aware of the possible 

benefits of the DFR for IoT devices in their specific applications of IoT devices. 

 

9.5 CONCLUSION 

The simulation of DFR for IoT devices yielded some interesting results based on the 

metrics collected from both simulated and physical IoT devices. Metrics were collected in 

the categories of processing power, disk usage, memory usage and network traffic usage. 

 

The metrics from the various categories indicated an increase in resources used by the 

DFR prototype implemented in this study. This increase in resource usage was limited and 

did not restrict the normal operation of the IoT devices. The DFR prototype conducted 

successful DFR evidence gathering on IoT devices using a tried-and-tested remote live 

forensic platform. The simulations therefore showed that DFR for IoT devices is feasible 

and scalable to a multitude of devices, which is ideal for the IoT environment.  
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The simulation also showed that DFR for IoT provides deeper insight into incidents due to 

providing information on environmental state changes and system events of IoT devices. 

The combination of IoT-generated evidence enhances existing timelines for forensic 

investigations. Based on all the above-mentioned aspects, it is clear that DFR for IoT is 

feasible and advantageous to the world of DF. 

 

This chapter constituted the final answer to the problem statement of this dissertation. It 

showed that there are new possible processes to ensure DFR for IoT, and finally 

contributed towards objective 1.4.4 (Proof of concept, DFR IoT prototype) by evaluating 

the simulation of the model and prototype developed in this research. 

 

DFR for IoT shows a multitude of possible beneficial applications in the modern society. It 

is up to academia to build upon the possibility of DFR for IoT to enhance industries and 

further the effectiveness of DF. New possibilities bring new challenges, as is the case with 

DFR for IoT, but challenges call for future research and the actualisation of new 

opportunities. IoT devices can enhance our insight into the processes of tomorrow and DF 

offers new sources of evidence. DFR for IoT is feasible, and exciting opportunities exist for 

this application on IoT devices. DFR for IoT is there to secure IoT forensic evidence for the 

legal proceedings of tomorrow. 

  

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

 
 
 



 

 

- 139 - 

10 CHAPTER 10: CONCLUSION 

10.1 INTRODUCTION 

This chapter aims to summarise the work done in this dissertation. It starts with an 

overview of the problem statement, revisits the research questions and research 

objectives, and then provides an overview of this study’s contributions to the current body 

of knowledge. This chapter ends with a final conclusion and possible future work. 

 

10.2 PROBLEM STATEMENT, RESEARCH QUESTIONS AND RESEARCH 

OBJECTIVE REVISITED 

This section briefly revisits the problem statement this dissertation set out to address. 

Furthermore, it looks at the various formulated research questions and objectives defined 

for this dissertation. This dissertation’s problem statement is that there is currently no clear 

process that can be followed to ensure DFR for IoT devices. The problem statement 

indicates that DFR for IoT devices is still non-existent and this study developed a research 

methodology to solve this problem. 

 

The research methodology entails a thorough literature review of various relevant areas of 

research, including the Internet of Things, digital forensic techniques and standards and 

DFR. A systematic literature review is then used to determine the current state of DF as 

applied to the IoT. This if followed by a literature review of the legal aspects of DF that can 

be relevant to DFR for IoT devices. Next a model for DFR in IoT is developed based on 

requirements for DFR in IoT. The requirements for DFR in IoT are formulated based on the 

findings of the systematic literature review. Thereafter a working prototype for DFR in IoT 

is developed. This prototype is then tested through simulation. Finally, the findings from 

the simulation of DFR for IoT are evaluated. 

 

The various methodologies used in this dissertation was formulated to answer the various 

research questions as based on the problem statement. The various research questions 

are as follows: 

1.2.1 What standards are currently being used for digital forensic readiness that can be 

applied to the Internet of Things? 

1.2.2 What are the different categories that Internet of Things devices fall under, and 

would it be possible to conduct digital forensic investigations on the different types of 

Internet of Things devices? 
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1.2.3 If it is possible to apply digital forensic readiness on Internet of Things devices, or 

certain types of Internet of Things devices, would it be possible to proactively apply digital 

forensic compliance to the devices? 

 

The various research questions are then reworked into aims and objectives for this 

dissertation. The various research aims, and objectives are as follows: 

1.4.1 The main aim of this dissertation is to investigate processes regarding to digital 

forensic readiness that can be used in the Internet of Things. 

1.4.2 A secondary aim of this dissertation is to apply trusted digital forensic techniques to 

the digital forensic readiness model for Internet of Things devices. 

1.4.3 A fourth aim for the research is to design a proof of concept prototype system. 

1.4.4 A fourth aim for the research is to design a proof of concept prototype system. 

 

This study answered all research questions, and all aims and objectives were addressed. 

Each chapter’s contributions towards research aims and objectives are indicated in the 

conclusions of the various chapters. The next section of this dissertation reiterates the 

contributions made by this study. 

 

10.3 CONTRIBUTIONS MADE TO BODY OF KNOWLEDGE 

This section aims to show how this dissertation contributed to the existing body of 

knowledge. The various contributions of the different chapters are presented in tabular 

form, followed by a brief discussion. Table 10-1 shows an overview of which research 

questions and objectives are addressed by which chapters. The colours of the cells 

indicate the level of contribution a chapter made to that specific research question or 

objective. The final row in the table is used as an example of how the table should be read. 

The final row in Table 10-1 indicates that research objective 1.4.4 is addressed in-depth in 

Chapter 8 and somewhat addressed in Chapter 9. 

 
Table 10-1 Summary of contributions made by different chapters 

   Chapters Partially 

  2 3 4 5 6 7 8 9 Extensively 

Research questions     

1.2.1 Standards for DFR applicable to IoT x   x   x x x x   

1.2.2 Different categories of IoT devices   x x   x x x x   

1.2.3 DFR compliance of IoT devices     x x x x x x   
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   Chapters Partially 

  2 3 4 5 6 7 8 9 Extensively 

Aims and objectives     

1.4.1 Current DFR processes x       x x       

1.4.1 IoT classification   x x     x       

1.4.2 Trusted forensic techniques     x   x         

1.4.2 DF techniques lead to IoT DFR model         x         

1.4.3 Factors influencing legal validity of evidence       x           

1.4.3 DFR for IoT conforms to legal requirements       x x         

1.4.4 Proof of concept of the model           x x x   

1.4.4 Show model can be implemented            x x x   

1.4.4 Model produces trustworthy evidence              x x   

 

Research question 1.2.1 aims to determine which DFR processes and standards are 

relevant to IoT devices – if they exist at all. The systematic literature review shows that the 

state of DFR for IoT is underdeveloped. DFR is still a relatively new field of research, and 

while DFR is starting to be applied to a larger variety of research domains, IoT is not one 

of the main focus areas of DFR. The research that introduces techniques with relevance to 

DFR that can be applied to IoT devices is limited. DFR for IoT is therefore a rather new 

concept and papers that address DFR for IoT are mostly theoretical and do not provide 

tried-and-tested models or solutions. This dissertation therefore makes a major 

contribution in this regard. It also contributes towards research objective 1.4.1 (DFR 

processes, IoT device classification) with the implementation of a new model specifically 

for DFR in IoT, which in turn satisfies research objective 1.4.2 by incorporating various 

existing DF techniques into a working model for DFR in IoT.  

 

Research question 1.2.2 is based on the concern that IoT devices are quite hetero-

geneous and that it might not be possible to apply DFR to all IoT devices. This study 

developed a working prototype for DFR in IoT and applied it to IoT devices. This 

dissertation identified a subset of IoT devices that can be used for DFR in IoT, but whether 

it is possible to apply DFR to all IoT devices is still to be determined. This dissertation does 

however indicate that DFR agents with reduced capabilities can possibly be developed 

and applied to IoT devices with even less processing power than the devices used in this 

dissertation. The successful implementation of a proof of concept prototype for DFR in IoT 

indicates the successful completion of research objective 1.4.4. 
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Research question 1.2.3 is concerned with the digital forensic compliance of IoT devices 

that incorporate DFR. An entire chapter was dedicated to the legal aspects of forensic 

investigations to determine the various established methods of ensuring that electronic 

evidence is trustworthy. These methods were incorporated into the model developed for 

DFR in IoT. This dissertation therefore shows that DFR can be implemented for IoT 

devices and comply with requirements for evidence to be valid in legal proceedings. This 

indicates the completion of research objective 1.4.3.  

 

10.4 FUTURE RESEARCH 

This dissertation shows that existing tools can be customised to enable DFR for IoT 

devices, and serves as the basis for future research with regards to the feasibility of DFR 

for IoT. Further research is needed to determine the extent of existing IoT devices that are 

able to support DFR for IoT. 

 

A lot of research is needed to establish a standard file format for forensic evidence. This is 

needed not only in IoT forensics, but forensics in general. This will greatly enhance 

forensic tools, as well as simplify the process of storing and preserving forensic evidence. 

This dissertation can serve as the starting point for developing a new standard for DFR in 

IoT. This dissertation developed a model for DFR in IoT that can be expanded and 

enhanced.  

 

Future research is needed to determine the social impact of DFR for IoT. This dissertation 

did not consider the privacy concerns that may arise when IoT devices are proactively 

gathering forensic evidence about the physical world in which the IoT devices are located. 

Future research can furthermore analyse the difference in various sectors where IoT 

devices proactively collect evidence. Users might be more open to DFR in IoT devices 

when the IoT devices do not collect personal information about them. An example of a 

sector where DFR for IoT might be welcomed is the industrial sector where IoT devices 

monitor production plants and hardware. DFR in IoT can then be used to make the 

industrial workplace safer. 

 

10.5 CONCLUSION 

This dissertation conducted a systematic literature review to determine the state of the 

current body of knowledge with regards to DFR for IoT. This literature review determined 
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that research with regards to DFR for IoT is still lacking. Various techniques for DFR were 

then analysed, which led to the development of a new set of requirements for DFR in IoT.  

The requirements for DFR in IoT were then incorporated in the development of a new 

model for DFR in IoT. The model was then implemented by developing a prototype based 

on existing tools and frameworks. This is a major contribution towards the current body of 

knowledge, with the author being unable to identify any similar prototypes in existing 

literature. 

 

A simulation was then developed to test the prototype. The simulation contained several 

steps to determine the performance of the prototype and if it is feasible to conduct DFR on 

IoT devices in a manner that produces trustworthy electronic evidence. During the various 

steps of the simulation, a variety of performance metrics were collected from simulated 

and physical IoT devices. The evaluation of the simulation metrics showed that DFR for 

IoT is indeed feasible.  

 

This dissertation showed that DFR for IoT is possible and that there are several benefits to 

proactively gathering evidence from IoT devices. This research served as the starting point 

for future research with regards to incorporating DFR in the growing world of the IoT. 
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APPENDIX A – Systematic literature review evaluation table 

This appendix contains the table used for evaluation of the current body of knowledge with regards to the state of the art of DF of IoT. 

This table serves as the research for chapter 4 of this dissertation. 
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Paper name 
 

IOT Mobile 
devices 

DF IOT DF Cases in law Process or 
standard followed 

DFR 

A Survey on 
IoT Privacy 
Issues and 
Mitigation 
Techniques 

The first paper 
contributes 
toward the body 
of knowledge be 
enhancing 
privacy in the 
IoT, while also 
increasing 
security in the 
IoT. 

    The paper shows 
that the Constrained 
Application Protocol 
was standardized 
by the Internet 
Engineering Task 
force that could be 
used with IoT 
devices. The paper 
however shows that 
security is still 
lacking and 
therefore they 
introduced the 
paper to address 
privacy challenges. 

 

Digital 
Forensics on 
the Cheap: 
Teaching 
Forensics 
Using Open-
source Tools 

No direct 
contribution. 

 The paper 
discusses the 
possible use of 
open-source 
digital forensic 
software, but is 
limited to 
standard 
desktop 
computers, not 
IoT devices. 
The availability 
of open-source 

No contribution The paper 
mentioned a 
legal case 
where MD5 as a 
hashing 
algorithm to 
prove the 
authenticity of 
digital forensic 
evidence. The 
contribution 
towards this 
paper would 

The paper briefly 
discusses the 
forensic process 
developed by Casey 
in. 
The paper only 
provided a basic 
introduction to a 
standard digital 
forensic 
investigation; thus, it 
is not of extreme 
value towards this 
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digital forensic 
software aimed 
at IoT devices 
would however 
be highly 
beneficial 
towards the 
advancement 
of research 
with regards to 
digital 
forensics in 
IoT. 

thus be a 
recommendation 
to use a 
stronger form of 
encryption in IoT 
devices, while 
also making 
sure that the 
encryption 
protocol is 
lightweight 
enough so that 
devices with 
limited 
resources would 
still be able to 
encrypt the data 
if they need to 
generate 
hashes of data. 

paper. 

Systematically 
Ensuring the 
Confidence of 
Real-Time 
Home 
Automation IoT 
Systems 

The paper 
introduces 
techniques that 
can be used to 
assist people in 
confidence 
checking of 
home 
automation 
systems. The 
paper does 
however not 
make a 
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significant 
contribution 
towards this 
paper [58]. 

Current and 
Future Trends 
in Mobile 
Device 
Forensics: A 
Survey 

The paper 
focuses on 
mobile device 
forensics and 
see the MDs as 
possible IoT 
devices. The 
paper thus 
contributes 
towards IoT, as 
it expands the 
inclusion of MDs 
into IoT devices. 

The paper 
focuses 
primarily on 
MD digital 
forensics. The 
paper sees 
MDs as an 
integral part of 
modern 
society. The 
paper 
describes 
MDs as digital 
witnesses for 
their owners, 
which shows 
how important 
mobile digital 
forensics is. 

The paper 
contributes 
towards digital 
forensics as it 
mentions that 
mobile 
forensics is a 
sub-domain of 
digital 
forensics. 
Mobile 
forensics is 
defined as the 
process of 
acquiring 
evidence about 
some incident 
or criminal 
activity that 
involved MDs. 
As mentioned 
earlier, the 
paper also 
introduces the 
concept of 
MDs forming 
part of IoT 
devices, 
therefore, IoT 

The paper 
furthermore 
highlights the need 
for forensic tools to 
make use of 
unified formats and 
data structures to 
facilitate 
interoperability 
between digital 
forensic software. 
The contribution 
towards this paper 
is that IoT 
forensics will add 
to the 
interoperability 
issue if standards 
for IoT forensics 
and IoT forensic 
tools are not 
developed. 

 The paper shows 
the need for 
automated 
procedures that can 
help facilitate 
investigations. 
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forensics can 
also be a 
subdomain of 
digital 
forensics. 
 

Embedded 
Device 
Forensics and 
Security 

The paper 
contributes 
towards the IoT 
by introducing 
the idea that 
rather than 
developing 
lightweight 
cryptographic 
algorithms for 
embedded 
devices, 
resource 
intensive 
computations 
should be sent 
to nearby 
devices with 
more computing 
power. 

  The paper notes 
the need for 
embedded device 
digital forensic 
techniques. Due to 
the close 
relationship 
between 
embedded devices 
and IoT devices, 
this is a 
contribution 
towards IoT digital 
forensics. 

   

Application-
Specific Digital 
Forensics 
Investigative 
Model in 
Internet of 
Things (IoT) 

The paper 
contributes 
towards IoT due 
to noting the 
lack of unified 
standards for 
the IoT. The 

 The paper 
notes that is it 
is vital that 
digital forensic 
measures are 
developed 
alongside 

The paper 
contributes 
enormously 
towards IoT digital 
forensics. The 
paper notes that 
currently there is 

   

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

 
 
 



 

 

- 157 - 

lack of 
standards noted 
in this paper is 
mostly aimed 
towards digital 
forensic 
standards. The 
paper notes that 
84% of IoT 
adopters have 
been involved in 
security 
breaches and 
that a lot of work 
still needs to be 
done in order to 
secure IoT 
technologies. 

security 
measures so 
as to ensure 
that attacks 
can be traced, 
and sources of 
attacks can be 
identified.  
The paper also 
notes that 
standard 
formats for 
digital forensic 
evidence will 
increase the 
process of 
finding 
evidence. 

little focus on IOT 
digital forensics in 
academic literature 
and research. 
The paper notes 
that due to the 
various 
complexities of 
storage mediums 
in IoT devices, IoT 
digital forensics 
requires 
specialized 
forensic methods. 
The paper 
introduces an 
Application-
Specific Digital 
Forensics 
Investigative 
Model. The model 
is based on the 
notion that the flow 
of information for 
the forensic 
process is based 
on the type of 
application that is 
investigated. The 
model uses the 
example of smart 
homes, wearable 
technology and 
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smart cities. The 
model notes that 
say for instance 
smart home 
devices form part 
of the 
investigation, then 
the information 
collected from the 
devices will be 
different from the 
information 
collection when 
wearable 
technology formed 
part of the 
investigation. The 
application of 
smart home 
devices can for 
example give 
information about 
Wi-Fi connections 
at the time of the 
incident, and 
wearable 
technology would 
be able to give 
information about 
heart rates and 
body postures at 
the time of the 
incident. The 
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information 
collected from the 
IoT devices will 
follow a similar 
digital forensic 
investigation, but 
the evidence will 
be contextual 
based on the 
different 
applications.  
 

Forensic State 
Acquisition 
from Internet of 
Things 
(FSAIoT): A 
General 
Framework and 
Practical 
Approach for 
IoT Forensics 
Through IoT 
Device State 
Acquisition 

The paper notes 
that IoT devices 
are not 
developed 
based on 
standards and 
they are 
extremely 
volatile due to 
always being 
connected. The 
paper notes that 
there is 
currently no 
standardized 
operating 
system for IoT 
devices and 
there exist a 
lack of 
standardization 

The paper 
contributes 
greatly 
towards MDs, 
as the paper 
classifies MDs 
as IoT 
devices. 

The paper 
notes that logs 
are the most 
common data 
source used 
for digital 
forensic 
investigations. 

The paper makes 
an enormous 
contribution 
towards IoT digital 
forensics by 
introducing a 
Forensic State 
Acquisition from 
Internet of Things 
(FSAIoT). Their 
model is based on 
the notion of using 
the states of IoT 
devices to gather 
evidence 
surrounding an 
event, rather than 
using system data. 
They used 
controllers to 
connect IoT 

  The paper 
contributes 
toward digital 
forensic 
readiness by 
noting that 
most digital 
forensic 
practitioners 
chase 
historical data, 
rather than 
being able to 
have forensic 
data 
beforehand, 
which 
increases the 
speed of 
forensic  
Investigations. 
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with regards to 
IoT devices. 
 

devices to, which 
then logged the 
state changes of 
devices. They 
based their model 
on state changes 
as IoT historical 
records are limited 
or non-existent. 
Their model also 
requires controllers 
to be forensically 
sound and not alter 
the states of the 
devices. The 
controllers should 
also provide 
reliable logs of 
times and dates of 
events. The 
controller should 
also be able to 
securely store 
collected IoT data. 
The paper 
furthermore states 
that most IoT 
digital forensic 
research is 
theoretical and that 
practical tests are 
limited. The paper 
did however 
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conduct a practical 
test using a 
scenario which 
proved the model 
to be feasible.  
The paper does 
however note that 
the connectivity 
between different 
IoT devices is 
challenging due to 
a lack of 
standardized 
interfaces and that 
the model does not 
give access to 
historical data, as 
the data is 
collected and then 
stored. 

Snap 
Forensics: A 
Tradeoff 
Between 
Ephemeral 
Intelligence 
and Persistent 
Evidence 
Collection 

   The paper 
notes that live 
forensics can 
be challenging 
to implement 
but can be 
highly 
beneficial for 
forensic 
investigations. 
The paper 
notes the need 
for live 

The paper notes 
that live forensics 
may be inevitable 
and vital in digital 
forensics where 
IoT devices is 
involved. The 
paper thus 
contributes greatly 
towards this paper, 
due to noting the 
importance of live 
forensics with 

  The paper 
contributes 
greatly towards 
DFR due to 
noting that 
some 
evidence, such 
as network 
packets, are 
not always 
stored and 
accessible 
when forensic 
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forensics by 
using the 
example of 
network 
packets that 
only live 
temporarily 
and may not 
even be stored 
and accessible 
later in time 
when forensic 
investigations 
take place. 

regards to IoT 
devices as IoT 
devices change 
states 
continuously. 

Investigations 
take place. 
The paper thus 
shows the  
Importance of 
preparing 
systems for 
capturing 
potential 
evidence. 

Standardizing 
Digital 
Evidence 
Storage 

  The paper 
does not 
contribute 
excessively 
towards this 
paper, as the 
paper is only 
concerned with 
the lack of 
standardization 
in digital 
forensic 
formats. 

    

Transferring 
Trusted Logs 
Across 
Vulnerable 
Paths for 
Digital 

  The paper 
contributes 
toward digital 
forensics by 
developing a 
process that 

The process 
introduced by the 
paper can be 
useful in IoT 
forensics as 
evidence can be 
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Forensics can be used to 
guarantee the 
integrity of logs 
transferred 
over insecure 
networks. The 
process 
requires each 
server that 
logs pass 
through to be 
sent to the final 
server. The 
final server 
then compares 
the hash files 
of each server 
along the route 
to determine 
whether or not 
the evidence 
has been 
tampered with. 

transferred across 
unsecure routes. 

Harnessing the 
Power of 
Blockchain 
Technology to 
Solve IoT 
Security & 
Privacy Issues 

The paper 
introduces the 
concept of using 
blockchain 
technology to 
grant access to 
IoT devices. 
The concept 
relies on the 
security of the 

 Blockchain 
technology can 
be used to 
provide 
integrity to 
requests and 
keep a ledger 
of all requests, 
or in 
blockchain 

The blockchain 
can be used to 
secure IoT 
transactions, but it 
is computationally 
intensive and can 
take time to 
compute the 
necessary blocks 
to approve 

  The use of the  
Blockchain can 
be useful for  
DFR as a 
blockchain 
keeps a record 
of all 
transactions 
that took place. 
Each block 
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blockchain 
technology to 
validate 
requests and 
grant access to 
IoT devices. 

terminology, 
transactions. 

transactions. The 
concept developed 
in the paper can 
possible be useful 
in digital forensics 
using IoT devices. 

builds on the 
previous block, 
thus increasing 
the integrity of 
older blocks. 
 

An Improved 
Digital 
Evidence 
Acquisition 
Model for  
the Internet of 
Things 
Forensic I:  
A Theoretical 
Framework 

   The first paper 
contributes greatly 
towards IoT digital 
forensics. The 
paper introduces a 
revised evidence 
acquisition model 
for IoT devices. 
The paper does 
this due to noting 
that most of the 
proposed IoT 
digital forensics 
models are 
premature and 
need verification. 
The model 
proposed in this 
paper is based on 
the notion of 
starting the 
investigation from 
the IoT devices 
that produced the 
last evidence and 
then navigate 
through devices 

 The paper 
introduces a revised 
process that can be 
followed when 
forensics 
investigations are 
faced with IoT 
devices. 
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that interacted with 
the IoT device. 
This limits the 
number of devices 
and nodes in the 
network that needs 
to undergo digital 
forensic 
investigations.[118] 

Internet of 
Things 
Forensics:  
Challenges and 
Approaches 

The paper 
contributes 
towards the IoT 
by noting that 
data generated 
by IoT Devices 
will increase 
significantly. 
 

The paper 
also notes 
that MDs form 
part of the IoT. 

 The paper notes 
that in IoT 
investigations, the 
diverse types of 
devices that need 
to be investigated 
will increase 
significantly.  
The paper also 
notes that there 
will be an 
enormous increase 
in the amount of 
file formats that will 
be used by the 
variety of IoT 
devices. 
The paper notes 
that IoT devices 
cannot always be 
seized for 
investigation (such 
as pacifiers), but 
the next best thing 

The paper 
contributes 
toward the legal 
implication of 
IoT devices in 
forensic 
investigations 
due to noting 
that cases 
where IoT 
devices are 
involved, the 
complexity of 
the cases will 
increase due to 
IoT devices 
sometimes 
travelling 
between 
networks and 
even various 
barriers such as 
different 
countries. Cases 

 The paper  
Contributes 
toward 
DFR by noting 
that DFR 
should not 
encourage 
situations 
where all 
information is 
stored, such as 
personal 
information. 
There should 
be limits to the 
data captured 
beforehand. 
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can be 
investigated, such 
as logs etc. The 
digital forensic 
investigation 
remains the same 
as standard digital 
forensic 
investigations with 
the exception of 
extracting data 
from the next best 
thing. 
 

involving IoT 
devices will also 
face challenges 
due to IoT 
devices being 
used between 
private, personal 
and public 
networks by 
individuals. 
The paper notes 
that legal 
frameworks 
must be 
developed in 
order to allow 
investigators to 
do digital 
forensic 
investigations on 
IoT devices, as 
such devices 
may not be 
traditional 
computing 
devices. Legal 
frameworks 
should also 
allow digital 
forensic 
investigators to 
seize control of 
IoT systems that 
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can cause harm 
to external 
parties, such as 
botnets running 
on IoT devices. 
Owners may 
refuse to turn off 
IoT systems as 
owners can see 
the systems as 
critical. 
Investigators 
may need the 
authority to 
require 
malicious 
systems to be 
turned off and 
legal 
frameworks 
need to be 
developed to 
enable them to 
do so. 

The Forensics 
Edge 
Management 
System:  
A Concept and 
Design   

The paper 
introduces the 
Forensics Edge 
Management 
System (FEMS) 
that aims to 
autonomously 
provide security 
and forensic 

  The paper makes 
a great contribution 
towards IoT digital 
forensics through 
the introduction of 
the FEMS. The 
system provides 
users and digital 
forensic 

 The paper follows 
standardized digital 
forensic 
investigation 
techniques but 
applies the 
techniques toward 
the IoT. 

The FEMS is 
reactive not 
proactive. 
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services within 
an IoT context.  

investigators with 
reports of events 
that occurred as 
well as digital 
forensic 
information as to 
what caused 
events. The FEMS 
follows 
standardized 
forensic 
techniques but 
applies it to the 
IoT. 
The paper notes 
that automated 
forensics will save 
digital forensic 
investigators time 
due to IoT being 
complex.  
The paper further 
notes that forensic 
solutions that do 
not take in to 
account the nature 
of the IoT, will 
eventually become 
too slow to be 
used for the IoT. 
The FEMS will 
ensure that data 
collected will be 
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compressed and 
stored for a period. 
The data collected 
will also be 
mapped onto a 
timeline of events 
and users will be 
alerted of the 
events that 
occurred. The 
FEMS is a reactive 
system. 

Internet of 
Things(IoT) 
Digital Forensic  
Investigation 
Model:  
Top-Down 
Forensic 
Approach 
Methodology 

The paper 
contributes 
towards the IoT 
by noting that 
the main 
challenges 
facing the IoT is 
as follows: there 
is no clear 
approach for 
unique 
identifiers of IoT 
devices, new 
IoT reference 
architectures 
are not being 
developed, the 
exchange of 
sensor 
information is 
difficult in the 

  The paper 
identifies the gap 
in current research 
in IoT digital 
forensics by noting 
that very little 
research has been 
done in IoT digital 
forensics. The 
paper provides a 
good overview of 
the existing IoT 
digital forensic 
models. The Digital 
Forensic 
Investigation 
Model (DFIM) is a 
four-tier model that 
aims to expose 
evidence that is 
hidden. The model 
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heterogeneous 
nature of the 
IoT, trust 
establishment is 
an on-going 
challenge in the 
IoT environment 
and there is a 
lack of large 
scale testing 
and learning 
environments 
for the IoT. 

is however not fit 
for the IoT as the 
IoT relies heavily 
on physical 
evidence. The next 
model is the Hybrid 
model. The Hybrid 
model aims to look 
at both crime 
scene investigation 
and laboratory 
investigation, thus 
physical evidence 
and digital 
evidence. The 
model is however 
very time 
consuming and not 
fit for the IoT due 
to its narrow 
application. 
The next model is 
the 1-2-3 Zones of 
Digital Forensics. 
The 1-2-3 Zones 
model is the most 
applicable to the 
IoT as divides the 
internal network 
into Zone zero, 
zone two as the 
border network 
and zone three as 
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the external 
network. The 
model does 
however lack clear 
information on how 
to conduct digital 
forensic 
investigations. 
The paper 
introduces the IoT 
Based Digital 
Forensic Model. 
The model starts 
with the planning 
of the investigation 
and the obtainment 
of a warrant. 
Investigators must 
then identify the 
medium used to 
communicate with 
the device involved 
in the incident. 
Once the device 
has been located 
all data related to 
the device must be 
obtained. Once the 
data has been 
obtained, 
investigators 
should continue 
with common 
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digital forensic 
investigation 
procedures such 
as chain of 
custody, lab 
analysis, storage 
and reporting. The 
paper does 
however not 
describe the model 
in detail and limited 
information is 
given as to how to 
conduct the steps 
provided. 

A Generic 
Digital Forensic 
Investigation 
Framework for 
Internet of 
Things (IoT) 
 

   The paper 
contributes 
towards IoT digital 
forensics by noting 
that there is no 
accepted digital 
forensic framework 
for IoT 
environments. The 
paper introduces 
the Digital Forensic 
Investigation 
Framework for IoT 
(DFIF-IoT). 
The model 
consists of a 
proactive process, 
IoT forensics and a 

 The paper is based 
on ISO 274043 
which is of great 
advantage to the 
model developed, 
due to the 
knowledge that the 
framework complies 
with set standards.  
The use of ISO 
274043 increases 
the likelihood that 
the evidence gather 
by the IoT devices, 
will be acceptable in 
legal proceedings. 

The paper 
notes that the 
proactive 
process is a 
science. The 
DFR involves 
planning and 
preparing for 
potential IoT 
incidents. 
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reactive process 
which represents 
the forensic 
investigation after 
the occurrence of 
an incident. The 
model is of high 
value to IoT digital 
forensics due to 
the introduction of 
forensic readiness 
which can help 
ensure that 
investigations 
come to 
conclusions much 
faster. 
 

Digital Forensic 
Investigations 
(DFI) using 
Internet of 
Things (IoT) 

The paper made 
no contribution 
as the paper 
used IoT 
devices to 
generate data 
for standard 
forensic 
investigations. 

      

Challenges of  
Connecting  
Edge and 
Cloud  
Computing:  
A Security  

The paper 
contributes 
towards the IoT 
by noting the 
paradigm of fog 
computing. Fog 

   The paper 
mentions 
working parties 
established by 
the European 
Union to 
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and Forensic  
Perspective 

computing 
entails the 
introduction of 
intermediate 
computing 
nodes between 
IoT devices and 
the cloud. The 
fog devices can 
greatly enhance 
the computing 
power of the IoT 
by aggregating 
data before 
sending the 
data to the 
cloud. 

evaluate data 
protection 
issues of the 
IoT. The legal 
requirements 
mentioned in the 
paper only 
concerns user 
consent with 
regards to 
personal data 
collected by the 
IoT. The paper 
merely 
contributes by 
noting that fog 
nodes can 
increase the 
security of users 
by giving users 
more control 
over their data. 

Cloud-Centric 
framework for 
isolating Big 
Data as  
Forensic 
Evidence from 
IoT 
Infrastructures 

The paper 
contributes 
toward the IoT 
by introducing a 
cloud-centric 
framework that 
isolates IoT data 
from cloud 
environments as 
forensic 
evidence. 

 The paper 
notes that 
digital 
forensics does 
not just involve 
the process of 
obtaining 
evidence but 
includes the 
forensic 
analysis of the 

The paper 
contributes 
towards IoT digital 
forensics with the 
introduction of a 
reactive digital 
forensic process 
for obtaining 
forensic evidence 
from the cloud 
environment that 

 The process 
developed in the 
paper relies heavily 
on ISO/IEC 27043 
which is a great 
contribution towards 
standards, as 
ISO27403 defines 
standardized 
processes for the 
preservation of 
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evidence as 
well as the 
presentation of 
the evidence in 
legal 
environments 
such as 
courtrooms. 

was produced by 
IoT devices. The 
solution developed 
by the paper is an 
Agent-Based 
Solution (ABS). 
This entails 
applications 
running on the IoT 
devices to capture 
information about 
events such as IoT 
device state 
changes or 
connections to 
services. The 
agents then 
transfer the data to 
the cloud 
environment in a 
forensically sound 
manner which 
allows for the data 
to be analysed in 
digital forensic 
investigations. 

digital evidence. 
The paper 
furthermore notes 
that there existed no 
standard 
procedures for IoT 
devices and that 
needs to be 
addressed. The 
paper provides a 
standard as 
mentioned earlier to 
address the lack of 
IoT standards. 
The paper also 
notes that 
frameworks cannot 
be easily accepted 
due to the lack of a 
standard for the 
development of IoT 
devices. 

Trust-IoV: A 
Trustworthy 
Forensic 
Investigation 
Framework for 
the Internet of 
Vehicles (IoV) 

The paper 
contributes 
towards the IoT 
by focusing on a 
specific subset 
of IoT devices, 
namely the 

  The paper 
contributes 
towards the IoT by 
introducing the first 
framework 
specifically for 
digital forensics 

  The paper 
contributes 
Towards DFR 
due to storing 
all interactions 
in a trusted 
and secure 
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Internet of 
Vehicles (IoV). 

with regards to the 
IoV. The model 
proposed in the 
paper aims to be 
tamper proof and 
store evidence in a 
trustworthy 
manner. 
The model is 
based on the 
notion of a 
Forensic Header 
Handler that 
requires all 
interactions to be 
sent through the 
Forensic Header 
Handler. All 
interactions is 
signed and stored 
in a database with 
a read only API. 
Evidence is 
published in a 
secure blockchain 
so as to ensure the 
integrity of 
interactions. 

manner. 
The model 
also makes 
use of a 
blockchain to 
store 
interactions in 
a secure 
manner so as 
to increase the 
trustworthiness 
of information 
that can be 
used in later 
digital forensic 
Investigations. 

How an IoT-
Enabled “Smart  
Refrigerator” 
Can Play a 
Clandestine 

The paper 
contributes 
towards the IoT 
by providing an 
example of how 

The paper 
also sees 
MDs as part of 
the IoT. 

 The paper 
contributes to IoT 
digital forensics by 
introducing a 
proactive digital 

 The paper 
contributes towards 
processes and 
standards by noting 
the gap in the 

The paper 
contributes to 
DFR by 
proactively 
preventing  
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Role  
in Perpetuating 
Cyber-Crime 

IoT devices can 
be used to 
launch further 
attacks on other 
systems, once 
said IoT devices 
have been 
hacked and 
used as 
intermediaries in 
cyberattacks. 
The paper 
contributes 
towards the IoT 
by highlighting 
the fact that 
some known 
vulnerabilities 
exist in the IoT 
and that more 
efforts should 
be made to 
secure IoT 
devices. 

forensics model 
that filters 
communication 
which aims to 
detect vulnerable 
points in IoT smart 
home devices. The 
model introduced 
in this paper is the 
Smart Refrigerator 
Crime Propagation 
Model.  
The model 
mentions possible 
countermeasures 
that can help to 
secure IoT 
devices. The 
countermeasures 
include: DFR, 
intrusion detection 
systems, Multi-
factor 
authentication, the 
use of various 
passwords, data 
encryption and 
best practices such 
as only sharing a 
minimal amount of 
information.  
The paper 
furthermore 

amount of available 
processes that aims 
to secure IoT 
devices. 

IoT-based 
digital crimes. 
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contributes 
towards IoT digital 
forensics by 
indicating the need 
for IoT digital 
forensic systems 
that makes use of 
the 
countermeasures 
mentioned. The 
paper is thus a 
high-level 
approach to 
prevent 
cybercrimes taking 
place due to the 
exploitation of IoT 
devices. 

Potential 
Forensic 
Analysis of IoT 
Data 

The paper 
contributes 
towards the IoT 
by noting 
several 
examples of IoT 
devices and 
their underlying 
technologies, 
such as the 
Amazon Echo. 

  The paper 
contributes to the 
IoT digital 
forensics by noting 
that home routers 
are placed in zone 
2 (mentioned 
earlier) and 
therefore routers 
have access to all 
network traffic 
between all IoT 
devices in the 
home network, and 
the internet. The 

The paper 
makes a great 
contribution 
towards the use 
of IoT devices in 
legal 
proceedings. 
The paper 
provides an 
example of a 
murder case in 
2017 where the 
data from a 
smart heater 
provided 

The paper notes 
that there is 
currently a lack of 
techniques for 
extracting digital 
evidence from IoT 
devices. 

The paper 
contributes 
towards DFR 
by noting that 
certain devices 
such as 
routers can be 
used to log 
information in 
order to aid 
with forensic 
investigations. 
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router in zone two 
is therefore a great 
candidate for IoT 
evidence 
gathering.  
The paper notes 
that there exists an 
abundance of 
research 
possibilities in IoT 
digital forensics. 

evidence into 
excessive hot 
water being 
used to clean 
the crime scene. 
The case 
provides an 
example as to 
how IoT devices 
can provide 
deeper insight 
into criminal 
investigations 
and not just 
cybercrimes. 

Enhancing the 
Security of IOT 
in Forensics 

The paper notes 
that the IoT 
needs to be 
secured more 
effectively in 
order to 
enhance the 
working of IoT 
digital forensics. 

    The paper notes 
that portable 
criminology needs 
to be enhanced in 
order to augment 
IoT digital forensics. 

 

Secure 
Customer Data 
over 
Cloud Forensic 
Reconstruction 

No contribution 
apart from 
noting that IoT 
devices can 
generate a 
significant 
amount of data 
that can lead to 
big data in the 
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cloud 
environment. 

IoT Forensics: 
Challenges For 
The IoA Era 

The paper 
makes an 
interesting 
contribution 
towards the IoT 
by naming the 
IoT, the Internet 
of Anything 
(IoA). The paper 
goes to show 
how many 
possibilities of 
IoT devices 
exist. 

  The paper 
highlights the 
existence of 
procedures for 
digital forensic 
investigations in 
computers, hard 
drives and mobile 
phones, but not for 
IoT devices. 

 The paper highlights 
the ever-increasing 
number of devices 
that can be of 
forensic interest, 
due to the dawn of 
the IoT. 
The paper notes 
that standards for 
IoT digital forensics 
should have the 
same objectives as 
physical crime 
scenes: identifying 
the crime that took 
place, analysing the 
evidence available 
and then to identify 
the parties involved 
in the crime. The 
paper notes that 
objects of interest 
may not always be 
available or 
accessible which 
can be challenging 
for IoT digital 
forensic 
investigations. The 
paper notes that 
cloud investigations 
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will become 
important as IoT 
devices most likely 
stores data in the 
cloud. 
The paper identifies 
three sources of IoT 
digital forensic 
evidence: evidence 
on the smart 
devices, evidence 
collected from 
hardware and 
software that 
provide a 
connection with IoT 
devices such as 
firewalls and then 
finally hardware and 
software outside the 
network of 
investigation such 
as cloud services 
and even Internet 
Service Providers. 
The paper makes 
an interesting 
contribution by 
stating that the 
traditional search 
and seizure 
procedures are 
impractical due to 
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the data being 
stored in the cloud. 

Internet of 
Things  
Forensics 

The paper 
contributes 
towards the IoT 
by noting the 
complexity of 
the underlying 
infrastructure of 
IoT devices. 

  The paper 
mentions the 
already discussed 
Next Best Thing 
model, the Last on 
Scene Model, 
Forensic Aware 
IoT Model and the 
Digital Forensic 
Investigation 
Framework for IoT 
model that will be 
evaluated further in 
this paper. The 
paper contributes 
to the processes 
by noting that the 
FAIoT and the LoS 
model is yet to be 
tested in practical 
environments. 

The paper 
mentions the 
value of IoT 
devices in legal 
cases and 
mentions that 
IoT wearable 
devices have 
already aided in 
cases where 
personal injury 
or murder took 
place. 
The paper 
furthermore 
contributes 
towards the 
legal 
implications of 
IoT digital 
forensic cases 
by noting that 
IoT devices 
introduces a 
new level of 
complexity with 
regards to 
cross-border 
jurisdictional 
issues as IoT 
devices can 

The paper 
contributes towards 
the IoT digital 
forensics by noting 
several challenges 
with regards to IoT 
digital forensics: 
uncertainty about 
the location of 
stored data, how 
data is stored and 
what attributes 
about data are 
stored. The next 
challenge is the 
difficulty in 
maintaining chain of 
custody over IoT 
generated evidence. 
Another identified 
challenge is that of 
the lack of 
applicableness of 
current digital 
forensic techniques 
on IoT devices. The 
final challenge 
identified is that of 
diverse types of 
storage and file 
formats used in IoT 

The paper 
Contributes 
Towards 
DFR by noting  
That there 
exists a need 
for secure real 
time evidence 
storage 
repositories. 
The paper 
however notes 
that how this 
can be 
achieved is still 
an on-going 
issue. 
The paper also 
notes that 
there exist 
teams that aim 
to enhance the 
security of the 
IoT, such as 
the 
US IoT 
Cybersecurity 
Improvement 
Act (2017). 
Improved 
security does 
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store and 
transfer data 
over a variety of 
logical and 
physical 
borders. 

devices. 
The paper notes 
that automation of 
the IoT digital 
forensic process 
can be greatly 
beneficial to the 
digital forensic 
environment by 
ensuring effective 
gathering and 
analysis of forensic 
evidence as well as 
ensuring the 
repeatability of the 
process. 

however not 
necessarily 
improve DFR. 
The paper also 
notes that 
trusted 
repositories 
may lack the 
ability to 
intelligently 
analyse the 
data stored as 
the collected 
data will be 
made up of 
different 
formats and 
granularity 
levels, due to 
the lack of 
standards. 

Digital 
forensics: the  
missing piece 
of the  
Internet of 
Things promise 

 The paper 
contributes 
towards MDs 
in relation to 
this paper by 
noting that 
even 
investigations 
into MDs are 
challenging 
due to 
investigators 

 The paper 
contributes 
towards IoT digital 
forensics by noting 
that IoT digital 
forensics can be 
challenging due to 
the data related to 
incidents residing 
on a multitude of 
possible locations 
such as on the 

The paper notes 
that device 
manufacturers 
should be aware 
of the possibility 
that their 
devices might 
be at the centre 
of digital 
forensic 
investigations. 
Device 

The paper notes 
that there currently 
does not exist any 
standard that can 
be followed in order 
to retrieve data from 
IoT devices due to 
the occurrence of 
cyber-events. 
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struggling to 
gain access to 
tools that 
supports the 
latest device 
types, 
encryption 
capabilities 
and 
advancements 
in mobile 
operating 
systems, such 
as embedded 
devices and 
wearable tech. 

device or even in 
the cloud. 

manufacturers 
should thus be 
able to provide 
statements as to 
how data can be 
extracted from 
the device; 
otherwise they 
should be able 
to provide 
reasons as to 
why that data 
cannot be 
extracted from 
the devices. 

Digital forensic 
approaches for 
Amazon Alexa 
ecosystem 

   The paper 
contributes 
towards IoT digital 
forensics by 
conducting an 
experiment 
specifically on the 
Amazon Alexa 
smart home 
system. The paper 
discovered that the 
Amazon system 
does not yet 
support native API 
access to the 
public, but they 
made use of 
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unofficial API’s to 
gain access to the 
data generated 
and received by 
the Amazon Echo 
Smart home 
device. The paper 
concludes that 
API’s that integrate 
with IoT devices 
can be highly 
beneficial for digital 
forensic 
investigations. The 
also concluded 
that the provision 
of timestamps with 
the data generated 
by the API’s is of 
extreme value to 
creating timelines 
of events. 

LElA: The Live 
Evidence 
Information 
Aggregator 

  The paper 
contributes 
towards digital 
forensics by 
developing the 
LEIA modal to 
deal with the 
large scale of 
data that digital 
forensic 
investigators 
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will be facing. 
The paper 
argues that 
one of the 
sources of 
such copious 
amounts of 
data, is the 
increasing 
adoption of the 
IoT. 
The modal 
introduced in 
the paper is a 
Host-based 
Hypervisor 
(HbH), Peer-
to-peer 
Distribution 
Architecture 
(P2P-da), 
Cloud-based 
Backend 
(CBB) with a 
law 
enforcement 
controller 
(LEC). The 
HbH is a 
secure 
virtualization 
operating 
system 
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monitoring the 
operating 
system for 
intrusions. 
HbH 
communicate 
over P2P-Da 
to inform other 
HbH of issues 
in order to 
counter 
vulnerabilities. 
The CBB 
checks 
uploaded 
hashes of 
system files 
with the trusted 
hashes of 
system files. 

Lightweight 
Forensics 
Application: 
Lightweight  
Approach to 
Securing 
Mobile Devices 

 The paper 
introduces the 
LFA to 
enhance the 
security of 
MDs, but it 
can also be 
used in the 
IoT 
environment. 

 The LFA 
contributes 
towards the IoT 
digital forensics as 
it is designed to be 
able to function in 
the IoT 
environment as 
well.  
The model 
consists of the LFA 
the runs on the 
devices, a Central 
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Security Manager 
(CSM) that is 
connected to the 
network and a 
collaborative 
component (Col) 
that operates 
between the 
devices in the 
network. 
The LFA is 
lightweight and 
collects forensic-
valuable data and 
sends it to the 
CSM. The CSM 
requires 
processing power 
to analyse data 
collected from the 
devices and 
provide reports. 
The CSM also 
operated 
automatically. The 
Col enables the 
same device to 
operate differently 
in different 
networks. 
Example: more 
freedom in home 
networks but 
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restricted in work 
environments. 

A Methodology 
for Privacy-
Aware IoT-
Forensics 

   The paper 
contributes 
towards IoT digital 
forensics by 
introducing 
PRoFIT which is 
an IoT-forensics 
model that takes 
privacy into 
consideration 
based on 
ISO29100. The 
paper ensures that 
the user is aware 
of data collection 
and that the user 
can consent to it. 
The intent for the 
data collection 
must be specified, 
only the minimum 
required 
information may be 
collected, and the 
data must remain 
safe until deletion 
after the 
investigation. The 
model is based on 
software installed 
on the IoT devices 

 The model is based 
on ISO29100 which 
is of significant 
importance for user 
privacy. 
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which facilitates 
the requirements 
specified in the 
ISO standard. 
The paper notes 
the lack of IoT-
specific digital 
forensic models. 
 

The Future of 
Digital 
Forensics: 
Challenges and 
the Road 
Ahead 

The paper 
contributes 
towards the IoT 
by noting that 
IoT devices can 
be targeted by 
cyberattackers 
and turned into 
“zombies” that 
can be used to 
launch attacks 
on other 
systems. The 
sheer amount of 
IoT devices can 
cause great 
havoc if they are 
turned into 
“zombies”. 

 The paper 
contributes 
towards digital 
forensics by 
noting several 
challenges 
facing digital 
forensics. 
Some of the 
challenges 
relevant to this 
paper include 
the increase in 
the 
heterogeneity 
of devices that 
need to be 
imaged, as 
well as the 
increase in use 
of 
cryptography 
in devices. 

The paper 
contributes 
towards IoT digital 
forensics by noting 
that IoT devices do 
not only provide 
information about 
the digital world, 
but also the 
physical world as 
IoT sensors detect 
and react upon 
changes in the 
physical 
environment. 
Furthermore, the 
paper notes 
several challenges 
facing IoT digital 
forensics, such as 
restricted 
resources in IoT 
devices causing 
lack of persistent 

 The paper notes the 
need for standard 
file formats in order 
to assist digital 
forensic 
investigations to 
take place faster. 
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recording, different 
proprietary 
interfaces to IoT 
devices and 
reduced energy in 
devices causing 
incomplete data. 

A New Digital 
Forensics 
Model of Smart 
City Automated 
Vehicles 

The paper 
extends the IoT 
by noting the 
importance of 
Vehicles as part 
of the IoT 
device list. 

 The paper 
introduces a 
DF model for 
the 
investigation of 
Autonomous 
Automated 
Vehicles (AAV) 

The paper notes 
the need for 
forensically sound 
evidence from IoT 
vehicles, as the 
data from these 
vehicles can lead 
to court cases 
where accidents 
occurred.  

 The paper notes the 
lack of a standard 
and procedures 
when dealing with 
digital evidence 
from vehicles. 

 

DROP (Drone 
Open-source 
Parser) your 
drone: Forensic 
analysis of the 
DJI Phantom III 

The paper 
contributes 
toward the IoT 
by noting that 
drones form part 
of IoT devices 

 The paper 
introduces a 
process for 
investigating a 
case which 
involved a 
drone. This is 
a rather unique 
case for DF, 
but drones are 
becoming 
increasingly 
part of society 
and the paper 
noted several 
examples 

The paper 
introduces a tool 
that can be used to 
parse DAT files 
from the DJI 
drones into a 
forensically sound 
manner. 
The paper notes 
the need for further 
research with 
regards to drones 
and evidence 
extraction from the 
drones. 

The paper notes 
the possible 
increase in the 
amount of legal 
cases where 
drones can be 
involved and 
notes the need 
for processes 
dealing with 
evidence in such 
cases. 

The paper 
introduces 
procedures that can 
be used by 
examiners to 
investigate cases 
where DJI drones 
are involved. 
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where drones 
have already 
been used for 
malicious 
activities. 

IoT Forensic: 
Bridging the 
Challenges in 
Digital Forensic 
and the 
Internet of 
Things 

   The paper notes 
the existence of 
DF models, but 
notes the lack of 
models applicable 
to the IoT. 
The paper notes 
the importance of 
real-time forensics 
where suspicious 
traffic or events 
trigger the forensic 
phase. 

  The paper 
notes the need 
for readiness 
for DF 
investigations. 
The paper 
presents DFR 
as preparing 
management 
aspects, such 
as 
investigation 
strategies, 
preparing the 
tools and 
infrastructure 
to support the 
investigations 
as well as 
obtaining 
authorization 
for 
investigations. 
The paper also 
notes technical 
readiness to 
ensure that 
only relevant 
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devices form 
part of the 
investigation. 
The paper 
makes 
interesting 
contributions 
towards DFR, 
but not in a 
manner of 
systems to 
retrieve the 
data from the 
devices. 

A review of 
digital forensic 
challenges in 
the Internet of 
Things (IoT) 

The paper 
contributes 
towards the IoT 
by including 
MDs as well as 
the cloud in the 
scope of IoT 
devices 

The paper 
contributes 
towards MDs 
by seeing 
MDs as part of 
the IoT. 

 The paper 
contributes 
towards IoT DF by 
noting that several 
digital forensic 
models exist, but 
that they are 
unable to extract 
evidence reliably 
and timely from IoT 
devices. The paper 
thus notes the 
need for models 
that can ensure the 
detection and 
analysis of attacks 
in the IoT as soon 
as the attacks take 
place.  
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The paper 
furthermore notes 
the relevance 
between the cloud 
and IoT devices 
and also views the 
cloud as a valid 
source of evidence 
for IoT devices. 
The paper also 
evaluates several 
of the other papers 
evaluated in this 
paper but notes 
that they are not 
yet sufficient. 

Adding Digital 
Forensic 
Readiness as a 
Security 
Component to 
the IoT Domain 

     The architecture 
presented in the 
paper is based on 
ISO 27043 which is 
an accepted 
standard, thus the 
paper is based on 
accepted standards.  

The paper 
makes a 
significant 
contribution 
towards DFR 
by introducing 
architecture for 
IoT DFR. The 
architecture 
also complies 
with ISO 
27043. The 
architecture 
helps 
maximize the 
potential use of 
evidence. 
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The 
architecture 
makes use of 
IoT sensor 
monitoring 
where sensor 
data can be 
transmitted to 
a centre for 
incident 
analysis. 
Packets sent 
to and from IoT 
devices can 
also be 
monitored. Log 
analysis also 
forms part of 
the 
architecture 

Functional 
Requirements 
for Adding 
Digital Forensic 
Readiness as a 
Security 
Component in 
IoT 
Environments 

     The paper 
introduces several 
processes that are 
based on ISO 
27043, which is an 
accepted 
international 
standard. 

The paper 
extends on the 
previous paper 
by the same 
authors 
(discussed in 
the previous 
row in the 
table), by 
adding 
functional 
requirements. 
The paper is a 
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huge 
contribution 
towards DFR 
in the IoT, due 
to providing 
the first paper 
that addresses 
DFR, rather 
than just 
introducing 
reactive 
forensic 
processes. 
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APPENDIX B – Performance testing tables 

Performance metrics 

Several performance metrics were collected during the various steps of the simulation of 

DFR for IoT. The metrics were collected by Zabbix before they were exported to Excel 

documents. The Excel documents were then used to generate graphs for the performance 

metrics. The graphs can be found in the next appendix of this dissertation. Due to space 

constraints, only one of the metrics is listed in tables in this chapter. The full analysis of 

performance metrics exists in the form of graphs in the next appendix of this dissertation. 

The tables present in this appendix is the amount of context switches per second for the 

VMs and the Raspberry Pi’s during Step 1 of the simulation For DFR in IoT. 

Linuxlite1: Context 
switches per second 

7/22/201
9 21:00 52.2   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 21:00 

189.
2 

linuxlitevm2: Context 
switches per second 

7/22/201
9 21:00 38   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 21:00 193 

linuxlitevm3: Context 
switches per second 

7/22/201
9 21:00 52.4   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 21:05 

174.
6 

Linuxlite1: Context 
switches per second 

7/22/201
9 21:05 51.6   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 21:05 

178.
6 

linuxlitevm2: Context 
switches per second 

7/22/201
9 21:05 36.4   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 21:10 175 

linuxlitevm3: Context 
switches per second 

7/22/201
9 21:05 50.8   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 21:10 

178.
8 

Linuxlite1: Context 
switches per second 

7/22/201
9 21:10 51   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 21:15 

173.
2 

linuxlitevm2: Context 
switches per second 

7/22/201
9 21:10 36.6   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 21:15 

178.
4 

linuxlitevm3: Context 
switches per second 

7/22/201
9 21:10 51.6   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 21:20 

171.
4 

Linuxlite1: Context 
switches per second 

7/22/201
9 21:15 50.8   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 21:20 

175.
8 

linuxlitevm2: Context 
switches per second 

7/22/201
9 21:15 36   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 21:25 170 

linuxlitevm3: Context 
switches per second 

7/22/201
9 21:15 50.6   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 21:25 

174.
8 

Linuxlite1: Context 
switches per second 

7/22/201
9 21:20 51.8   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 21:30 

171.
2 

linuxlitevm2: Context 
switches per second 

7/22/201
9 21:20 35.8   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 21:30 

173.
2 

linuxlitevm3: Context 
switches per second 

7/22/201
9 21:20 50.6   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 21:35 

174.
8 

Linuxlite1: Context 
switches per second 

7/22/201
9 21:25 50.6   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 21:35 

172.
8 

linuxlitevm2: Context 
switches per second 

7/22/201
9 21:25 36   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 21:40 

173.
8 
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linuxlitevm3: Context 
switches per second 

7/22/201
9 21:25 50   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 21:40 

177.
2 

Linuxlite1: Context 
switches per second 

7/22/201
9 21:30 51   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 21:45 

170.
6 

linuxlitevm2: Context 
switches per second 

7/22/201
9 21:30 35.8   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 21:45 

174.
4 

linuxlitevm3: Context 
switches per second 

7/22/201
9 21:30 50.8   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 21:50 

169.
2 

Linuxlite1: Context 
switches per second 

7/22/201
9 21:35 50.4   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 21:50 

180.
4 

linuxlitevm2: Context 
switches per second 

7/22/201
9 21:35 36   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 21:55 

168.
2 

linuxlitevm3: Context 
switches per second 

7/22/201
9 21:35 50   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 21:55 

180.
8 

Linuxlite1: Context 
switches per second 

7/22/201
9 21:40 51   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 22:00 

171.
8 

linuxlitevm2: Context 
switches per second 

7/22/201
9 21:40 36.4   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 22:00 

180.
8 

linuxlitevm3: Context 
switches per second 

7/22/201
9 21:40 50.6   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 22:05 

167.
4 

Linuxlite1: Context 
switches per second 

7/22/201
9 21:45 51   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 22:05 

171.
4 

linuxlitevm2: Context 
switches per second 

7/22/201
9 21:45 36.6   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 22:10 

169.
8 

linuxlitevm3: Context 
switches per second 

7/22/201
9 21:45 51.2   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 22:10 180 

Linuxlite1: Context 
switches per second 

7/22/201
9 21:50 50.4   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 22:15 

175.
2 

linuxlitevm2: Context 
switches per second 

7/22/201
9 21:50 36.4   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 22:15 

181.
4 

linuxlitevm3: Context 
switches per second 

7/22/201
9 21:50 50.8   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 22:20 

177.
4 

Linuxlite1: Context 
switches per second 

7/22/201
9 21:55 51.6   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 22:20 

178.
6 

linuxlitevm2: Context 
switches per second 

7/22/201
9 21:55 36.8   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 22:25 

172.
8 

linuxlitevm3: Context 
switches per second 

7/22/201
9 21:55 50.4   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 22:25 

174.
8 

Linuxlite1: Context 
switches per second 

7/22/201
9 22:00 51.8   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 22:30 173 

linuxlitevm2: Context 
switches per second 

7/22/201
9 22:00 36.8   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 22:30 

176.
4 

linuxlitevm3: Context 
switches per second 

7/22/201
9 22:00 51.4   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 22:35 

172.
2 

Linuxlite1: Context 
switches per second 

7/22/201
9 22:05 50.4   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 22:35 

172.
8 

linuxlitevm2: Context 
switches per second 

7/22/201
9 22:05 35.8   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 22:40 

172.
6 

linuxlitevm3: Context 
switches per second 

7/22/201
9 22:05 49.8   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 22:40 

168.
2 

Linuxlite1: Context 7/22/201 50.6   Raspberry pi 1: Context 7/22/201 182.
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switches per second 9 22:10 switches per second 9 22:45 6 

linuxlitevm2: Context 
switches per second 

7/22/201
9 22:10 36.2   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 22:45 

178.
6 

linuxlitevm3: Context 
switches per second 

7/22/201
9 22:10 50.6   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 22:50 

174.
2 

Linuxlite1: Context 
switches per second 

7/22/201
9 22:15 50.2   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 22:50 

170.
8 

linuxlitevm2: Context 
switches per second 

7/22/201
9 22:15 35.8   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 22:55 

172.
2 

linuxlitevm3: Context 
switches per second 

7/22/201
9 22:15 50.8   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 22:55 169 

Linuxlite1: Context 
switches per second 

7/22/201
9 22:20 50.4   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 23:00 

180.
8 

linuxlitevm2: Context 
switches per second 

7/22/201
9 22:20 35.8   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 23:00 

178.
2 

linuxlitevm3: Context 
switches per second 

7/22/201
9 22:20 50.2   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 23:05 

174.
2 

Linuxlite1: Context 
switches per second 

7/22/201
9 22:25 50.4   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 23:05 

168.
6 

linuxlitevm2: Context 
switches per second 

7/22/201
9 22:25 35   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 23:10 177 

linuxlitevm3: Context 
switches per second 

7/22/201
9 22:25 49.8   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 23:10 

171.
4 

Linuxlite1: Context 
switches per second 

7/22/201
9 22:30 50.2   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 23:15 

179.
2 

linuxlitevm2: Context 
switches per second 

7/22/201
9 22:30 35.6   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 23:15 174 

linuxlitevm3: Context 
switches per second 

7/22/201
9 22:30 50   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 23:20 174 

Linuxlite1: Context 
switches per second 

7/22/201
9 22:35 50   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 23:20 

172.
4 

linuxlitevm2: Context 
switches per second 

7/22/201
9 22:35 36.2   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 23:25 

175.
6 

linuxlitevm3: Context 
switches per second 

7/22/201
9 22:35 50   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 23:25 171 

Linuxlite1: Context 
switches per second 

7/22/201
9 22:40 50   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 23:30 

176.
4 

linuxlitevm2: Context 
switches per second 

7/22/201
9 22:40 35.8   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 23:30 

179.
2 

linuxlitevm3: Context 
switches per second 

7/22/201
9 22:40 49.8   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 23:35 

169.
8 

Linuxlite1: Context 
switches per second 

7/22/201
9 22:45 51.4   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 23:35 

174.
8 

linuxlitevm2: Context 
switches per second 

7/22/201
9 22:45 36.8   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 23:40 171 

linuxlitevm3: Context 
switches per second 

7/22/201
9 22:45 50.4   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 23:40 

176.
6 

Linuxlite1: Context 
switches per second 

7/22/201
9 22:50 50.2   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 23:45 170 

linuxlitevm2: Context 
switches per second 

7/22/201
9 22:50 36.2   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 23:45 

175.
8 
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linuxlitevm3: Context 
switches per second 

7/22/201
9 22:50 49.8   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 23:50 

175.
6 

Linuxlite1: Context 
switches per second 

7/22/201
9 22:55 51   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 23:50 

174.
2 

linuxlitevm2: Context 
switches per second 

7/22/201
9 22:55 35.8   

Raspberry pi 1: Context 
switches per second 

7/22/201
9 23:55 

174.
8 

linuxlitevm3: Context 
switches per second 

7/22/201
9 22:55 50.2   

Raspberry pi 2: Context 
switches per second 

7/22/201
9 23:55 173 

Linuxlite1: Context 
switches per second 

7/22/201
9 23:00 50.8   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 0:00 

176.
4 

linuxlitevm2: Context 
switches per second 

7/22/201
9 23:00 37.2   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 0:00 

179.
8 

linuxlitevm3: Context 
switches per second 

7/22/201
9 23:00 51.4   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 0:05 

168.
8 

Linuxlite1: Context 
switches per second 

7/22/201
9 23:05 50.6   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 0:05 

168.
8 

linuxlitevm2: Context 
switches per second 

7/22/201
9 23:05 35.6   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 0:10 

174.
8 

linuxlitevm3: Context 
switches per second 

7/22/201
9 23:05 50   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 0:10 

167.
8 

Linuxlite1: Context 
switches per second 

7/22/201
9 23:10 50.2   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 0:15 

171.
2 

linuxlitevm2: Context 
switches per second 

7/22/201
9 23:10 35.8   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 0:15 174 

linuxlitevm3: Context 
switches per second 

7/22/201
9 23:10 51.2   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 0:20 

171.
4 

Linuxlite1: Context 
switches per second 

7/22/201
9 23:15 50.4   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 0:20 

168.
4 

linuxlitevm2: Context 
switches per second 

7/22/201
9 23:15 36.2   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 0:25 173 

linuxlitevm3: Context 
switches per second 

7/22/201
9 23:15 50.2   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 0:25 

168.
6 

Linuxlite1: Context 
switches per second 

7/22/201
9 23:20 49.8   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 0:30 

170.
2 

linuxlitevm2: Context 
switches per second 

7/22/201
9 23:20 35.6   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 0:30 170 

linuxlitevm3: Context 
switches per second 

7/22/201
9 23:20 50.4   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 0:35 168 

Linuxlite1: Context 
switches per second 

7/22/201
9 23:25 50.8   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 0:35 170 

linuxlitevm2: Context 
switches per second 

7/22/201
9 23:25 36   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 0:40 

170.
6 

linuxlitevm3: Context 
switches per second 

7/22/201
9 23:25 50.6   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 0:40 

169.
6 

Linuxlite1: Context 
switches per second 

7/22/201
9 23:30 50.6   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 0:45 

170.
6 

linuxlitevm2: Context 
switches per second 

7/22/201
9 23:30 36   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 0:45 

171.
4 

linuxlitevm3: Context 
switches per second 

7/22/201
9 23:30 51   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 0:50 

170.
8 

Linuxlite1: Context 7/22/201 50.6   Raspberry pi 2: Context 7/23/201 166.
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switches per second 9 23:35 switches per second 9 0:50 4 

linuxlitevm2: Context 
switches per second 

7/22/201
9 23:35 35.6   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 0:55 169 

linuxlitevm3: Context 
switches per second 

7/22/201
9 23:35 50.2   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 0:55 

166.
2 

Linuxlite1: Context 
switches per second 

7/22/201
9 23:40 50.4   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 1:00 

175.
8 

linuxlitevm2: Context 
switches per second 

7/22/201
9 23:40 35.4   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 1:00 

175.
6 

linuxlitevm3: Context 
switches per second 

7/22/201
9 23:40 50   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 1:05 

170.
4 

Linuxlite1: Context 
switches per second 

7/22/201
9 23:45 49.8   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 1:05 

173.
4 

linuxlitevm2: Context 
switches per second 

7/22/201
9 23:45 36   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 1:10 

166.
4 

linuxlitevm3: Context 
switches per second 

7/22/201
9 23:45 50.2   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 1:10 

167.
4 

Linuxlite1: Context 
switches per second 

7/22/201
9 23:50 50.2   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 1:15 

182.
8 

linuxlitevm2: Context 
switches per second 

7/22/201
9 23:50 36   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 1:15 

183.
6 

linuxlitevm3: Context 
switches per second 

7/22/201
9 23:50 50   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 1:20 

170.
4 

Linuxlite1: Context 
switches per second 

7/22/201
9 23:55 51.4   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 1:20 

171.
2 

linuxlitevm2: Context 
switches per second 

7/22/201
9 23:55 36.2   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 1:25 

173.
8 

linuxlitevm3: Context 
switches per second 

7/22/201
9 23:55 

309.
2   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 1:25 

169.
2 

Linuxlite1: Context 
switches per second 

7/23/201
9 0:00 50.6   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 1:30 

174.
2 

linuxlitevm2: Context 
switches per second 

7/23/201
9 0:00 36.6   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 1:30 

171.
8 

linuxlitevm3: Context 
switches per second 

7/23/201
9 0:00 52.8   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 1:35 171 

Linuxlite1: Context 
switches per second 

7/23/201
9 0:05 49.6   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 1:35 

165.
6 

linuxlitevm2: Context 
switches per second 

7/23/201
9 0:05 35.6   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 1:40 170 

linuxlitevm3: Context 
switches per second 

7/23/201
9 0:05 50.4   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 1:40 

166.
6 

Linuxlite1: Context 
switches per second 

7/23/201
9 0:10 50.2   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 1:45 

168.
4 

linuxlitevm2: Context 
switches per second 

7/23/201
9 0:10 35.8   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 1:45 168 

linuxlitevm3: Context 
switches per second 

7/23/201
9 0:10 49.8   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 1:50 

172.
8 

Linuxlite1: Context 
switches per second 

7/23/201
9 0:15 51.4   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 1:50 

167.
6 

linuxlitevm2: Context 
switches per second 

7/23/201
9 0:15 36   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 1:55 

167.
2 
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linuxlitevm3: Context 
switches per second 

7/23/201
9 0:15 

119.
4   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 1:55 

166.
8 

Linuxlite1: Context 
switches per second 

7/23/201
9 0:20 51   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 2:00 

174.
2 

linuxlitevm2: Context 
switches per second 

7/23/201
9 0:20 36.2   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 2:00 

179.
8 

linuxlitevm3: Context 
switches per second 

7/23/201
9 0:20 67.4   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 2:05 

169.
6 

Linuxlite1: Context 
switches per second 

7/23/201
9 0:25 50.6   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 2:05 

171.
4 

linuxlitevm2: Context 
switches per second 

7/23/201
9 0:25 35.2   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 2:10 

170.
4 

linuxlitevm3: Context 
switches per second 

7/23/201
9 0:25 49.8   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 2:10 170 

Linuxlite1: Context 
switches per second 

7/23/201
9 0:30 50.8   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 2:15 

172.
4 

linuxlitevm2: Context 
switches per second 

7/23/201
9 0:30 35.4   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 2:15 

171.
2 

linuxlitevm3: Context 
switches per second 

7/23/201
9 0:30 51   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 2:20 

168.
2 

Linuxlite1: Context 
switches per second 

7/23/201
9 0:35 49.8   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 2:20 

167.
6 

linuxlitevm2: Context 
switches per second 

7/23/201
9 0:35 35.2   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 2:25 171 

linuxlitevm3: Context 
switches per second 

7/23/201
9 0:35 49.8   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 2:25 

170.
6 

Linuxlite1: Context 
switches per second 

7/23/201
9 0:40 50.2   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 2:30 170 

linuxlitevm2: Context 
switches per second 

7/23/201
9 0:40 34.6   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 2:30 

172.
6 

linuxlitevm3: Context 
switches per second 

7/23/201
9 0:40 50.4   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 2:35 

169.
2 

Linuxlite1: Context 
switches per second 

7/23/201
9 0:45 51   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 2:35 

170.
2 

linuxlitevm2: Context 
switches per second 

7/23/201
9 0:45 35   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 2:40 

171.
8 

linuxlitevm3: Context 
switches per second 

7/23/201
9 0:45 50.2   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 2:40 

167.
4 

Linuxlite1: Context 
switches per second 

7/23/201
9 0:50 50.2   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 2:45 

171.
6 

linuxlitevm2: Context 
switches per second 

7/23/201
9 0:50 35   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 2:45 

175.
4 

linuxlitevm3: Context 
switches per second 

7/23/201
9 0:50 50   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 2:50 

167.
6 

Linuxlite1: Context 
switches per second 

7/23/201
9 0:55 50.4   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 2:50 173 

linuxlitevm2: Context 
switches per second 

7/23/201
9 0:55 35.6   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 2:55 170 

linuxlitevm3: Context 
switches per second 

7/23/201
9 0:55 49.8   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 2:55 

168.
4 

Linuxlite1: Context 7/23/201 51.4   Raspberry pi 1: Context 7/23/201 176.
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switches per second 9 1:00 switches per second 9 3:00 2 

linuxlitevm2: Context 
switches per second 

7/23/201
9 1:00 36.6   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 3:00 167 

linuxlitevm3: Context 
switches per second 

7/23/201
9 1:00 50.8   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 3:05 

170.
4 

Linuxlite1: Context 
switches per second 

7/23/201
9 1:05 50.4   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 3:05 

164.
2 

linuxlitevm2: Context 
switches per second 

7/23/201
9 1:05 35.8   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 3:10 

169.
4 

linuxlitevm3: Context 
switches per second 

7/23/201
9 1:05 49.2   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 3:10 165 

Linuxlite1: Context 
switches per second 

7/23/201
9 1:10 50.4   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 3:15 

174.
8 

linuxlitevm2: Context 
switches per second 

7/23/201
9 1:10 36   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 3:15 

169.
6 

linuxlitevm3: Context 
switches per second 

7/23/201
9 1:10 49.8   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 3:20 

173.
6 

Linuxlite1: Context 
switches per second 

7/23/201
9 1:15 52.2   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 3:20 

164.
8 

linuxlitevm2: Context 
switches per second 

7/23/201
9 1:15 38   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 3:25 

173.
8 

linuxlitevm3: Context 
switches per second 

7/23/201
9 1:15 52   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 3:25 

167.
2 

Linuxlite1: Context 
switches per second 

7/23/201
9 1:20 51.4   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 3:30 

172.
2 

linuxlitevm2: Context 
switches per second 

7/23/201
9 1:20 35.8   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 3:30 165 

linuxlitevm3: Context 
switches per second 

7/23/201
9 1:20 50.8   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 3:35 168 

Linuxlite1: Context 
switches per second 

7/23/201
9 1:25 49.8   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 3:35 163 

linuxlitevm2: Context 
switches per second 

7/23/201
9 1:25 35.8   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 3:40 

171.
6 

linuxlitevm3: Context 
switches per second 

7/23/201
9 1:25 49.8   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 3:40 

161.
2 

Linuxlite1: Context 
switches per second 

7/23/201
9 1:30 50   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 3:45 

173.
8 

linuxlitevm2: Context 
switches per second 

7/23/201
9 1:30 36   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 3:45 

165.
6 

linuxlitevm3: Context 
switches per second 

7/23/201
9 1:30 50.6   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 3:50 

171.
6 

Linuxlite1: Context 
switches per second 

7/23/201
9 1:35 49.8   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 3:50 

168.
6 

linuxlitevm2: Context 
switches per second 

7/23/201
9 1:35 35.8   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 3:55 

170.
4 

linuxlitevm3: Context 
switches per second 

7/23/201
9 1:35 50.4   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 3:55 

169.
4 

Linuxlite1: Context 
switches per second 

7/23/201
9 1:40 49.4   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 4:00 

174.
8 

linuxlitevm2: Context 
switches per second 

7/23/201
9 1:40 35.4   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 4:00 

180.
4 
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linuxlitevm3: Context 
switches per second 

7/23/201
9 1:40 50   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 4:05 

171.
8 

Linuxlite1: Context 
switches per second 

7/23/201
9 1:45 50.8   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 4:05 

172.
4 

linuxlitevm2: Context 
switches per second 

7/23/201
9 1:45 35.8   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 4:10 

165.
6 

linuxlitevm3: Context 
switches per second 

7/23/201
9 1:45 51   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 4:10 

168.
4 

Linuxlite1: Context 
switches per second 

7/23/201
9 1:50 49.6   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 4:15 

168.
8 

linuxlitevm2: Context 
switches per second 

7/23/201
9 1:50 35.6   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 4:15 

174.
8 

linuxlitevm3: Context 
switches per second 

7/23/201
9 1:50 50   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 4:20 

167.
2 

Linuxlite1: Context 
switches per second 

7/23/201
9 1:55 50.6   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 4:20 

171.
8 

linuxlitevm2: Context 
switches per second 

7/23/201
9 1:55 35.8   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 4:25 

171.
4 

linuxlitevm3: Context 
switches per second 

7/23/201
9 1:55 50   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 4:25 173 

Linuxlite1: Context 
switches per second 

7/23/201
9 2:00 51.2   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 4:30 

170.
8 

linuxlitevm2: Context 
switches per second 

7/23/201
9 2:00 37   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 4:30 

169.
2 

linuxlitevm3: Context 
switches per second 

7/23/201
9 2:00 51.2   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 4:35 171 

Linuxlite1: Context 
switches per second 

7/23/201
9 2:05 50.6   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 4:35 

169.
4 

linuxlitevm2: Context 
switches per second 

7/23/201
9 2:05 36   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 4:40 

172.
2 

linuxlitevm3: Context 
switches per second 

7/23/201
9 2:05 50.6   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 4:40 173 

Linuxlite1: Context 
switches per second 

7/23/201
9 2:10 50.2   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 4:45 

170.
2 

linuxlitevm2: Context 
switches per second 

7/23/201
9 2:10 35.8   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 4:45 

170.
8 

linuxlitevm3: Context 
switches per second 

7/23/201
9 2:10 50.2   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 4:50 

171.
6 

Linuxlite1: Context 
switches per second 

7/23/201
9 2:15 50.8   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 4:50 

172.
4 

linuxlitevm2: Context 
switches per second 

7/23/201
9 2:15 36.2   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 4:55 

169.
8 

linuxlitevm3: Context 
switches per second 

7/23/201
9 2:15 51   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 4:55 

170.
4 

Linuxlite1: Context 
switches per second 

7/23/201
9 2:20 49.6   

Raspberry pi 1: Context 
switches per second 

7/23/201
9 5:00 

174.
6 

linuxlitevm2: Context 
switches per second 

7/23/201
9 2:20 35   

Raspberry pi 2: Context 
switches per second 

7/23/201
9 5:00 

174.
2 

linuxlitevm3: Context 
switches per second 

7/23/201
9 2:20 50      

Linuxlite1: Context 7/23/201 49.6      
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switches per second 9 2:25 

linuxlitevm2: Context 
switches per second 

7/23/201
9 2:25 35.6      

linuxlitevm3: Context 
switches per second 

7/23/201
9 2:25 50.2      

Linuxlite1: Context 
switches per second 

7/23/201
9 2:30 50.6      

linuxlitevm2: Context 
switches per second 

7/23/201
9 2:30 35.6      

linuxlitevm3: Context 
switches per second 

7/23/201
9 2:30 50.6      

Linuxlite1: Context 
switches per second 

7/23/201
9 2:35 49.8      

linuxlitevm2: Context 
switches per second 

7/23/201
9 2:35 36      

linuxlitevm3: Context 
switches per second 

7/23/201
9 2:35 50      

Linuxlite1: Context 
switches per second 

7/23/201
9 2:40 50.6      

linuxlitevm2: Context 
switches per second 

7/23/201
9 2:40 35.8      

linuxlitevm3: Context 
switches per second 

7/23/201
9 2:40 49.8      

Linuxlite1: Context 
switches per second 

7/23/201
9 2:45 50.8      

linuxlitevm2: Context 
switches per second 

7/23/201
9 2:45 37      

linuxlitevm3: Context 
switches per second 

7/23/201
9 2:45 51.2      

Linuxlite1: Context 
switches per second 

7/23/201
9 2:50 49.8      

linuxlitevm2: Context 
switches per second 

7/23/201
9 2:50 35.6      

linuxlitevm3: Context 
switches per second 

7/23/201
9 2:50 49.8      

Linuxlite1: Context 
switches per second 

7/23/201
9 2:55 51      

linuxlitevm2: Context 
switches per second 

7/23/201
9 2:55 36.2      

linuxlitevm3: Context 
switches per second 

7/23/201
9 2:55 50.4      

Linuxlite1: Context 
switches per second 

7/23/201
9 3:00 51      

linuxlitevm2: Context 
switches per second 

7/23/201
9 3:00 36.6      

linuxlitevm3: Context 
switches per second 

7/23/201
9 3:00 51.2      

Linuxlite1: Context 
switches per second 

7/23/201
9 3:05 

150.
6      

linuxlitevm2: Context 
switches per second 

7/23/201
9 3:05 

207.
6      
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linuxlitevm3: Context 
switches per second 

7/23/201
9 3:05 51      

Linuxlite1: Context 
switches per second 

7/23/201
9 3:10 

216.
2      

linuxlitevm2: Context 
switches per second 

7/23/201
9 3:10 

141.
4      

linuxlitevm3: Context 
switches per second 

7/23/201
9 3:10 51      

Linuxlite1: Context 
switches per second 

7/23/201
9 3:15 50.8      

linuxlitevm2: Context 
switches per second 

7/23/201
9 3:15 35.8      

linuxlitevm3: Context 
switches per second 

7/23/201
9 3:15 50.4      

Linuxlite1: Context 
switches per second 

7/23/201
9 3:20 50.2      

linuxlitevm2: Context 
switches per second 

7/23/201
9 3:20 35.6      

linuxlitevm3: Context 
switches per second 

7/23/201
9 3:20 50      

Linuxlite1: Context 
switches per second 

7/23/201
9 3:25 49.8      

linuxlitevm2: Context 
switches per second 

7/23/201
9 3:25 35.4      

linuxlitevm3: Context 
switches per second 

7/23/201
9 3:25 50.4      

Linuxlite1: Context 
switches per second 

7/23/201
9 3:30 50.6      

linuxlitevm2: Context 
switches per second 

7/23/201
9 3:30 35.8      

linuxlitevm3: Context 
switches per second 

7/23/201
9 3:30 49.8      

Linuxlite1: Context 
switches per second 

7/23/201
9 3:35 51.6      

linuxlitevm2: Context 
switches per second 

7/23/201
9 3:35 35.6      

linuxlitevm3: Context 
switches per second 

7/23/201
9 3:35 50.6      

Linuxlite1: Context 
switches per second 

7/23/201
9 3:40 50      

linuxlitevm2: Context 
switches per second 

7/23/201
9 3:40 35.4      

linuxlitevm3: Context 
switches per second 

7/23/201
9 3:40 50.2      

Linuxlite1: Context 
switches per second 

7/23/201
9 3:45 50.2      

linuxlitevm2: Context 
switches per second 

7/23/201
9 3:45 36      

linuxlitevm3: Context 
switches per second 

7/23/201
9 3:45 50.2      

Linuxlite1: Context 7/23/201 50      
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switches per second 9 3:50 

linuxlitevm2: Context 
switches per second 

7/23/201
9 3:50 35.6      

linuxlitevm3: Context 
switches per second 

7/23/201
9 3:50 50.4      

Linuxlite1: Context 
switches per second 

7/23/201
9 3:55 50.4      

linuxlitevm2: Context 
switches per second 

7/23/201
9 3:55 36      

linuxlitevm3: Context 
switches per second 

7/23/201
9 3:55 50.6      

Linuxlite1: Context 
switches per second 

7/23/201
9 4:00 51.6      

linuxlitevm2: Context 
switches per second 

7/23/201
9 4:00 38.2      

linuxlitevm3: Context 
switches per second 

7/23/201
9 4:00 52.6      

Linuxlite1: Context 
switches per second 

7/23/201
9 4:05 50.2      

linuxlitevm2: Context 
switches per second 

7/23/201
9 4:05 36      

linuxlitevm3: Context 
switches per second 

7/23/201
9 4:05 50.4      

Linuxlite1: Context 
switches per second 

7/23/201
9 4:10 50      

linuxlitevm2: Context 
switches per second 

7/23/201
9 4:10 35.6      

linuxlitevm3: Context 
switches per second 

7/23/201
9 4:10 50      

Linuxlite1: Context 
switches per second 

7/23/201
9 4:15 50.2      

linuxlitevm2: Context 
switches per second 

7/23/201
9 4:15 36.2      

linuxlitevm3: Context 
switches per second 

7/23/201
9 4:15 50.8      

Linuxlite1: Context 
switches per second 

7/23/201
9 4:20 50      

linuxlitevm2: Context 
switches per second 

7/23/201
9 4:20 36      

linuxlitevm3: Context 
switches per second 

7/23/201
9 4:20 50.2      

Linuxlite1: Context 
switches per second 

7/23/201
9 4:25 50.4      

linuxlitevm2: Context 
switches per second 

7/23/201
9 4:25 36      

linuxlitevm3: Context 
switches per second 

7/23/201
9 4:25 50.2      

Linuxlite1: Context 
switches per second 

7/23/201
9 4:30 50.4      

linuxlitevm2: Context 
switches per second 

7/23/201
9 4:30 35.4      
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linuxlitevm3: Context 
switches per second 

7/23/201
9 4:30 50.2      

Linuxlite1: Context 
switches per second 

7/23/201
9 4:35 50.2      

linuxlitevm2: Context 
switches per second 

7/23/201
9 4:35 35.8      

linuxlitevm3: Context 
switches per second 

7/23/201
9 4:35 50.2      

Linuxlite1: Context 
switches per second 

7/23/201
9 4:40 49.4      

linuxlitevm2: Context 
switches per second 

7/23/201
9 4:40 35.6      

linuxlitevm3: Context 
switches per second 

7/23/201
9 4:40 50.4      

Linuxlite1: Context 
switches per second 

7/23/201
9 4:45 49.6      

linuxlitevm2: Context 
switches per second 

7/23/201
9 4:45 36      

linuxlitevm3: Context 
switches per second 

7/23/201
9 4:45 50.2      

Linuxlite1: Context 
switches per second 

7/23/201
9 4:50 49.2      

linuxlitevm2: Context 
switches per second 

7/23/201
9 4:50 35.4      

linuxlitevm3: Context 
switches per second 

7/23/201
9 4:50 50      

Linuxlite1: Context 
switches per second 

7/23/201
9 4:55 49.4      

linuxlitevm2: Context 
switches per second 

7/23/201
9 4:55 36.2      

linuxlitevm3: Context 
switches per second 

7/23/201
9 4:55 49.8      

Linuxlite1: Context 
switches per second 

7/23/201
9 5:00 50.8      

linuxlitevm2: Context 
switches per second 

7/23/201
9 5:00 36.6      

linuxlitevm3: Context 
switches per second 

7/23/201
9 5:00 50.6      
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APPENDIX C – Performance testing graphs 

Performance metrics 

The first processing metric analysed in this subsection is CPU context switches per 

second. Figure 10-1, Figure 10-2, Figure 10-3, Figure 10-4, Figure 10-5, Figure 10-6, 

Figure 10-7 and Figure 10-8 shows the metrics for the various steps and devices. 

 

Figure 10-1 Step 1 CPU context switches per second for VMs 

 

Figure 10-2 Step 1 Step 4 CPU context switches per second for physical devices 
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Figure 10-3 Step 2 CPU context switches per second for VMs 

 

Figure 10-4 Step 2 CPU context switches per second for physical devices 
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Figure 10-5 Step 3 CPU context switches per second for VMs 

 

Figure 10-6 Step 3 CPU context switches per second for physical devices 
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Figure 10-7 Step 4 CPU context switches per second for VMs 

 

Figure 10-8 Step 4 CPU context switches per second for physical devices 

 

The next metric analysed in CPU idle time which is measured in percentage. Figure 10-9, 

Figure 10-10, Figure 10-11, Figure 10-12, Figure 10-13, Figure 10-14, Figure 10-15 and 

Figure 10-16 shows the CPU idle time metric for the various steps and devices. 
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Figure 10-9 Step 1 CPU idle time for VMs 

 

Figure 10-10 Step 1 CPU idle time for physical devices 
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Figure 10-11 Step 2 CPU idle time for VMs 

 

Figure 10-12 Step 2 CPU idle time for physical devices 
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Figure 10-13 Step 3 CPU idle time for VMs 

 
Figure 10-14 Step 3 CPU idle time for physical devices 
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Figure 10-15 Step 4 CPU idle time for VMs 

 
Figure 10-16 Step 4 CPU idle time for physical devices 

 
The next processor-based metric is CPU interrupts per second. Figure 10-17, Figure 

10-18, Figure 10-19, Figure 10-20, Figure 10-21, Figure 10-22, Figure 10-23 and Figure 

10-24 shows the various CPU interrupts per second graphs for the various steps and 

devices. 

 

Figure 10-17 Step 1 CPU interrupts per second for VMs 
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Figure 10-18 Step 1 CPU interrupts per second for physical devices 

  

Figure 10-19 Step 2 CPU interrupts per second for VMs 
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Figure 10-20 Step 2 CPU interrupts per second for physical devices 

 

Figure 10-21 Step 3 CPU interrupts per second for VMs 
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Figure 10-22 Step 3 CPU interrupts per second for physical devices 

 

Figure 10-23 Step 4 CPU interrupts per second for VMs 
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Figure 10-24 Step 4 CPU interrupts per second for physical devices 

 
The next processor related metric is the CPU load 1min average per core. Figure 10-25, 
Figure 10-26, Figure 10-27, Figure 10-28, Figure 10-29, Figure 10-30, Figure 10-31 and 
Figure 10-32 shows is the CPU load 1min average per core metric graphs for the various 
devices. 
 

 
Figure 10-25 Step 1 CPU load 1min average per core for VMs 
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Figure 10-26 Step 1 CPU load 1min average per core for physical devices 

 
Figure 10-27 Step 2 CPU load 1min average per core for VMs 
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Figure 10-28 Step 2 CPU load 1min average per core for physical devices 

 
Figure 10-29 Step 3 CPU load 1min average per core for VMs 

 
Figure 10-30 Step 3 CPU load 1min average per core for physical devices 
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Figure 10-31 Step 4 CPU load 1min average per core for VMs 

 
Figure 10-32 Step 4 CPU load 1min average per core for physical devices 

 

The next processor related metric is CPU system time. Figure 10-33, Figure 10-34, Figure 

10-35, Figure 10-36, Figure 10-37, Figure 10-38, Figure 10-39 and Figure 10-40 shows the 

CPU system time for the devices during the various steps of the simulation. 
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Figure 10-33 Step 1 CPU system time for VMs 

 

Figure 10-34 Step 1 CPU system time for physical devices 
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Figure 10-35 Step 2 CPU system time for VMs 

  

 

Figure 10-36 Step 2 CPU system time for physical devices 
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Figure 10-37 Step 3 CPU system time for VMs 

  

 

Figure 10-38 Step 3 CPU system time for physical devices 
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Figure 10-39 Step 4 CPU system time for VMs 

  

 

Figure 10-40 Step 4 CPU system time for physical devices 

 

The next metric related to processor performance is the number of processes. Figure 

10-41, Figure 10-42, Figure 10-43, Figure 10-44, Figure 10-45, Figure 10-46, Figure 10-47 

and Figure 10-48 shows the number of processes metric for the devices during the steps 

of the simulation. 
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Figure 10-41 Step 1 number of processes for VMs 

  

 

Figure 10-42 Step 1 number of processes for physical devices 
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Figure 10-43 Step 2 number of processes for VMs 

  

 

Figure 10-44 Step 2 number of processes for physical devices 
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Figure 10-45 Step 3 number of processes for VMs 

  

 

Figure 10-46 Step 3 number of processes for physical devices 
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Figure 10-47 Step 4 number of processes for VMs 

  

 

Figure 10-48 Step 4 number of processes for physical devices 

 

The final metric related to the processing resources of the devices is the number of 

running processes metric. Figure 10-49, Figure 10-50, Figure 10-51, Figure 10-52, Figure 

10-53, Figure 10-54, Figure 10-55 and Figure 10-56 show the number of running 

processes metric for the various steps of the simulation For DFR in IoT. 
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Figure 10-49 Step 1 number of running processes on VMs 

  

 

Figure 10-50 Step 1 number of running processes on physical devices 

  

0

0,5

1

1,5

2

2,5

3

3,5

4

0 50 100 150 200 250 300 350

VMs

1,95

2

2,05

2,1

2,15

2,2

2,25

2,3

2,35

2,4

2,45

0 50 100 150 200 250

Physical devices

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

 
 
 



 

 

- 233 - 

 

Figure 10-51 Step 2 number of running processes on VMs 

  

 

Figure 10-52 Step 2 number of running processes on physical devices 
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Figure 10-53 Step 3 number of running processes on VMs 

  

 

Figure 10-54 Step 3 number of running processes on physical devices 
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Figure 10-55 Step 4 number of running processes on VMs 

  

 

Figure 10-56 Step 4 number of running processes on physical devices 

 

Storage metrics 

The free disk space is shown for the various steps of the simulation in Figure 10-57, Figure 

10-58, Figure 10-59, Figure 10-60, Figure 10-61, Figure 10-62, Figure 10-63 and Figure 
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Figure 10-57 Step 1 free disk space in percentage for VMs 

 

Figure 10-58 Step 1 free disk space in percentage for physical devices 
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Figure 10-59 Step 2 free disk space in percentage for VMs 

 

Figure 10-60 Step 2 free disk space in percentage for physical devices 
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Figure 10-61 Step 3 free disk space in percentage for VMs 

 

Figure 10-62 Step 3 free disk space in percentage for physical devices 
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Figure 10-63 Step 4 free disk space in percentage for VMs 

 

Figure 10-64 Step 4 free disk space in percentage for physical devices 

 

Memory performance metrics 

The metrics for the available memory during the various steps of the simulation is shown in 

Figure 10-65, Figure 10-66, Figure 10-67, Figure 10-68, Figure 10-69, Figure 10-70, 

Figure 10-71 and Figure 10-72. 
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Figure 10-65 Step 1 available memory for the VMs 

 
Figure 10-66 Step 1 available memory for the physical devices 
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Figure 10-67 Step 2 available memory for the VMs 

 
Figure 10-68 Step 2 available memory for the physical devices 

 
Figure 10-69 Step 3 available memory for the VMs 
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Figure 10-70 Step 3 available memory for the physical devices 

 
Figure 10-71 Step 4 available memory for the VMs 

 

555000000

560000000

565000000

570000000

575000000

580000000

585000000

590000000

595000000

600000000

0 50 100 150 200 250 300 350

VMs

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

 
 
 



 

 

- 243 - 

Figure 10-72 Step 4 available memory for the physical devices 

 
The last metric for the memory category is free swap space in percentage. The free swap 

space in percentage for the various steps of the simulation is shown in Figure 10-73, 

Figure 10-74, Figure 10-75, Figure 10-76, Figure 10-77, Figure 10-78, Figure 10-79 and 

Figure 10-80. 

 

Figure 10-73 Step 1 free swap space in percentage for the VMs 

 

Figure 10-74 Step 1 free swap space in percentage for the physical devices 
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Figure 10-75 Step 2 free swap space in percentage for the VMs 

 

Figure 10-76 Step 2 free swap space in percentage for the physical devices 

  

95,6

95,8

96

96,2

96,4

96,6

96,8

97

97,2

0 50 100 150 200 250 300 350

VMs

0

20

40

60

80

100

120

0 50 100 150 200 250

Physical devices

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

 
 
 



 

 

- 245 - 

 

Figure 10-77 Step 3 free swap space in percentage for the VMs 

 

Figure 10-78 Step 3 free swap space in percentage for the physical devices 
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Figure 10-79 Step 4 free swap space in percentage for the VMs 

 

Figure 10-80 Step 4 free swap space in percentage for the physical devices 

 

Network usage metrics 

The ingoing and outgoing traffic for the VMs during the various steps of the simulation is 

shown in Figure 10-81, Figure 10-82, Figure 10-83, Figure 10-84, Figure 10-85, Figure 

10-86, Figure 10-87 and Figure 10-88. 
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Figure 10-81 Step 1 incoming traffic for VMs 

 

Figure 10-82 Step 1 outgoing traffic for VMs 
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Figure 10-83 Step 2 incoming traffic for VMs 

 

Figure 10-84 Step 2 outgoing traffic for VMs 
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Figure 10-85 Step 3 incoming traffic for VMs 

 

Figure 10-86 Step 3 outgoing traffic for VMs 
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Figure 10-87 Step 4 incoming traffic for VMs 

 

Figure 10-88 Step 4 outgoing traffic for VMs 

The network traffic for the physical devices during the various steps of the simulation is 

also monitored. The network traffic for the physical devices during the various steps of the 

simulation is shown in Figure 10-89, Figure 10-90, Figure 10-91, Figure 10-92, Figure 

10-93, Figure 10-94, Figure 10-95 and Figure 10-96. 
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Figure 10-89 Step 1 incoming traffic for physical devices 

 

Figure 10-90 Step 1 outgoing traffic for physical devices 
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Figure 10-91 Step 2 incoming traffic for physical devices 

 

Figure 10-92 Step 2 outgoing traffic for physical devices 

0

500

1000

1500

2000

2500

3000

3500

4000

0 50 100 150 200 250

Physical devices in

Series1

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

 
 
 



 

 

- 253 - 

 

Figure 10-93 Step 3 incoming traffic for physical devices 

 

Figure 10-94 Step 3 outgoing traffic for physical devices 
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Figure 10-95 Step 4 incoming traffic for physical devices 

 

Figure 10-96 Step 4 outgoing traffic for physical devices 
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