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The increasing number of reports on data leakage incidents increasingly erodes the already 

low consumer confidence in cloud services. Hence, some organisations are still hesitant to 

fully trust the cloud with their confidential data. Therefore, this study raises a critical and 

challenging research question: How can we restore the damaged consumer confidence and 

improve the uptake and security of cloud services? This study makes a plausible attempt at 

unpacking and answering the research question in order to holistically address the data 

leakage problem from three fronts, i.e. conflict-aware virtual machine (VM) placement, 

strong authentication and digital forensic readiness. Consequently, this study investigates, 

designs and develops an innovative conceptual architecture that integrates conflict-aware 

VM placement, cutting-edge authentication and digital forensic readiness to strengthen cloud 
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security and address the data leakage problem in the hope of eventually restoring consumer 

confidence in cloud services. 

The study proposes and presents a conflict-aware VM placement model. This model uses 

varying degrees of conflict tolerance levels, the construct of sphere of conflict and sphere of 

non-conflict. These are used to provide the physical separation of VMs belonging to 

conflicting tenants that share the same cloud infrastructure. The model assists the cloud 

service provider to make informed VM placement decisions that factor in their tenants’ 

security profile and balance it against the relevant cost constraints and risk appetite.  

The study also proposes and presents a strong risk-based multi-factor authentication 

mechanism that scales up and down, based on threat levels or risks posed on the system. 

This ensures that users are authenticated using the right combination of access credentials 

according to the risk they pose. This also ensures end-to-end security of authentication data, 

both at rest and in transit, using an innovative cryptography system and steganography.  

Furthermore, the study proposes and presents a three-tier digital forensic process model that 

proactively collects and preserves digital evidence in anticipation of a legal lawsuit or policy 

breach investigation. This model aims to reduce the time it takes to conduct an investigation 

in the cloud. Moreover, the three-tier digital forensic readiness process model collects all 

user activity in a forensically sound manner and notifies investigators of potential security 

incidents before they occur.  

The current study also evaluates the effectiveness and efficiency of the proposed solution in 

addressing the data leakage problem. The results of the conflict-aware VM placement model 

are derived from simulated and real cloud environments. In both cases, the results show that 

the conflict-aware VM placement model is well suited to provide the necessary physical 

isolation of VM instances that belong to conflicting tenants in order to prevent data leakage 

threats. However, this comes with a performance cost in the sense that higher conflict 

tolerance levels on bigger VMs take more time to be placed, compared to smaller VM 

instances with low conflict tolerance levels. From the risk-based multifactor authentication 

point of view, the results reflect that the proposed solution is effective and to a certain extent 

also efficient in preventing unauthorised users, armed with legitimate credentials, from 
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gaining access to systems that they are not authorised to access. The results also demonstrate 

the uniqueness of the approach in that even minor deviations from the norm are correctly 

classified as anomalies. Lastly, the results reflect that the proposed 3-tier digital forensic 

readiness process model is effective in the collection and storage of potential digital 

evidence. This is done in a forensically sound manner and stands to significantly improve 

the turnaround time of a digital forensic investigation process. Although the classification of 

incidents may not be perfect, this can be improved with time and is considered part of the 

future work suggested by the researcher.  
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CHAPTER 1 INTRODUCTION 

1.1 INTRODUCTION 

The ever-increasing popularity of cloud computing has seen many organisations widely 

pondering about migrating their platforms and critical business data from on-premise 

systems to cloud-hosted services. Some researchers (Fahideh and Beydoun, 2018; Khan and 

Al-Yasiri, 2018; IDG Research, 2016; Miteva, 2018) report that cloud computing is fast 

reaching its initially anticipated adoption rates. For example, Miteva (2018) reports that 60% 

of organisations are reported to have at least one cloud-hosted application. This is so that 

they can access their applications and/or data from anywhere, at any time and using any 

Internet-enabled device. While this thought is often motivated by numerous cloud benefits 

such as low capital expenditure, predictable operational costs, low total cost of ownership, 

economies of scale, enhanced scalability, flexibility, dynamic provision of IT resources and 

better disaster preparedness, it also poses new security risks (Khan and Al-Yasiri, 2018; Ma, 

2015; IDG Research, 2016; Dlamini et al., 2011). 

A key security issue that comes as a result of migration to cloud services is the serious and 

subtle data leakage threat that seems to be on the increase year on year. The Gemalto and 

Ponemon Institute reports that in 2018, out of about 63% organisations who share their 

sensitive corporate data in the cloud with third parties, 10% still do not implement any 

protection measures (Gemalto and Ponemon Institute, 2018). This means that such 

organisations leave the security of their cloud-hosted confidential data in the hands of the 

cloud service provider. Consequently, there has been an increase in the number of data 

leakage threats year after year. Furthermore, reports suggest that data leakage threats are 
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three times more likely to occur in the cloud than in on-premise systems (Ponemon Institute, 

2014; Ma, 2015). The likelihood of a data leakage or breach somehow increases in the cloud. 

Numerous corporates have suffered the brunt of high-profile data leakage incidents in the 

cloud, such as JP Morgan Chase, Dropbox, LinkedIn, Yahoo, Target, Ebay and River City 

Media (Quick et al., 2017). The latest incidents affected organisations like CloudFlare, 

Interpark, Dailymotion, Snapchat, Equifax and others (Quick et al., 2017; EquiFax, 2018). 

However, these are only the reported incidents. There are probably many more data leakage 

cases that never get reported and remain unknown to the public or consumers of cloud 

services. The indication is that trillions of data records have already been compromised 

through data leakages and breaches (Cheng, 2017). The unfortunate part is that this includes 

sensitive data like encryption keys, user credentials, and authentication tokens in plain text 

(CSA, 2017). 

Of particular interest to this study is the incident involving Dropbox that happened back in 

2011 (cited in Mariani, Pezze and Zuddas, 2018). Dropbox reported an authentication bug. 

The bug allowed a number of unauthorised and authorised clients to log into Dropbox 

accounts with only the email address and any password of their choice for about four hours 

(Ferdowsi, 2011). During the estimated four hours of free access, 25 million Dropbox 

accounts, along with clients’ cloud-hosted data, were widely exposed. Dropbox claims that 

only about one percent of the 25 million accounts (i.e. approximately 250 000 accounts were 

active during the four hours of free access) could have been compromised by this 

vulnerability (Mariani et al., 2018; Ferdowsi, 2011). Despite the seemingly small number of 

allegedly affected accounts, and even if it were only for a minute; any undue exposure of 

clients’ cloud-hosted data to unauthorised third parties is totally unacceptable. A similar case 

is that of LinkedIn, reported in CSA in 2017. In this particular case, attackers compromised 

1,5 billion encrypted user accounts over a space of three years (between 2014 and 2016) 

(CSA, 2017). Though these had been encrypted by LinkedIn, the attackers were still able to 

decrypt and post them in a malicious website. The decryption of the user credentials was 

made possible by LinkedIn’s failure to use a good one-way hash algorithm.   

In order to truly understand the impact of such incidents, one needs to consider the amplified 

damage and ripple effects that they may have in a global company that segregates and shares 
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their sensitive corporate data with thousands of partners all over the world using a Dropbox 

account. In this particular scenario, a disgruntled partner – equipped with just the email 

address of the global company – could gain unlimited access to sensitive data without proper 

authentication. Incidents like this seriously hamper the significant efforts already made 

towards increasing the adoption of cloud services. They are the main reason why there is 

still a low consumer confidence in cloud services. There is also the fear that cloud service 

providers do not have the necessary security technologies to thwart data leakage threats. 

Furthermore, up to about a year ago, in most countries of the world (save for the US), cloud 

service providers were not subjected to data leakage/breach disclosure laws (Stevens, 2012). 

However, since the implementation of the European Union’s General Data Protection 

Regulation (GDPR) which came into effect in May 2018, this has been changing. Cloud 

service providers – at least those in the US and those that process personally identifiable 

information (PII) from any of the European Union countries – are now obligated in terms of 

the GDPR’s Chapter 4 article number 33 to notify their customers if their data has been 

breached (GDPR, 2016; Gemalto and Ponemon, 2018; Park et al., 2018). However, some 

organisations are still hesitant to move to the cloud, despite the hype and numerous benefits 

that lie therein. 

The data leakage threat seems to be intensifying with the rise and frequent use of cloud 

computing. The threat is particularly exacerbated by the public cloud’s resource-sharing 

capability (Almutairi et al., 2012) and it capitalises on the very important multi-tenancy and 

virtualisation features of public cloud computing, which makes sharing of cloud resources 

possible. The multi-tenancy feature allows cloud clients to store their confidential corporate 

data on multiple disjoint virtual machines (VM) that may technically be placed on shared 

physical hardware next to that of their competitors or adversaries (Ristenpart et al., 2009; 

Zhang et al., 2012; Wang et al., 2018). Moreover, public cloud computing provides a single 

point of entry (i.e. cloud service provider) to multiple clients’ data, which are only logically 

separated by a hypervisor. A flaw in the services provided by the cloud service provider 

could easily compromise every tenant’s critical data and wrongly put it into the hands of 

adversaries or competitors as showed in the Dropbox case.  
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The foundational work of Ristenpart et al. (2009) (cited in Wang et al. (2018)) has 

empirically shown that it is possible to locate another client’s VM on the underlying cloud 

service provider’s physical infrastructure. The work by Ristenpart et al. (2009) also shows 

that an adversary can have as much as a 40% chance to strategically place their malicious 

VM on the same physical infrastructure as that of their target clients. Once an adversary or 

competitor does this, all it takes for them would be to penetrate the hypervisor isolation 

between the VMs. This allows them to gain unlimited access and to manipulate and extract 

confidential data belonging to other co-resident clients. Furthermore, given the sharing of 

resources, it also becomes hard to separate access logs per user, as any evidence source from 

such a setup will always contain residual data of other co-resident tenants. This thesis 

therefore argues that multi-tenancy and virtualisation as core features of public clouds 

present unique challenges with regard to security (e.g. authentication and access controls) 

and digital forensics. This is mainly due to the fact that these features facilitate cloud 

resource sharing among potentially untrusted tenants, which results in an increased risk of 

data leakage. The remainder of this section discusses the research problem. 

Unwary organisations may significantly increase their risk of data leakage incidents if they 

blindly adopt and make use of cloud services to store and process critical business data 

(Filkins et al., 2016; Symantec, 2013; Pearson and Charlesworth, 2009). Many organisations 

are still hesitant to make a move to the cloud, mainly because of concerns around confidential 

data leakage as reflected in the Dropbox case. The message is clear from surveys conducted 

by IDG Research Services, IDC Research (Axway, 2013), the Ponemon Institute (2014) and 

Ma (2015).  

The surveys (Axway, 2013; Ponemon Institute, 2014; Ma, 2015 and Panko, 2017) have 

shown that there is a lack of consumer confidence in cloud services. For example, Panko 

(2017) reports that only 55% of their respondents are confident in their knowledge of cloud 

services and the security issues thereof. In some of the studies (Ponemon Institute, 2014; 

Ma, 2015 and Axway, 2013), the lack of consumer confidence in cloud services is directly 

related to the numerous security concerns related to securing cloud services. These are listed 

below – in no particular order (Axway, 2013; Ponemon Institute, 2014; Ma, 2015 and Panko, 

2017).  
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 Data leakage – exposure of confidential data 

 Inadequate authentication and inappropriate access controls that lead to unauthorised 

access 

 Lack of availability 

 Vendor lock-in 

 Loss of control over data 

 Lack of monitoring activities on shared resources – e-discovery of digital evidence 

 Trust and privacy issues 

 Legal and regulatory compliance issues – liability and accountability issues 

 Business continuity and disaster recovery issues 

The above issues are not necessarily an exhaustive list of all the security concerns that might 

need to be addressed in the cloud, as they also cut across all the information security services 

(i.e. confidentiality, integrity and availability). Axway (2013) and Ma (2015) prioritised and 

ordered the concerns of cloud services. Therein, it is reported that the top concerns with 

regard to cloud services include the following: the leakage of sensitive data resources; data 

loss or theft; loss of control over data; and unauthorised access and usage. The complete list 

is as shown in Figure 1.1: 

 

Figure 1.1:- Top Security Concerns for Cloud Services (Axway, 2013; Ma, 2015) 
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Moreover, the Top Threats Working Group of Cloud Security Alliance (CSA) listed the 

treacherous top twelve cloud computing threats as follows (CSA, February 2016; 2017):  

 Data leakage threats  

 Insufficient identity and access management  

 Insecure APIs and shared technology issues  

 System and application vulnerabilities  

 Account hijack  

 Malicious insiders that abuse cloud services  

 Denial of service 

These security concerns are somewhat similar to the list provided by Hashizume et al. 

(2013); Ali, Memon and Sahito (2018); Singh (2014) and Ma (2015). For example, 

Hashizume et al. (2013) place account hijack at the top of the list, followed by data leakage, 

denial of services and others. Ma (2015) places data leakage at the top of their top ten list of 

concerns for cloud computing. Ali et al. (2018) and Singh (2014) assume the same listing as 

that of CSA (2016, 2017) and places data leakage at the top of the list. This is an indication 

that data leakage threats are indeed a major concern for potential cloud service users looking 

to exploit the benefits of cloud computing. Consequently, this threat will have to be 

addressed before we can see a mass adoption of cloud services. 

1.2 PROBLEM STATEMENT 

The key problem that this research aims to address is the data leakage concerns in cloud 

computing infrastructures. The data leakage threat has featured in the top ten lists for the 

past six years now, beginning from 2012 to 2017. Hence, this thesis places strong emphasis 

on addressing data leakage threats and focuses specifically on cloud computing. The next 

section takes a look at the research question that this study aims to answer.  
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1.3 RESEARCH QUESTION 

The challenge now is, in spite of the numerous security concerns reflected above, how can 

we restore the damaged consumer confidence and improve the uptake and security of 

cloud services? Ideally, we should address all of the challenges in the previous section. 

However, this would be an impractical and insurmountable task and be unable to achieve in 

one research effort. Based on this reason and the security concerns raised in Axway (2013), 

Ponemon Institute (2014), Ma (2015) and CSA (2016; 2017), this research focuses only on 

solving the problem of the leakage of confidential and/or sensitive data to unauthorised 

and/or unintended third parties in the cloud. This thesis addresses the problem from three 

dimensions, i.e. VM placement (Dlamini, Eloff and Eloff, 2014), authentication (Dlamini et 

al., 2012; Dlamini et al., 2015) and digital forensic readiness (Dlamini et al., 2014). Solving 

the problem on these three dimensions would directly or indirectly address some of the other 

concerns too. For example, real-time monitoring of the cloud-hosted resources based on e-

discovery (Hook, 2018) would restore the lost control over clients’ data. This would also 

provide auditors and compliance authorities with a clear view of where tenants’ data sits at 

any particular moment. 

In order to answer the main research question as stated above, we need to first answer some 

subquestions that originate from the main research question, as they could help to address 

the main challenge.  

1.3.1 Subquestions 

The subquestions are as follows: 

 How can we improve and provide VM placement that prevents the co-location of 

conflicting VMs on cloud computing?  

 How can we secure cloud-based resources in a manner that prevents their leakage to 

unintended parties? In other words, how can we improve and provide appropriate 

authentication that would be suitable for cloud computing?  

 How can we prepare the cloud to become ready for e-discovery of digital evidence? 
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The study in hand answers each of these questions as attempts to prevent the leakage of 

cloud-hosted data to unintended and/or unauthorised third parties in the cloud. The next 

subsection discusses the study’s research objectives. 

1.4 RESEARCH OBJECTIVES 

By answering each of the above research questions and subquestions, the study aims to tackle 

the following research objectives: 

 Objective 1: Critically analyse current cloud security trends with a specific focus on 

VM placement, authentication and digital forensic readiness. 

 Objective 2: Investigate, design and develop an innovative architecture that 

integrates conflict-aware VM placement, cutting-edge authentication and digital 

forensic readiness to address data leakage threats in the cloud. 

 Objective 3: Implement and evaluate the proposed solution (an innovative model) as 

a proof-of-concept on a real cloud platform to demonstrate its practicability and 

suitability to prevent data leakage threats.  

This thesis aims to demonstrate and prove that VM placement, traditional authentication and 

digital forensic readiness can be improved and seamlessly integrated to help prevent data 

leakage threats in the cloud. In the quest to tackle the above research objectives, this study 

is limited in scope to cover only specific aspects of cloud computing. The next section 

discusses the scope and context of this research.  

1.5 RESEARCH SCOPE AND CONTEXT 

The current research focuses on cloud security and emphasises on a public cloud platform 

with a specific focus on an Infrastructure as a Service (IaaS) cloud service delivery model. 

The proof-of-concept is limited to CloudSim – a simulated cloud, and OpenNebula and 

OwnCloud public cloud computing platforms. 
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1.6 RESEARCH METHODOLOGY 

This study adopted a pragmatic research method which begins with conceptual research 

method, followed by an in-depth empirical method and ends with an argumentative 

approach. A conceptual research methodology lays out key factors, constructs, concepts or 

variables, as well as the relationships between them (Jabareen, 2009). The idea is to use the 

conceptual research method to break down cloud security into the concepts of VM 

placement, authentication and digital forensic readiness. The aim was to gain a deeper 

understanding of each of these concepts before they can be combined to solve the complex 

data leakage problem. The study therefore conducts a critical review and analysis of existing 

literature to uncover prevailing cloud security trends with a specific focus on VM placement, 

authentication and digital forensic readiness concepts of information security. It aimed to 

identify trends within these three concepts of information security in order to assess their 

significance and to best position this research. Furthermore, the critical analysis made of 

existing literature on these three concepts was meant to identify research gaps in the field. 

The identified research gaps are the foundation for this thesis, and our research improves 

VM placement, authentication and digital forensic readiness in the new cloud environment 

so as to counter the widespread data leakage threat. Furthermore, these research gaps show 

how future research could contribute to the field of information security.  

The output of the conceptual research method affirms the significance and positioning of 

this study in the body of knowledge. Furthermore, this yields a list of system requirements 

that are gleaned from the research gaps detected in existing literature as well as current cloud 

security trends. The system requirements are used to design and create a conceptual 

architecture that integrates VM placement, authentication and digital forensic readiness to 

solve the data leakage problem in the cloud. 

Conceptual research methodology was used in conjunction with an empirical research 

methodology. The empirical part of the study provided a proof-of-concept implementation. 

The proof-of-concept is a test-bed that yields experimental results to evaluate the conceptual 

architecture. The empirical research methodology demonstrated the conceptual 

architecture’s practicability and suitability to solve the research problem. This is followed 
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by an argumentative research approach where the author uses abductive reasoning to 

rigorously test and evaluate the proposed solution. The next section discusses the 

terminology used in the thesis.  

1.7 TERMINOLOGY 

To avoid ambiguity or misunderstanding, this section ensures that readers have a clear 

understanding of what each term, as used in the thesis, means.  

Risk-based authentication – a scalable method of authentication that takes into account the 

risk profile of a user attempting to access a system and appropriately determines the correct 

complexity of the security challenge required to authenticate the user (Dlamini et al., 2015; 

Dlamini et al., 2016; Goode, 2015; Misbahuddin, Bindmadhava and Dheeptha 2017).  

Multi-factor authentication – a method of authentication that adds a second or third layer 

of security to user login credentials and requires the use of more than one user identity 

verification factor (Dlamini et al., 2012; Strom, 2015; Dostalek, 2019). 

Digital forensics – defined as the use of scientifically derived and proven methods towards 

the identification, collection, preservation, validation, documentation, analysis, 

interpretation and presentation of digital evidence derived from digital sources for the 

purpose of facilitating or furthering the reconstruction of events suspected to be of a criminal 

or malicious nature or assisting to anticipate unauthorised actions (ISO/IEC 27043:2015, 

2015; Dlamini et al., 2014). 

Digital forensic readiness – the proactive preparation and planning involved in the 

identification, collection, preservation, validation, documentation, analysis, interpretation 

and presentation of digital evidence derived from digital sources for the purpose of 

facilitating or furthering the reconstruction of events suspected to be of a criminal or 

malicious nature or assisting to anticipate unauthorised actions before they actually happen 

(adopted from ISO/IEC 27043:2015, 2015; Dlamini et al., 2014). 

Conflict-aware VM placement – a method that places virtual machines in the cloud 

infrastructure, based on a tenant’s conflict of interest, conflict tolerance levels (CTLs), risk 

exposure and cost associated with the placement in order to reduce confidential data leakage 
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threats (Kulkarni and Annappa, 2019; Dlamini, Eloff and Eloff, 2014; Su et al., 2015; 

Ratsoma et al. 2015).  

1.8 THESIS LAYOUT 

Figure 1.2 depicts the structure of the thesis, which is divided into five parts.  

 

Figure 1.2:- Thesis Structure 
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Part I hosts the introduction in Chapter 1, which highlights the research problem. It also 

outlines the research hypothesis, main research question and sub-questions to be answered. 

Furthermore, this chapter discusses the research objectives, defines key terms and outlines 

the overall thesis structure. 

Part II provides background work (in Chapters 2 and 3) with regard to cloud security, digital 

forensics and digital forensic readiness to set the scene. Chapter 4 in Part II provides a critical 

analysis of existing work to help position this study within the body of knowledge. Chapter 

4 is also aimed at identifying and reflecting on currently existing research gaps. The thesis 

derives its system requirements from the identified research gaps within Chapter 4.  

Part III comprises of two chapters, i.e. Chapter 5 and 6. Chapter 5 outlines and discusses the 

system requirements as gleaned from the existing research gaps in Chapter 4. Chapter 6 

presents the conceptual architecture design, based on the system requirements discussed in 

Chapter 5.  

Part IV comprises of three chapters i.e., conflict-aware VM placement in Chapter 7, risk-

based MFA (Dlamini et al., 2016; Dlamini et al., 2017) in Chapter 8, and Digital Forensic 

Readiness (Dlamini et al., 2014) in Chapter 9. These chapters provide more details on each 

component of the conceptual model in Chapter 6. Chapter 7 introduces a conflict-aware VM 

placement model (Dlamini, Eloff and Eloff, 2014) that places VMs in the cloud, based on 

their conflict tolerance levels. Chapter 8 provides strong risk-based authentication. Chapter 

9 presents a digital forensic readiness component that proactively captures digital evidence. 

It stores the evidence in a forensically sound manner or sends an alert to an investigator if 

there is a need to act in real time to stop an attack from happening.   

Part V comprises of two chapters i.e., Chapter 10 which provides an evaluation and 

discussion of the results, and Chapter 11 which concludes the thesis and discusses potential 

future work.  
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1.9 CONCLUSION 

Data leakage threats are a major concern for organisations that intend to move their 

confidential data to the cloud. The increasing number of reports on data leakage incidents is 

eroding the rather limited consumer confidence in cloud services, and some organisations 

are still hesitant to fully trust the cloud with their confidential data. Therefore, the study 

reported on in this thesis intended to make a plausible attempt to address data leakage threats 

in the cloud. This work attempted to address the data leakage problem on three fronts, 

namely conflict-aware VM placement, improved authentication and proactive digital 

forensic readiness. The idea was to strengthen cloud security in the hope of eventually 

restoring consumer confidence with regard to cloud service. 

 

The next two chapters discuss background work before related work is presented in Chapter 

4. Together the three chapters lay a solid foundation for the work to follow in the rest of the 

thesis.      
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CHAPTER 2 BACKGROUND: SECURITY OF 

CLOUD COMPUTING  

2.1 INTRODUCTION 

Today’s business environment is characterised by ever-increasing business competition and 

a rapidly changing ICT landscape. If organisations are to cope with today’s fast-paced 

digitally driven business environment, they must embrace the rapid technological changes 

and be ready to digitally transform their business models. Cloud computing is one 

technological change that organisations are required to embrace if they are to cope with the 

ever-increasing business competition and digital transformation. The true potential of cloud 

computing lies in its capacity to radically transform business models and help organisations 

respond to the fast-changing business landscape.  

Cloud computing offers a new model for provisioning and obtaining computing resources as 

a service. Cloud computing creates a highly dynamic environment, where everything is 

delivered, provisioned and consumed as a service. Everything in the cloud is provided as a 

service (Dlamini et al., 2017; Duan et al., 2015; Gornaik et al., 2010). This model offers an 

on-demand and dynamic access to computing resources such as storage, applications, 

platforms and computing power as a service over the Internet. Cloud computing has 

compelling benefits that include significant cost savings, agility, high resilience and service 

availability (Fortinet, 2016). However, cloud computing has not yet reached the expected 

adoption rates. In the words of Baudin (2010), just like an antique light bulb, it still generates 

more heat than light.  

The weak adoption and integration of cloud computing by most organisations result from 

the fact that some of them are still spectators who watch the early adopters from the side 

lines (El-Gazzar, Hustad and Olsen, 2016; Khan and Al-Yasiri, 2016; Sabi et al., 2016). This 

is an indication that cloud computing has not yet been fully exploited by the majority of its 

potential customers, probably due to numerous problems. One such problem is related to the 
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misconceptions regarding cloud computing security issues, which must be clarified to 

improve its adoption rates. There is a growing need to separate real and pertinent security 

concerns from possible over-reaction, and from the hype and fear of the unknown that 

currently prevail within cloud computing (Dlamini et al., 2012). Over-reaction, hype and 

fear of the unknown have led to a gross generalisation that “security concerns are the biggest 

challenges of cloud computing” (Mell and Grance, 2009; Cloud Security Alliance, 2009).  

Hence, this chapter takes the current discussions of cloud security beyond the over-reaction, 

hype and fear of the unknown to clear the fog hovering over such a promising computing 

paradigm. The goal, however, is not just to help potential cloud customers see beyond the 

fog that surrounds cloud computing security, but also to inform and make potential cloud 

computing customers aware of the overarching security issues that they should worry about.  

This chapter is structured as follows: it first discusses background in terms of cloud 

computing and its benefits. This is followed by a discussion of the background of cloud 

computing security and of the taxonomies of security issues that need to be addressed in 

cloud computing environments. This chapter ends by highlighting the real security issues 

that this study is attempting to tackle.  

The section below presents the fundamentals of cloud computing. It starts off with a 

definition of cloud computing and its basic concepts to provide a better understanding of the 

milieu of this research. The basic cloud computing concepts are discussed in the context of 

security, wherever it is possible to do so. The chapter ends by discussing the benefits of 

cloud computing.  

2.2 DEFINING CLOUD COMPUTING  

Cloud computing can be loosely defined as a new computing paradigm that makes possible 

the utilisation of computing infrastructure at a level of abstraction as an on-demand service, 

made available over the Internet (Mell and Grance, 2009). However, the most 

comprehensive definition of cloud computing is found in the NIST (Mell and Grance, 2011). 

This definition is well accepted and widely used by most researchers and experts in the cloud 
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computing arena (Jula, Sundararajan and Othman, 2014; Hashem et al., 2015; Lewis, 2017; 

Subramanian and Jeyaraj, 2018; Noor et al., 2018; Ritchey, 2011). It defines cloud 

computing as “a model for enabling ubiquitous, convenient and on-demand access to a 

shared pool of configurable computing resources and services that can be rapidly 

provisioned and released with minimal management effort or service provider interaction” 

(Hashem et al., 2015; Subramanian and Jeyaraj, 2018; Noor et al., 2018). This model 

promotes and facilitates resource and service availability. It is based on five essential 

characteristics (on-demand self-service; broad network access; resource pooling; rapid 

elasticity; measured service). It also adopts three service models (software as a service; 

platform as a service; infrastructure as a service), and four deployment models (private; 

community; public; hybrid cloud) as depicted in Figure 2.1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. 1:- NIST Cloud Computing Definition Framework (Mell and Grance, 2009; CSA, 

2009)  

In order to grasp the importance of cloud computing, there is a need to understand its 

fundamental concepts and how they relate to security. Below, the author discusses each of 

these key concepts in relation to security. 
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2.3 CLOUD DEPLOYMENT MODELS 

Cloud services are provisioned using four deployment models, namely public, private, 

hybrid and community clouds. Each of these has different advantages, disadvantages and 

constraints. All four deployment models also provide different levels of security. Below, the 

author discusses each of these deployment and service delivery models in the context of 

security. This discussion is necessary to point out the different security challenges that are 

associated with each of the key concepts of cloud computing. It is important to discuss these 

and show that there is no one-size-fits-all solution to addressing security concerns in the 

cloud. The discussions follow a bottom-up approach and start with a discussion of the 

deployment models, followed by discussions of service delivery models, and lastly, the 

characteristics of cloud computing in general. 

2.3.1 Public Cloud  

This deployment model offers highly scalable and shared public cloud services. Public cloud 

services are always located off-site and they are normally accessible through web interfaces. 

Furthermore, public cloud services offered by this model are available to the general public 

at a low cost. Public cloud deployment models abstract IT resources and make them appear 

limitless. Examples are Amazon Elastic Compute Cloud (EC2), Google AppEngine, 

Microsoft Windows Azure, Microsoft Office 365, Gmail and Dropbox. Each of these is 

accessible to the general public through a web interface over the Internet. However, public 

clouds offer cloud services that appear to be less secure and more risky than other 

deployment models (Fernandes et al., 2014). This is mainly because the cloud service 

provider has total control over the security of services deployed on a public cloud 

infrastructure. The customer has little or no control over the security of public cloud services. 

For instance, a customer may encrypt a file before hosting it on Dropbox. However, the same 

customer is not able to stop the same file from being leaked to a third party in its encrypted 

format, due to a vulnerability in the underlying infrastructure. The lack of security or 

customer control in public cloud deployment models has necessitated the research in hand. 
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Therefore, by focusing on this deployment model, this research is making a real contribution 

towards addressing a pertinent problem that has been noted by many other researchers.  

2.3.2 Private Cloud 

A private cloud deployment model delivers cloud services within the confines of a single 

entity, usually behind a firewall. This somehow gives users full control of what comes in 

and goes out of the cloud services. However, private clouds are normally associated with 

huge capital and operational costs, and they require highly skilled technical staff to manage 

them in terms of security, performance, reliability and compliance. The user base of private 

cloud deployments is only limited to users within an entity’s walls. Access to cloud services 

deployed in a private cloud does not necessarily require a web interface. Such services can 

be accessed directly or through a dedicated virtual private network (VPN). In a private cloud 

deployment, users have total control of all cloud services running on their cloud. For 

instance, if a user encrypts a file and stores it in the private cloud, they can also control who 

has access to it. This somehow improves the level of security as compared to a public cloud 

deployment. Although this thesis does not directly address security challenges in private 

cloud deployments, the results reported in this research could also be usable for private cloud 

deployments. 

Given the huge costs that are associated with private cloud deployments, consideration is 

given to taking on-site private clouds and hosting them with external third party providers 

(Fernandes et al., 2014). These are called external private clouds (Van Winkle, 2012; Kaur, 

2017). An external private cloud deployment model differs from a public cloud deployment 

in that its cloud services are offered by a third party and to a single entity. For this 

deployment model, the dedicated cloud services run on the entity’s dedicated hardware and 

software infrastructure. This means that the user base is not the general public, but a specific 

user group belonging to just the one entity. In this model, there is no sharing of resources 

with users outside the intended user base. Furthermore, the responsibility to secure external 

private cloud deployments is shared between the client entity and the hosting third party. 

Hence, this model can be argued to provide an even higher level of security compared to 

private clouds. However, the external private cloud deployment model is a quite novel idea 
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and it has not yet been widely accepted. At the time of writing this thesis, only Microsoft 

Windows Azure was found to be experimenting with it (Van Winkle, 2012). Therefore, this 

thesis does not consider the external private cloud deployment models.  

2.3.3 Hybrid Cloud  

Hybrid clouds are formed from a combination of public and private clouds. This deployment 

model offers benefits of both the public and private model in one solution – i.e. hybrid clouds 

(Fernandes et al., 2014; Leavitt, 2013; Bittercourt and Madeira, 2011). Technologies like 

CloudSwitch, OpenStack and Eucalyptus are already designed with a capability to facilitate 

hybrid clouds. For example, OpenStack is designed for Amazon’s EC2 services (Leavitt, 

2013). A hybrid cloud provides low cost, elasticity and scalability of public clouds coupled 

with private cloud’s customisation and high levels of security. The result is a combination 

of control over security, more like an external private cloud deployment model. An entity 

using a hybrid solution can host their sensitive applications on the private side of their 

deployment and their less sensitive applications on the public deployment side. This yields 

a greatly improved level of security for sensitive applications or data, whilst also making use 

of the low cost benefits for less sensitive applications. It provides entities the best of both 

worlds at a better cost, compared to fully private cloud deployment and better security than 

an entirely public cloud deployment. However, a hybrid cloud deployment model for some 

cloud services like SaaS requires careful consideration when determining applications that 

execute in the public and those that execute in private (Lewis, 2017; Bittercourt and Madeira, 

2011). This thesis does not directly address security challenges of a hybrid cloud 

deployment. However, this research has an indirect connection with regards to addressing 

the challenges in a public cloud. It can be argued that this thesis is addressing only the 

security implications of a public-private hybrid cloud deployment. 

2.3.4 Community Clouds 

This deployment model is normally shared by multiple entities with a common interest. For 

example, the entities could be universities collaborating on some niche research area or 

companies investigating a new drug or epidemic disease. An example of a community cloud 
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is Amazon’s GovCloud and Microsoft’s Azure Government (Lewis, 2017). Community 

clouds allow multiple entities to access the cloud, more like in a public cloud. However, in 

a community cloud, access is only limited to a close set of entities. This model is normally 

controlled by the group of entities or a third-party entity. Furthermore, it could be deployed 

off-site (in a third party) or on-site at one of the participant entities. A community cloud 

deployment model reduces the security risks associated with public clouds. Furthermore, 

this model ensures that the high cost of private clouds is shared among the participant 

entities. The security of this model is dependent on the security of the participants and the 

hosting third party. The community cloud deployment model also falls outside of the scope 

of this thesis.  

2.3.5 Summary of Cloud Deployment Models 

In summary, public clouds are associated with a high level of security risks because they are 

open to the general public. Furthermore, users lose control of their data once it is stored in a 

public cloud. This makes users to rely solely on the cloud service providers for security and 

traceability of their data. Public cloud deployments are therefore more susceptible to data 

leakage threats which could at times happen without any traceability. This is followed by 

hybrid clouds which provide an improved level of security; especially on the private side of 

the hybrid deployment. The security risks on the public side of a hybrid cloud will however 

remain. A hybrid cloud inherits the challenges of public clouds, but these are somehow 

neutralised by the benefits of private clouds. Users of hybrid cloud deployments could decide 

to store their critical data on premise within the private cloud and push their public data to 

the public cloud deployment. Therefore, data leakage threats are more likely to occur on the 

public side of the hybrid cloud. Fortunately, the impact would be minimal because of the 

public nature of the data that is stored on the public cloud. The community cloud deployment 

model closely resembles a hybrid cloud. The only advantage is that a community cloud is 

open to a small group of entities and no part of it is open to the general public, as the case 

may be in hybrid clouds. Hence, data leakage threats are not likely to happen in community 

clouds. Private clouds are somehow more secure than public, hybrid and community clouds. 

However, private clouds are argued to be less secure than external private clouds. External 
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private clouds, though not yet extensively covered in existing work, seem to be the most 

secure option of all the deployment models, which makes them least likely to suffer data 

leakage threats.   

The next subsection discusses the different cloud service models, namely Software as a 

Service (SaaS), Platform as a Service (PaaS) and Infrastructure as a Service (IaaS). Each of 

these service delivery models is associated with different security challenges and it is 

important to show such differences. This is also key for the reader so that they may not 

assume that a solution to one might apply to the other service delivery models. 

2.4 CLOUD SERVICE DELIVERY MODELS 

Cloud services are mainly provisioned using three traditional service delivery models – IaaS, 

PaaS and SaaS. These service delivery models differ in the manner in which responsibility 

and accountability are shared between the cloud service provider and the consumer of the 

provided services (Thilakarathne and Wijayanayake, 2014). For example, in a PaaS, the 

service provider manages the development environment and the underlying infrastructure, 

and the consumer controls over-the-top cloud applications. In an IaaS, the consumer has 

control over the virtual infrastructure, whilst the service provider controls the hardware 

below the virtualised infrastructure. In a SaaS, the service provider controls both the 

underlying infrastructure and the applications, while the consumer takes minimal control of 

the application configurations. Each of these service delivery models has different 

advantages, disadvantages and constraints. However, the author only discusses each of these 

service delivery models in the context of security and give examples in each case. 

2.4.1 IaaS 

This service delivery model offers scalable, elastic and on-demand physical or virtual 

computing resources such as storage, networking or computational processing power (Thales 

and Ponemon Institute, 2019). For example, Amazon EC2 offers on-demand virtual 

machines, paying only for what is being used (Fernandes et al., 2014). A cloud service 

provider could offer some basic level of security using a virtual machine monitor (VMM). 
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The VMM ensures a logical isolation between all VM instances running on the same cloud 

infrastructure. Amazon’s IaaS EC2 takes responsibility for physical security, environment 

security, and virtualisation security up to the VMM. The cloud consumer must take 

responsibility for the security of its VM instances. However, there are several security issues 

concerning VMM. For example, a compromised VMM renders all VMs under its control 

vulnerable. It is even worse when the host machine gets compromised, as the security of the 

entire virtual space becomes questionable (Thilakarathne and Wijayanayake, 2014). Thus, 

there is a need for mechanisms that ensure stronger physical isolation guarantees (Takabi, 

Joshi and Ahn, 2010). This thesis emphasises strong physical isolation of cloud resources, 

which is closely linked to VM placement approaches. Furthermore, some cloud providers 

like Amazon’s EC2 do not allow its administrators to log in and access guest VM instances 

belonging to their clients. This is one strategy to prevent malicious insiders from tampering 

with clients’ data and applications. However, and by default, Amazon S3 (Simple Storage 

Service) does not encrypt client data at rest. This gives users an opportunity to take 

responsibility for the security of their data hosted in their rented VM instances. Users can 

encrypt their data before moving it to Amazon’s IaaS S3 for an extra level of security 

(Mosola et al., 2016; Thales and Ponemon Institute, 2019). The IaaS service model forms 

the basis for all other service models. Lewis (2016) argues that many SaaS cloud service 

providers run on IaaS, and therefore, if data leakage threats are targeted to the underlying 

IaaS, all over-the-top applications and platforms would also suffer. This thesis places a 

strong focus on the security of the IaaS layer as a foundation layer on which all other service 

models are built.  

2.4.2 PaaS 

The PaaS service delivery model is a middleware that delivers services, systems and 

environments like runtime program development tools, platforms, libraries and frameworks 

on top of which developers can build, compile, test and run their own cloud applications 

(Linthicum, 2017; Thales and Ponemon Institute, 2019). It provides developers with readily 

available tools and services that offer an end-to-end life cycle of developing, testing, 

deploying and hosting cloud applications as a service (Rimal, Choi and Lumb, 2009). 
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Developers just focus on their applications. This approach can help to reduce development 

times (Linthicum, 2017). The service provider manages and provides updates and patches 

for the underlying hardware or software infrastructure on which the applications are 

developed. Developers are responsible for the security of their applications and service 

providers are responsible for the underlying infrastructure. Google App Engine is an 

example of a PaaS service offering. It offers software development kits (SDKs), and 

integrated development environment (IDEs) for programming in Python, Java and Go 

(Fernandes et al., 2014). Security challenges arise from different applications sharing the 

same computing resources. For example, unsafe thread termination or insecure system calls 

can result in inconsistent object states. If the development environments are not properly 

isolated, applications often suffer from a resource starvation problems. This model is also 

vulnerable to malicious insider threats. Bad software development practices from one 

consumer of PaaS is likely to affect other consumers. Hence, the provider must ensure that 

all consumers adhere to good coding practices. Since the PaaS service delivery model is not 

so much related to the data leakage threat, this thesis does not focus on it.  

2.4.3 SaaS 

This service delivery model abstracts software and provides it over a web application without 

the need for installation, customisation and configuration for use as a service on demand 

(Thales and Ponemon Institute, 2019). For example, Microsoft Office 365 is offered in an 

on-demand manner and paid for on a pay-per-use basis. As SaaS and web applications are 

closely coupled, they share their individual security threats. The fact that web applications 

are a gateway to SaaS, makes it an attractive target that can compromise the entire SaaS 

service delivery. The consumer is required to ensure that its web interface is secure whilst 

the cloud service provider is responsible for security of its SaaS. The user has limited or no 

control over the security of the provided software. The service provider is required to prevent 

breaches due to the security vulnerabilities in the software. Ford (2012) raises an interesting 

security issue around non-transparent layering of structures where cloud services may appear 

independent but share deep and hidden resource dependencies that may create unexpected 

failure. For example, consider Microsoft Office 365 running on Amazon S3. To the 
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consumer of MS Office 365 the underlying Amazon S3 infrastructure is hidden. However, a 

failure on the Amazon S3 layer has cascading effects on the MS Office 365. Ford (2012) 

refers to these as stability risks from interacting cloud services. They are some of the security 

concerns that have not yet been studied and are not well understood, yet they raise major 

challenges. This research nevertheless does not focus on the SaaS model, but on the 

underlying IaaS. 

2.4.4 Summary of Service Delivery Models 

The indication from the above three traditional cloud service delivery models is that cloud 

computing resources are delivered and consumed as a service. From these three, anything or 

everything is now offered in the form of a service. For example, Security-as-a-Service (Sec-

aaS) (Furfaro, Garro and Tundis, 2014; Ghazi et al., 2016) and identity management-as-a-

Service (IDMaaS) (Nuñez and Agudo, 2014). Some researchers have even coined the 

“Anything-as-a-Service” (XaaS) concept (Fernandes et al., 2014; Duan et al., 2015; Miyachi, 

2018). The research in hand only considers the traditional three with a specific focus on the 

IaaS as the underlying model. It does not go into great detail about the new service delivery 

models (XaaS). These are added here as a mere confirmation that the author is well aware 

of them.  

The next section briefly highlights the benefits of cloud computing before moving on to 

discuss cloud computing security. Highlighting the benefits is necessary to reflect on the 

value proposition that cloud computing can provide to companies that are willing to adopt 

it. It is important for this thesis to highlight the benefits to strengthen my argument on why 

this study is required and relevant. If the benefits of cloud computing are not pointed out, 

readers might ask, why is it important to do this research? The researcher therefore argues 

that the study will help companies to embrace cloud computing more easily and without 

worrying about any security concerns. 
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2.5 BENEFITS OF CLOUD COMPUTING        

Cloud computing presents a number of significant benefits that can greatly improve the 

efficiency of ICT operations that will help organisations gain the competitive edge that is 

necessary to survive in today’s challenging business environment. The most cited benefit of 

cloud computing is its significant cost saving (Hashemi and Aerdakani, 2012; Mell and 

Grance, 2009; Mell and Grance, 2011; Ponemon Institute, 2010). (See also Figure 2.2.) 

According to (Vasiljeva, Shaikhulina and Kreslins, 2017), access from anywhere and cost 

savings stand out as the two main benefits of the cloud. The others are faster deployment 

times, backup/disaster recovery, flexible pay-as-you-go model, autonomous updates, 

reduced on-site infrastructure and reduced workloads, to name a few.  

In terms of cost savings, cloud computing lowers or removes intensive capital IT costs and 

transforms them into operational expenses to run core business operations. For example, 

Google, Amazon and Facebook data centre platforms have generated 55% savings on capital 

expenditure (CAPEX), up to 75% saving on operational expenditure (OPEX) and a 

whopping 138% return on investment (ROI) over a period of five years (Mainstay, 2016). 

  

Figure 2.2:- The Primary Benefits for Cloud Computing (Vasiljeva et al., 2017) 

0 5 10 15 20 25 30 35 40 45 50

Access from anywhere

Cost savings

Faster deployment times

Backup/disaster recovery

Flexible pay-as-you go

Autonomous updates

Reduced on-site infrastructure

Reduced workloads

Scalability

Improved competitiveness

Enviromental friendly

Number of responses

T
h

e 
B

en
ef

it
s 

o
f 

C
lo

u
d

 C
o
m

p
u

ti
n

g

The Benefits of Cloud Computing

 
 
 



 

27 

 

Cloud computing greatly reduces the time to get businesses up and running. This is in 

relation to the benefit of faster deployment times. It also reduces or removes upfront costs 

of acquiring ICT infrastructure and offers instant access to flexible computing resources 

(Gregg, 2011; Ponemon Institute, 2010, Vasiljeva et al., 2017). The main beneficiary of 

cloud computing is most likely small businesses without economies of scale (Jansen and 

Grance, 2011). The other benefit of cloud computing is its high degree of redundancy that 

provides a high degree of service availability (Catteddu and Hogben, 2009; Vasiljeva et al., 

2017). The level of redundancy provided in cloud computing makes the cloud infrastructure 

more resilient to security threats, failures and natural disasters.  

Cloud computing also provides on-demand, elastic and scalable access to computing 

resources (Mell and Grance, 2011). On-demand means that each service in the cloud is 

requested as a need arises on a need-to-use (demand) basis and paid for on pay-as-you-use 

basis using a utility pricing model. Using the utility model, users pay for only what they have 

used or consumed. For instance, a customer pays for storage per gigabyte or terabyte per 

hour that their data is stored by the cloud storage service provider. Scalability and elasticity 

mean that the provisioned computing resources can either be increased or decreased, 

depending on a customer’s demand. To cloud computing customers, the computing 

resources appear as if they are unlimited. In support, Cable & Wireless Worldwide (2011) 

agrees that cloud computing provides infinitely (unlimited) flexible computing resources.  

With public cloud computing, businesses need not worry about having the necessary 

expertise to run and maintain computing resources in-house. This responsibility is 

transferred to the cloud service providers. The aim is to reduce operating overheads for cloud 

customers and allow them to focus on their core competences. For example, with the IaaS 

and PaaS cloud model, applications and software running in the cloud infrastructure are 

maintained and managed by the cloud service provider (Gornaik et al., 2010). This facilitates 

timely updates and patches to quickly eliminate vulnerabilities before they can be exploited. 

Some researchers argue that cloud computing comes with better security; especially for 

small businesses without the technical security know-how. However, since the increasing 

number of security breaches that have occurred in the cloud in recent years, researchers are 
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finding out that cloud computing is not as secure as has been anticipated. Hence, they have 

started to intensify their efforts towards cloud security.  

The above by no means constitutes an exhaustive list of cloud computing benefits. However, 

the list is sufficient to illustrate the point about the glaring benefits of cloud computing. 

Cloud computing is believed to pose a revolutionary potential to radically change the way 

business is conducted and most organisations are well aware of its compelling benefits and 

potential. However, the recent spate of data leakages and breaches happening in the cloud is 

slowly eroding the rather limited consumer confidence in cloud services (Pandey, 2018; 

Gemalto, 2018). For example, the National Security Agency (NSA), the Pentagon and 

Accenture misconfigured their Amazon Web Services S3 buckets and in the process exposed 

hundreds of gigabytes of their data (Gemalto, 2018). The one major cause for concern about 

the recent data leakages and breaches is that Gemalto (2018) and Pandey (2018) report that 

only 1% of the 2.6 billion compromised, stolen or lost records in 2017 had been encrypted. 

Hence, securing data in the cloud has become a key concern.  

The next section consequently discusses security concerns of cloud computing in detail. 

Security concerns are the major stumbling block for companies moving their data and 

applications to the cloud and have caused companies to be reluctant to adopt cloud 

computing services. There is a need to discuss the pertinent security concerns in the cloud. 

The point of departure is to identify these concerns and then move on to propose plausible 

solutions. The identified security concerns are covered in the next section. 

2.6 CLOUD COMPUTING SECURITY  

Numerous research efforts concur that cloud computing has considerable benefits for today’s 

organisations (Avram, 2014; Botta et al., 2016; Dokras et al., 2009; Oliveira, Thomas and 

Espadanal, 2014; Vasiljeva et al., 2017; EZComputer Solutions, 2018). Despite this, security 

concerns are cited as one of the biggest stumbling blocks for most organisations that consider 

moving their critical applications and sensitive data to the cloud (Dlamini et al., 2011; Diaz, 

Martin and Rubio, 2016; Ismail, Hassen and Zantout, 2016). Sceptics use security concerns 

as an excuse not to move to the cloud. This hesitancy has been exacerbated by the fact that 
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cloud computing is still to prove its worth to its end users. A fear of the unknown has also 

contributed to the slow adoption of cloud computing. Much has been reported on security 

concerns about cloud computing and it has become difficult to separate real security 

concerns from hype, fear and confusion. To clear the air, the remainder of this section 

discusses some of the real security issues regarding cloud computing.  

Cloud computing is a game-changing paradigm that has significantly changed the threat 

landscape with regard to service resilience, availability and the protection of sensitive data 

and applications (Alenezi, Atlam and Wills, 2019; Gornaik et al., 2010). Gornaik et al. 

(2010) assert that cloud computing depends on multiple independent cloud service providers 

(i.e. applications, data, infrastructure and platform), which create multiple points of failure. 

A failure in one provider could have cascading effects on other cloud services running on 

top of it. For example, a failure on Amazon’s IaaS (which provides storage and compute 

cloud services) could result in a failure of all cloud-hosted applications running on such an 

infrastructure. This creates an instability risk due to the unintended coupling of independent 

cloud services provided by different cloud service providers (Ford, 2012). Ford (2012) 

provides a detailed analysis of these ‘less understood’ cloud computing security risks.   

Furthermore, cloud services share the same infrastructure, i.e. they operate on a public or 

hybrid cloud computing platform. The shared nature of cloud services (multi-tenancy) is 

cited as the key factor that contributes to serious security concerns in the cloud. Segregation 

of co-located data, computing resources and storage (among others) rely on software 

controls. This raises concerns about unintentional data leakages. Gornaik et al. (2010) report 

that access controls and identity management concerns turn out to be more complex within 

cloud computing environments. For example, in the cloud it is not enough to authenticate 

users based only on their credentials. The cloud requires that applications, end-user devices 

and the infrastructure that they are running on be authenticated as well.  

Furthermore, cloud customers are heavily dependent on cloud service providers (CSPs) to 

manage most of their business services. Cloud customers surrender control of their data and 

applications to the cloud service providers. This is more of a problem in public clouds. 

Giving away control limits cloud customers’ situational awareness on looming security 
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threats that could possibly affect their data (Gornaik et al., 2010). This has created the need 

for a solution that gives control back to the users. 

Another interesting view raised in Gornaik et al. (2010) is that of audit logs and forensic data 

in case of a reported security breach. Cloud service providers have a legal obligation to 

protect and preserve the privacy of its customers, yet on the other hand they must provide 

audit logs and forensic data to law enforcers. The issue of data life cycle management is also 

raised in Gornaik et al. (2010). Cloud computing requires security measures that can securely 

create, process and destroy client data residing in the cloud. Most of the issues raised in 

Gornaik et al. (2010) are real and pertinent security concerns that are specific to a cloud 

computing environment.  

A special publication (Jansen and Grance, 2011) by NIST provides an overview of the 

security challenges (related to system complexity, shared multi-tenancy, Internet-enabled 

services and loss of control) that are pertinent to cloud computing. Of note, this publication 

raises one of the most overlooked points in cloud computing: it has grown out of the 

combination of already existing technologies or paradigms such as distributed systems, 

service-oriented architecture and pervasive computing, with already known security issues 

being cast in a new environment (Gornaik et al., 2010; Jansen and Grance, 2011). In addition, 

Gornaik et al. (2010) and Catteddu and Hogben (2009) agree that cloud computing might be 

a new way of delivering computing resources, but it is definitely not a new technology. This 

suggests that there is nothing more to fear, as most security threats are already known, and 

effective security measures are in place. Cloud computing security issues may be more of a 

hype and over-reaction from sceptics who would wish to stifle the adoption of cloud 

computing.  

In Jansen and Grance (2011), the complexity of the cloud computing environment is 

acknowledged as one of the factors that exacerbate cloud computing security issues. This 

complexity is due to the combination of existing technologies and many components (such 

as virtual machines, databases, supporting middleware, resource metering and billing, data 

replication, etc.) that combine to make cloud computing a reality. Most of these technologies 

and components already have known security issues with known mitigation strategies. 
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However, complexity comes when they interact, which raises new security concerns. Jansen 

and Grance (2011) argue that security is inversely proportional to complexity, i.e. greater 

complexity exponentially increases vulnerabilities. Their work ends with a number of 

recommendations for organisations that are planning to move their data, applications or 

infrastructure to the cloud. Most of the cloud computing security issues raised by Jansen and 

Grance (2011) are unaddressed concerns related to applicable characteristics of cloud 

computing such as system complexity, multi-tenancy, Internet-enabled services and loss of 

control.  

Cable & Wireless Worldwide (2011) claims that security concerns are the final barrier for 

most organisations looking to adopt cloud computing. According to this company, 

organisations have understandable concerns about security issues. The reasons cited are that 

cloud computing is still considered a vague and intangible paradigm, and that clients cannot 

be certain about the whereabouts of their data or how it is handled, stored or transmitted. 

This argument raises reasonable and understandable doubts about the safety of their data. 

Therefore, Cable & Wireless Worldwide (2011) argues that most organisations need the 

following assurances before they would consider adopting cloud computing:  

 Cloud computing will not compromise their security.  

 Their sensitive data and intellectual property will be protected.  

 They can easily retrieve their data should a need arise to change service providers.  

 They can still maintain their standards and competitive performance.  

The work done by Cable & Wireless Worldwide (2011) further examines and assesses the 

perceived security concerns about cloud computing to determine whether they are justified 

or not. The company recommends controls with the potential to make cloud computing 

security a reality.  

Gregg (2011) in turn raises ten security concerns for cloud computing: geographical location 

of data in the cloud; regulatory requirements; access controls; classification and separation 

of data from different multi-tenants; handling security breaches; service level agreements; 

auditing; long-term viability of the cloud service provider (Bartolini et al., 2018); training 
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and disaster recovery; business continuity plans. Most of these security concerns mentioned 

by Gregg (2011) are not necessarily specific to cloud computing and some have already been 

addressed in other environments. All that needs to be done now, is to tailor them for the 

cloud computing environment.  

Dubey et al. (n.d.) discuss the problem of resource metering as one of the security issues in 

the cloud and relate it to the services that cloud service providers render to their customers. 

They also propose a solution that seeks to ensure that cloud customers are billed in 

accordance with the service rendered by the cloud service provider. Metering and billing 

have been successfully implemented in pay-as-you-go and pre-paid models for 

telecommunication and utility companies, e.g. Cisco VoIP Prepaid billing solution. With a 

minor adjustments, the same principles could also be used in cloud computing resource 

metering. For example, software as a service can be billed based on the features of an 

application that a customer uses and the time taken using it.   

Dlamini et al. (2012) agree that security is an important issue in the cloud but argue that this 

issue has been blown out of proportion. They continue to show that some of the security 

concerns are nothing more than hype and fear of the unknown, and they demonstrate by 

using a few examples how existing security solutions could be tweaked and repackaged for 

successful application to the cloud environment (Dlamini et al., 2012; Dlamini et al., 2016).  

Lastly, Cattaddu and Hogben (2009) also agree as others like Alenezi et al. (2019) that 

security is a top priority for cloud computing customers. They argue that cloud consumers 

make buying choices on the basis of confidentiality, integrity, availability and resilience of 

the security services offered by a cloud service provider. Catteddu and Hogben (2009) 

furthermore make recommendations on priority research areas that could help improve the 

security of cloud computing technologies.  

In summary, it appears that researchers agree about security being viewed as a major concern 

for the wide adoption of cloud services. As a first step in the right direction, several research 

efforts have already been directed at identifying the actual security concerns in respect of 

cloud computing. As noted above, the identified security concerns vary a great deal and do 

not concern just the data leakage threat pointed out in Chapter 1. The current study notes the 
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following key and pressing security issues that require attention and must be dealt with in 

the cloud: 

 Multiple independent cloud service providers (i.e. applications, data, infrastructure 

and platform) working one on top of one another create multiple points of failure 

with cascading effects. This creates a need to secure the underlying IaaS delivery 

layer on which all other service delivery models hinge. 

 The shared nature of cloud services (multi-tenancy) raises concerns about 

unintentional data leakages and causes segregation of co-located data, computing 

resources and storage to be key in improving the security of public clouds.  

 Cloud users continue to lose control of their data and applications, which limits their 

situational awareness. Hence, there is a need for a solution that gives control back to 

the users. 

 Concrete and credible audit logs and forensic data are required in case of a reported 

security breach. 

 It is not enough to authenticate users based on their credentials in the cloud. It is 

essential to authenticate applications, end-user devices and other infrastructure. 

Furthermore, the above and other existing studies lack a high-level and more holistic 

perspective of all the security concerns regarding cloud computing environments (Fernandes 

et al., 2014). Hence, the next section reflects on how some researchers have tried to provide 

a holistic picture of security concerns in the cloud. It must be pointed out, as noted by 

Fernandes et al. (2014), that research in this space is insufficient and scanty. 

2.7 TAXONOMY OF SECURITY CONCERNS IN CLOUD COMPUTING   

Despite insufficient research findings in this space, some researchers have already attempted 

to classify the security concerns of cloud computing in a form of a taxonomy (Fernandes et 

al., 2014; Hashemi and Ardakani, 2012; Iqbal et al., 2016) in order to provide a complete 

picture of security landscape in cloud computing. 
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For example, the work of Iqbal et al. (2016) provides a taxonomy of security concerns in the 

context of cloud service delivery models. Therein, it is argued that each cloud service 

delivery model is associated with specific security concerns. Figure 2.3 depicts a taxonomy 

of cloud security issues associated with their service delivery models. 

 

Figure 2.3:- Taxonomy of Attacks on Cloud Service Delivery Models (Iqbal et al., 2016) 

 

Figure 2.3 shows that inter-VM attacks are mainly associated with the IaaS service models, 

while authentication attacks are associated with the SaaS delivery model. In the interest of 

brevity, we do not discuss all threats. For more details on each of these attacks, the reader is 

directed to the work of Iqbal et al. (2016). (The same applies to Figures 2.4 and 2.5.)  

 

Figure 2.4:- Taxonomy of Security Concerns in Cloud Environments (Fernandes et al., 2014) 
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Figure 2.4 depicts the taxonomy of cloud computing security issues associated with eight 

main categories, i.e. software; storage and computing; virtualisation; Internet and services; 

network; access; trust; compliance and legality. For example, Figure 2.4 shows that inter-

VMs are associated with virtualisation of the cloud. An interesting thing to note is the aspect 

of digital forensics, which is not included in Figure 2.3. Figure 2.5 presents a more 

comprehensive taxonomy that touches on the overarching research problem of this thesis, 

namely addressing data leakage threats. Again, inter-VM attacks are part of the taxonomy in 

Figure 2.5. In principle, inter-VM attacks appear in all three taxonomies. Since this is an 

indication that more research efforts are still required to address inter-VM attacks, this thesis 

focuses specifically on addressing the threat of inter-VMs. 

Most of the work covered agrees that cloud computing has attractive and compelling benefits 

for those organisations that seek to embrace it. It seems that researchers concur that security 

concerns remain a challenge for the adoption of cloud computing. However, some of the 

studies, except the work of Cable & Wireless Worldwide (2011); Dlamini et al. (2012) and 

Ismail et al. (2016) fail to acknowledge that some of the perceived security concerns of cloud 

computing could just be an over-reaction or result from a fear of the unknown by sceptics. 

Failure to acknowledge and show that cloud computing security is an issue that has been 

blown out of proportion, as well as failure to pin-point pertinent security concerns regarding 

the cloud might just worsen the current situation and direct future research efforts towards 

invalid security concerns. It is in the wake of these and other issues that this chapter has 

attempted to reflect on the overall picture of security concerns in the cloud so as to bring 

clarity to a complicated cloud computing threat landscape. This landscape is quite often 

filled with hype, fear of the unknown, incomplete and oversimplified information, all of 

which have led to a gross generalisation that “security remains the biggest challenge for 

cloud computing”. 

Given the plethora of security issues regarding the cloud (as depicted above), it would really 

be impossible to address all of them at once. Hence, the research in hand focused on 

addressing data leakage problems from three perspectives only, i.e. authentication flaws, 

inter-VM attacks arising from inadequate VM placements, and digital forensics. The idea 
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was basically to strengthen authentication as a first point of entry to cloud services. We have 

noted that cloud computing requires a different approach to traditional authentication.  

Furthermore, and of note is that inter-VM attacks seem to be cutting across all discussions 

of security issues in the cloud. Therefore, this research took the initiative to propose a 

solution to this problem and addressed the problem from a VM placement perspective. 

Moreover, and in order to strengthen the proposed solution, this study also investigated the 

use of digital forensic readiness to ensure that all access activity for investigation purposes 

is captured for future use. 

2.8 CONCLUSION  

Extensive industrial and academic research efforts have cited security concerns as one of the 

biggest challenges preventing organisations from migrating their data and applications to the 

cloud. Surely, security is an important issue in the cloud, but many researchers argue that 

this issue has been blown out of proportion, mainly because of the hype and fear of the 

unknown associated with cloud computing. A careful look reveals that most of the security 

concerns do not really pose something new that we should be worried about. Some of the 

concerns have already been addressed in different environments like virtualisation and 

would probably need to be repackaged with a few tweaks to fit into the new cloud 

environment. For example, authentication is an old security mechanism that requires some 

modifications to fit the cloud environment. In summary, Chapter 2 reflected on the security 

levels that vary according to the cloud deployment and service delivery models. This could 

allow consumers of cloud services to take calculated incremental steps towards their 

adoption of cloud computing. For, example, consumers could start off by using a public 

cloud only for non-critical data and applications.  

Chapter 3 takes a look at background work in terms of digital forensic readiness.  
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Figure 2.5:- Taxonomy of Security Aspects of Cloud Computing (Hashemi and Ardakani, 2012)

 
 
 



 

38 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 



 

39 

 

 

 

CHAPTER 3 BACKGROUND ON DIGITAL 

FORENSICS AND DIGITAL 

FORENSIC READINESS 

 

3.1 INTRODUCTION 

As reflected in Chapter 2, security concerns have been coined as a major stumbling block 

for most organisations intending to move their critical data, applications and systems to the 

cloud (Dlamini et al., 2011). Surely, in today’s complex and inter-connected business 

ecosystem, security threats are inevitable. Moreover, security is an essential requirement for 

IT resources and no organisation would want its data and applications to be stored on 

insecure systems that would expose them to unauthorised users (Reilly et al., 2011). It is on 

this premise that most research efforts have been directed at security challenges of the cloud 

for all that the subject merits. In the meantime, the research community has left an open area 

of research of equal importance: that of digital forensics investigation in the cloud. Du, Le-

Khac and Scanlon (2017) consequently argue that digital forensics is still in its infancy. 

Surely, it is vital to protect and secure cloud systems from inevitable security threats. 

However, it is equally important to be able to deal with the aftermath once an incident has 

occurred. Organisations must be able to proactively collect and preserve digital evidence to 
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detect malicious activities in the hope of identifying the responsible culprits. This could help 

to hold malicious culprits accountable for their actions. Although digital forensic 

investigation fills that gap. It quite often comes into play after an incident has already 

occurred, as a reactive approach.  

Within the agile and multi-tenant cloud environment, organisations cannot afford to follow 

a reactive approach to digital forensic investigations. For example, the agility and transitory 

nature of cloud services make it easy for criminals to commit a crime, immediately destroy 

any traces of digital evidence, and migrate to another cloud service provider where they 

could do the same and leave without a trace (Dlamini et al., 2014). This makes it very 

difficult to identify criminals, let alone to acquire digital evidence. Furthermore, there is 

absolutely no need for the criminals to own any cloud infrastructure. For example, a criminal 

could subscribe to a cloud service provider that offers infrastructure as a service (IaaS) and 

easily create a virtual machine (VM) to perform their criminal activities and then destroy the 

VM and end their subscription (Dykstra and Sherman, 2012; Sibiya et al., 2012; Dykstra, 

2015). Such a scenario makes it exceedingly hard for digital forensic investigators to gather 

credible digital evidence to help apprehend criminals in the cloud.    

Based on the above and other difficulties, conducting an effective digital forensics 

investigation in the cloud environment has remained a big challenge. Even legal frameworks 

such as the United State of America’s (USA) Federal Rules of Discovery (Battaglia, 2016) 

that were designed with an inherent flexibility and applicability to technological 

developments, are not flexible enough to embrace the paradigm shift to the shared cloud 

environments (Araiza, 2011). Consequently, some researchers note that there is still 

insufficient research on tools, processes and methodologies required to acquire defensible 

digital evidence in the cloud (Chung et al., 2012; Harrington, 2012; Butterfield et al., 2018). 

For example, Butterfield et al. (2018) argue that existing tools for conducting digital 

forensics are manual. They therefore propose an automated digital forensic process.  

Yet, some researchers (Martini and Choo, 2012; Daubner, 2018) argue that a lack of 

understanding of the complexity and challenges brought about by cloud computing greatly 

hinders the job of digital forensic investigators. Hence, this chapter takes the initiative to add 
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a better understanding of the implications of cloud computing on the field of digital forensics 

to the body of knowledge.  

The author of this thesis acknowledges that the rise of cloud computing introduces a digital 

forensic dilemma. In order to fully understand this dilemma, the remainder of this chapter is 

structured as follows: Section 3.2 aims to provide a common understanding of the definitions 

of digital forensics that are found in literature. It is vital to have a common understanding 

before we can tackle the implications of cloud computing for digital forensic investigators 

in Section 3.3. Section 3.4 outlines a harmonised taxonomy of the implications and 

challenges of conducting an effective digital forensics investigation in the cloud, so as to 

provide a high-level snapshot of the digital forensic challenges that have been identified by 

different researchers and investigators in the cloud. Section 3.5 introduces digital forensic 

readiness, its definition and benefits, and briefly discusses its suitability to investigations 

conducted in cloud computing environments. Section 3.6 concludes this chapter. 

3.2 DEFINITION OF DIGITAL FORENSICS 

Digital forensics is a fairly new disciple that emerged as a result of the ubiquity of digital 

devices and their increasing use in malicious activities (Reilly et al., 2011; Martini and Choo, 

2012). The discipline of digital forensics has seen tremendous developments in the recent 

past in terms of investigation procedures, techniques and toolkits to support law enforcement 

agencies and other organisations to resolve disputes (Dykstra, 2015). Arguably, over the past 

couple of years, digital forensics has changed, evolved and adapted to keep up with rapidly 

changing technologies (Du et al., 2017; Bollo, 2017). Du et al. (2017) claim that digital 

forensic investigations must move towards cloud-based digital evidence processing. They 

argue that this will expedite the investigation process and free up investigators and law 

enforcement authorities to handle other tasks. Bollo (2017) agrees that digital forensics must 

keep up with technical changes and changing times.   

Along with the technological changes came different definitions of digital forensics. The 

definition challenges were recognised and noted by Casey (2012), and it was only recently 

that a definition of digital forensics was adopted and standardised by the research community 
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(ISO/IEC 27043, 2015). This section discusses the different definitions of digital forensics 

suggested in literature and shows how the definition has changed over the years up until the 

point of standardisation. A number of disparate definitions of digital forensics existed in 

literature due to different researchers such as McKemmish (1999), DFRWS (2001), Reith, 

Carr and Gunsch (2002), Ruan et al. (2013), Raghavan (2013), ISO/IEC 27043 (2015) and 

Daubner (2018) having had differing views on what digital forensics pertains. The discussion 

in this section reflects the changing scope of digital forensics.  

Martini and Choo (2012) cite one of the first definitions of digital forensics, i.e. the one 

suggested by McKemmish (1999, p.1). It refers to digital forensics as “a process of 

identifying, preserving, analysing and presenting of digital evidence in a manner that is 

legally acceptable”. This definition defined digital forensics with regard to its investigation 

processes. Similar to that of McKemmish (1999) is a definition provided in Daryabar et al. 

(2013), which defines digital forensics as a process of preparing, acquiring, preserving, 

examining, analysing and reporting potential digital evidence. Daryabar et al.’s definition 

does not explicitly touch on the science component of digital forensics. However, both define 

it with reference to the different digital processes that investigators need to follow as they 

carry out investigations up to the point of presenting potential evidence. McKemmish’s 

definition touches on the legal aspect of an investigation, whereas that of Daryabar et al. is 

silent about corporate or legal investigation. The legal component of conducting a digital 

forensic investigation in the cloud is key to establishing and ensuring that the collected 

digital evidence is legally admissible in court. 

In 2001 a technical committee of the Digital Forensic Research Workshop (DFRWS) 

formulated a broad and comprehensive definition that defined digital forensics as “the use 

of scientifically derived and proven methods toward the identification, collection, 

preservation, validation, documentation, analysis, interpretation and presentation of digital 

evidence derived from digital sources for the purpose of facilitating or furthering the 

reconstruction of events suspected to be of a malicious activity or helping to anticipate 

unauthorised actions shown to be disruptive to planned operations” (DFRWS, 2001; 

Agarwal et al., 2011; Harrington, 2012; Raghavan, 2013). Reith et al. (2002) adopted the 

same definition, whereas Carrier (2003) opted for a more narrow focus and referred to digital 
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forensics as the use of scientifically derived and proven methods of identifying digital 

evidence that verifies or contradicts an existing theory, and shows signs of tampering that 

can be used to facilitate or further the reconstruction of events in an investigation. This 

definition only focuses on the identification and analysis processes of digital forensics.  

Kent et al. (2006) define digital forensics as a scientific procedure used to identify, classify, 

collect, evaluate and analyse potential digital evidence while maintaining a high level of 

integrity throughout the entire investigation process. This definition also defines digital 

forensics in terms of the investigation processes. However, the key to their definition is that 

it puts emphasis on basing digital forensics on scientific principles and procedures. 

Furthermore, it brings in the element of maintaining the integrity of digital evidence. This is 

a good definition that introduces the element of admissibility of digital evidence. 

Zatyko (2007) provides one of the most intriguing analyses of the different definitions of 

digital forensics. Therein, digital forensics refers to “the application of computer science and 

investigative procedures for a legal purpose involving the analysis of digital evidence after 

proper search authority, chain of custody, validation with mathematics, the use of validated 

tools, repeatability, reporting and possible expert presentation”. This definition scopes the 

‘scientific’ aspect to computer science. Despite the call for the digital forensic community 

to adopt Zatyko’s definition, it seems not to have attracted enough support for it to become 

a standard definition. 

Eric Huber defines digital forensics as “the collection, examination and reporting of digital 

evidence in order to answer questions related to digital investigation or as an intelligence 

gathering task” (Kassner, 2011). This definition defines digital forensics based on the 

investigation procedure and ignores its scientific aspects, as was the case in Daryabar et al. 

(2013). Ngobeni et al. (2012) define digital forensics as a scientifically proven methodology 

for investigating digital devices that are suspected to have been involved in malicious 

activities for potential evidence that could be used in a court of law to help prosecute the 

perpetrators. This definition highlights the science behind digital forensics. However, it takes 

a narrow scope to focus only on the legal aspect of digital forensics, i.e. dealing with 

malicious activities. Digital forensics can also be used in corporate environments to deal 
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with employees who breach policies and procedures. Even though such corporate cases may 

also lead to criminal cases; they are solely meant for dealing with malicious employees.  

Raghavan (2013) defines digital forensics as an application of scientific principles and 

processes to the investigation of artefacts or digital devices in order to understand and 

reconstruct the sequence of events that must have transpired in a crime scene. This definition 

also emphasises the science component of digital forensics and adds the ‘event 

reconstruction’ aspect, which deals with ‘repeatability’ of activities that took place leading 

to an incident. This means that digital evidence must be able to tell the whole story and 

replay (repeat) what actually took place in the crime scene. This aspect deals with the 

comprehensiveness of digital evidence and adds to its admissibility in a court.  

Finally, the ISO/IEC 27043:2015 standard came with a standardised definition of digital 

forensics that is derived from the one proposed by the DFRWS technical committee. The 

standard definition defines digital forensics as “the use of scientifically derived and proven 

methods toward the identification, collection, preservation, validation, documentation, 

analysis, interpretation and presentation of digital evidence derived from digital sources for 

the purpose of facilitating or furthering the reconstruction of events suspected to be of a 

criminal or malicious nature or assisting to anticipate unauthorized actions” (ISO/IEC 

27043, 2015; Valjarevic, Venter and Petrovic, 2016; Daubner, 2018). This definition seems 

to be all-encompassing in that it covers most of the aspects that have been raised by other 

definitions, e.g. ‘scientific principles, procedures and processes’, ‘event reconstruction’ and 

‘proven methodologies’. The aspect of ‘proven methodologies’ is also emphasised in Shamsi 

et al. (2016). It would however seem that this definition does not leave room for creativity 

in sourcing and analysing digital evidence with regard to ‘proven methodologies’. It 

nevertheless emphasises repeatability and reliability, which adds to the admissibility 

discussions. Since it is standardised and a good starting point, the digital forensic community 

can hopefully now adopt it widely to have a common understanding. This study therefore 

also adopts the definition provided in the ISO/IEC 27043:2015.  

The next section elucidates the actual implications of cloud computing for the discipline of 

digital forensics. 
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3.3 RISE OF CLOUD COMPUTING ELICITED A DIGITAL FORENSIC CRISIS 

The rising interest in the use of cloud computing services presents both opportunities for 

criminal exploitation and a host of challenges for digital forensic investigators (Martini and 

Choo, 2012). For example, Casey (2012) argues that criminals could exploit cloud storage 

services like Dropbox to store incriminating evidence, launch cyber-attacks and break the 

strongest encryptions keys. The LinkedIn case where encrypted user credentials were stolen, 

decrypted and then sold in the Darkweb might be one case in point for criminals using the 

cloud computing power to break encryption keys (CSA, 2017). Surely, cloud computing 

makes it easier for criminals to store illegal and incriminating files (e.g. child pornography 

videos and pictures) in third party cloud storage service providers. The same cloud setup 

could also make it extremely difficult for digital forensic investigators to seize data that 

could be used as potential evidence (Dykstra, 2015). This is more so if the child pornographic 

data is stored in data centres that span multiple jurisdictions covering areas where it is not 

even considered illegal. Besides, even if law enforcement agencies could discover such 

contraband images and videos, it would be difficult for them to terminate such services in a 

third party’s cloud servers that are located in a foreign country. Obtaining search warrants 

and getting the necessary consent from foreign law enforcers in urgent and extremely time-

sensitive situations may prove to be implausible. It is on this premise that the US government 

working with other qualifying governments passed the “Clarifying Lawful Overseas Use of 

Data – the CLOUD” Act (Hatch, Coons, Graham and Whitehouse, 2018). The CLOUD Act 

comes at the right time when the Safe Harbour framework proved insufficient in ensuring 

high-level data protection as stipulated and mandated in the GDPR (Monteleone and Puccio, 

2017; Bu-Pasha, 2017). The Privacy Shield was mandated after the Safe Harbour was 

invalidated (Monteleone and Puccio, 2017). However, the focus of the 2016 Privacy Shield 

is on privacy of personal data. The CLOUD Act is aimed to solve the problem of cross-

border data requests and to facilitate timely access to electronic data in custody, control or 

possession of service providers across borders. Global Research has since labelled the 

CLOUD Act a dangerous piece of legislation (Global Research, 2018; Hickey, 2018; 

Matsakis, 2018). 

 
 
 



 

46 

 

Aggravating this issue, is that most cloud clients would consider encrypting their data (more 

so if it is illegal) before moving it to the cloud to try and mitigate the risk of it being accessed 

by unauthorised third party users, i.e. criminals, investigators, malicious or prying service 

providers and co-resident clients. This could lead to greater complexity and long delays in 

obtaining digital evidence. The investigators, malicious or prying service providers and co-

resident clients are included because nowadays it is not only the criminals that are suspect, 

but everyone. Not even service providers could be trusted with their clients’ data. For 

instance, Google’s cloud offerings such as Gmail, YouTube and Google Docs have 

provisions in their terms of service (i.e. “By submitting, posting or displaying the content 

you give Google a perpetual, irrevocable, worldwide, royalty-free, and non-exclusive license 

to reproduce, adapt, modify, translate, publish, publicly perform, publicly display and 

distribute any Content which you submit, post or display on or through, the Services.”) that 

give them a non-exclusive licence to access and exploit all the contents provided by their 

clients (Garon, 2012).  

In short, Google as a cloud service provider has the right to purposely modify its clients’ 

data and leave the aggrieved clients with no recourse and no legal right to recover any lost 

or damaged data, regardless of the cause of damage and even if the provider was grossly 

negligent. Hence, Calloway (2012) argues that ingrained in what they refer to as “clickwrap 

agreements” of prying cloud service providers are the limitations on liability provisions, 

absolute safe harbours and hidden icebergs for the multi-millions of unsuspecting cloud 

clients. Such clients habitually click “I Agree” and in the process relinquish their legal rights.    

For the above reason and in order to gain a competitive advantage, most cloud service 

providers might consider encouraging their clients to encrypt their data before moving it to 

the cloud (Taylor et al., 2010). Such providers could further encrypt their clients’ data that 

has already been encrypted as mandated by law. For example, Spideroak, a cloud storage 

service provider – a direct competitor to Dropbox – encrypts its clients’ data and then hands 

the encryption keys back to the client to guarantee that it (Spideroak) cannot decrypt it to 

inadvertently disclose clients’ data to anyone – including investigators and law enforcement 

agencies (Garon, 2012). Even though this might add an extra layer of protection to the 

client’s data, it creates a challenge and increases complexity for an investigator. For instance, 
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it would not be enough for an investigator to only get the client’s decryption keys. The 

investigator will also be required to obtain the decryption keys of the cloud service provider, 

who might be unwilling to hand them over (Sibiya et al., 2012). This can significantly 

increase the cost of an investigation, to such an extent that it would defeat the cost-benefit 

analysis, which is also known as the “proportionality doctrine” in US law (Harrington, 

2012). The process might be easier if both sets of keys are with the client. 

The US’s “proportionality doctrine” is defined as a cost-benefit analysis of an investigation 

(Harrington, 2012; Ajoy, 2012). As such it is applied to limit investigators to acquire 

inaccessible digital evidence only when the benefits of doing so far outweigh the expense. 

Therefore, within a cloud environment, for a less important case, investigators could only do 

their investigations on the client’s side. Only if the case is unusually important, they would 

move to the cloud service provider’s side. Digital forensic investigators should work with a 

legal team to define and limit the scope of an investigation to that which is reasonably 

possible within the given budget and timeframe. This is a very important element of 

investigating crimes committed in the cloud where there could be massive potential digital 

evidence with residual data belonging to other tenants. On the other hand, crucial digital 

evidence might be overwritten as clients switch to other service providers. This raises the 

challenge of using evidence with gaps. This might still be a problem in non-cloud 

environments. Hence, it resurfaces again in the cloud and digital forensic investigators still 

need to deal with presenting evidence with gaps.    

As discussed above, cloud computing might not be a new phenomenon, but its implications 

for acquiring and preserving digital evidence for the resolution of civil disputes and the 

prosecution of alleged criminals can never be ignored (Mason and George, 2011). 

Consequently, digital forensics faces one of its greatest challenges with the rise of cloud 

computing (Martini and Choo, 2012; Park, Kim et al., 2018; Ruan et al., 2011; Zimmerman 

and Glavach, 2011). In support, Yadav, Ahmad and Shekhar (2011) and Quick and Choo 

(2018) argue that digital forensics faces an ever-growing crisis with the emergence of cloud 

computing. Harrington (2012) argues that technological trends such as cloud computing and 

social media are pushing legal and ethical boundaries to the limits and this necessitates novel 

approaches to digital forensic investigations. For example, when an investigator goes beyond 
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the formal process of acquiring digital evidence to befriend a suspect under false pretence 

on social networking media to gain access to the suspect’s private information, this could 

easily lead to an “invasion of privacy, intrusion upon seclusion or unreasonable warrantless 

search or other tort liability” (Harrington, 2012). This could easily render all such evidence 

inadmissible in court as reflected in the United States vs Maynard case (Harrington, 2012). 

In this case, the US Court of Appeal had to decide if digital evidence obtained by the 

investigators through a warrantless search of a global positioning system (GPS) device was 

admissible in court. The court opined that “the defendant had a reasonable expectation of 

privacy in the sum of his movements, even though he had no expectation of privacy in his 

individual movements exposed to the general public” and dismissed the evidence on the 

grounds that it was obtained using illegal methods that violated the privacy of the defendant 

(Harrington, 2012).   

Furthermore, there is little guidance on how to acquire digital evidence and conduct digital 

forensics in cloud environments (Martini and Choo, 2012). Martini and Choo (2012) argue 

that there are no guidelines that are specific to dealing with digital evidence in cloud 

environments. Hence, researchers are arguing that cloud computing environments are 

making it more difficult for investigators to acquire and analyse digital evidence to the same 

standards as are expected in traditional server-based systems. This attributes to a certain 

extent to the difficulty in establishing what data is stored or processed by what applications 

on what end-point device (Taylor et al., 2011). However, cloud computing can also facilitate 

the work of a digital forensic investigator, for example, in collecting and storing potential 

digital evidence before a lawsuit or policy breach. This thesis indirectly shows how to do 

this.  

The tension between cloud computing and digital forensics is also compounded by the 

complexity of acquiring evidential data from the cloud. This complexity stems from the fact 

that traditional tools, processes, procedures and methodologies for obtaining legally 

defensible digital evidence cannot be superimposed on this environment. Existing tools or 

methods are simply not scalable or fit-for-purpose (Martini and Choo, 2012) in this 

environment, and if used, could easily result in digital evidence of questionable quality that 

could well be deemed inadmissible in the courtroom. For example, digital forensic 
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investigators do not have the ability to physically acquire the suspected digital device for a 

bit-by-bit imaging in the virtual cloud environment where disks, memory and CPU are 

virtualised and shared between multiple clients (Harrington, 2012). In this instance, the 

complexity comes in isolating the suspect’s data and ensuring that all data and applications 

that belong to other co-resident clients are not captured or disrupted. Digital evidence 

containing any residual data, which is data that belongs to other co-resident clients, could 

bring unnecessary disrepute to the credibility of the tools used for collection. This could 

easily nullify a serious case in a court of law failing to convict the accused. This particular 

problem of acquiring residual data, which may be viewed as intrusive, has been partly 

addressed by the United Kingdom’s Criminal Justice and Police Act of 2001 (Mason and 

George, 2011). This Act gives legal authorities additional power to seize evidence with its 

residual, i.e. only if it is practically impossible for the two to be separated. Hence, this study 

argues that the rise of cloud computing brought along a digital forensics crisis. In agreement 

is Fred Cohen & Associates’ (2009) assertion that cloud computing might yield a great 

business model with all its benefits (i.e. cost savings, flexibility, scalability, load balancing 

and agility), but it creates a completely unworkable legal and investigation model for digital 

forensic investigators and law enforcement agencies. Such complexity can be demonstrated 

by the case US Government vs Microsoft which started in 2014 (Matsakis, 2018) and resulted 

in the CLOUD Bill – which has huge ramifications for the future of cloud computing (Hatch 

et al., 2018). 

The next section gives a high-level overview of the digital forensic challenges in the cloud. 

The main aim is to elucidate the specific digital forensic challenges of cloud computing. This 

section ends by trying to give a holistic picture of these challenges. 

3.4 DIGITAL FORENSIC CHALLENGES IN THE CLOUD 

This section outlines at a high level the challenges of conducting a digital forensic 

investigation in a cloud computing environment. A number of researchers have made 

attempts to identify some of the digital forensic challenges that arise in the cloud computing 

environment.  
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3.4.1 Digital Forensic Challenges in the Cloud: A Literature Review 

For instance, Ruan et al. (2011) argue that the challenges of digital forensics in a cloud 

computing environment manifest across three dimensions, i.e. organisational, legal and 

technical dimensions. Therein, it is argued that addressing the challenges on all three 

dimensions would facilitate the establishment of a digital forensic capability. The challenges 

discussed in Ruan et al. (2011) include multi-jurisdiction; multi-tenancy; service level 

agreements; forensic data acquisition and collection; elastic and live digital forensics; 

evidence segregation; and working with virtual environments. The work of Ruan et al. 

(2011) does not acknowledge that different cloud deployment models (e.g. public, private, 

community and hybrid) along with their different service models (SaaS, IaaS and PaaS) have 

unique challenges.  

The work of Birk (2011) and of Birk and Wegener (2011) focuses on the technical challenges 

of conducting a digital forensics investigation in the cloud. Birk (2011) covers public and 

private deployment models and acknowledges that the amount of potential evidence 

available to the digital forensic investigator differs between the different cloud deployment 

and service models. Therein, it is argued that digital forensic evidence could either be at rest 

(in storage disk space), in motion (file transfer over the network) or in execution (in memory) 

and it could be sourced from either a virtual cloud instance or network layer or client system 

(Birk, 2011). In support, Sibiya et al. (2012) argue that digital forensic evidence in the cloud 

is likely to be split or partitioned and stored in geographically distributed jurisdictions, which 

would make it hard to locate. Consequently, conducting a digital forensic investigation in 

each case will also differ. This work goes on to show what is possible and not possible with 

the different service models. For example, Birk (2011) argues that the ability to access virtual 

instances for gathering digital forensic evidence is limited in SaaS and PaaS. In the SaaS 

service model, the client can rely on logs provided by the cloud service provider (CSP). This 

is because only the CSP has control of the underlying infrastructure. Hence, it is concluded 

that cloud clients do not have the chance to perform an effective digital forensic investigation 

in the SaaS service model. According to Birk (2011), it is much simpler for cloud clients to 

conduct a digital forensic investigation on the PaaS and IaaS service models than on the 

SaaS service model. Ali et al. (2018) support Birk’s findings on the complexity of a digital 
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forensic investigation on SaaS as compared to the other service models. This is generally 

true for most cases of SaaS where the clients do not have direct access to the underlying 

infrastructure on which the applications are running.  

According to Hare-Brown and Douglas (2011) the potential challenges include the 

following:  

 A lack of well-written contracts that support digital forensic investigation: This work 

goes on to say that there are currently no standard operating procedures between 

clients and CSPs that stipulate comprehensive rules of engagement. Although this 

might have been the case back in 2011, there has been improvement in that the UK is 

for instance mandating digital forensic readiness for small enterprises dealing with 

the UK government (Moussa, Ithnin and Zainal, 2018). 

 Clients’ reliance on CSP goodwill (Ali et al., 2018): The challenge comes when the 

CSP is reluctant or unwilling to support the digital forensic investigation team. 

Negotiations in this case could lead to significant time lags, which could easily risk 

evidential data being corrupted or lost before it could be captured for analysis. 

 The discovery and handling of digital forensic artefacts with disclosure clauses as part 

of contractual obligations (Hook, 2018): The challenge here is that even if most CSPs 

are legally obligated and duty bound to disclose security incidents to the affected 

parties, they may choose not to do so because of the fear of losing their customers.  

 Cross-jurisdictional issues: The argument therein relates to that fact that it is generally 

not legally permissible for law enforcement authorities to access cloud-based systems 

that lie beyond their jurisdiction. Moreover, serving warrants and court orders 

internationally is regarded as a time-consuming and costly exercise.  

 Timescale: Huge time lags are introduced by the bureaucracy involved in establishing 

international law enforcement cooperation and collaborations. This work asserts that 

long timelines greatly diminish the hope of discovering and recovering digital 

evidential data from the CSPs. This is an issue that could be even trickier with CSPs 

having short data and log retention policies. 

 Proportionality issue (Harrington, 2012): This is a focus of today’s courts. It is 

stipulated that digital forensic investigators should acquire or seize or capture ONLY 
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evidential data that is pertinent or relevant to the investigation and nothing more or 

less. In terms of capturing snapshots of virtual machines in a multi-tenant cloud 

environment, how can we ensure that digital forensic investigators capture snapshots 

with ONLY the relevant evidential data, without any residual data from other clients 

who might not be involved in the investigation? 

 Considerations associated with the presentation of digital forensic evidence (Orton, 

Alva and Endicott-Popovsky, 2015): It is a known fact that evidential data must 

conform to certain standards (e.g. secure preservation; a clear and chronological chain 

of custody; synchronised timestamps across international boundaries and different 

time-zones) and if not, it could easily become inadmissible in court.  

Hare-Brown and Douglas (2011) conclude that the challenges are not insurmountable; they 

could be solved with solid technical and legal support, as well as thorough cooperation and 

collaboration with all the relevant stakeholders. The list of legal matters as provided by them 

is not exhaustive. More work on the legal requirement of conducting a digital forensic in the 

cloud can be found in Orton et al. (2015). However, the above list illustrates the point that 

the study in hand must directly or indirectly consider legal matters to improve the 

admissibility of digital evidence. 

Reilly et al. (2011) argue that the major challenges of cloud computing emanate from the 

fact that CSPs have not yet come up with concrete ways of implementing measures to ensure 

a digital-forensic-ready cloud computing environment. For example, D’Orazio and Choo 

(2018) were compelled to use techniques that circumvent security mechanisms to be able to 

facilitate the collection of digital forensic evidence from iOS cloud applications. However, 

the iOS cloud ensures the integrity of synced files for digital forensic investigations (Ahmed 

and Xue, 2018). Furthermore, digital forensic experts have not yet come up with clear 

principles and procedures that could be effectively used to conduct a digital forensic 

investigation in the cloud (Reilly et al., 2011). Reilly et al. assert that the main challenge is 

related to data acquisition. They mentioned that search and seizure procedures used in 

conventional digital forensic investigation are impractical in the cloud environment. This is 

because client data resides in remote data centres of the CSPs. This goes hand-in-hand with 

the challenge of maintaining the chain of custody relating to the acquisition of potential 
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evidence (Reilly et al., 2011). Given these two challenges, it becomes even more difficult to 

put together the pieces of acquired evidence and events to be able to reconstruct the crime 

scene and create the timelines.  

Furthermore, Reilly et al. (2011) argue that cloud computing environments do not allow for 

important artefacts that could possibly hold crucial evidence like registry entries, temporary 

files and memory cache to be captured and preserved for a digital forensic investigation. One 

other important challenge that has been missed by most of the covered literature is that of 

presenting technical digital forensic evidence to the jury. Presenting digital forensic evidence 

to the jury has been hard with traditional digital forensics. It is only going to get worse in 

the complex cloud computing environment.  

 

The work of Taylor et al. (2011) examined the legal aspect of digital forensic investigation 

in cloud-based systems. This work focuses on the complex processes of digital forensic 

evidence acquisition and analysis, which they claim are more complex in public and hybrid 

cloud models as opposed to private cloud models. Taylor et al. (2011) discuss and compare 

the challenges according to differences on the deployment models. They also outline the 

challenges of digital forensic evidence acquisition and analysis as follows:  

 Multiple jurisdiction (Perloff-Giles, 2018)  

 Encryption of data before it gets migrated to the cloud (Dlamini et al., 2017)  

 Lack of established digital forensic guidelines on cloud-based systems (Dykstra, 2015; 

Farina et al., 2015; Moussa et al., 2018)  

 Difficulty of establishing a chain of custody (Garcia, 2014) 

 Difficulty in the recovery of digital forensic evidence (Casey, 2011)  

 Lack of established method for evidence acquisition (Moussa et al., 2018)  

 Complexity of identifying potential digital forensic evidence (Martini and Choo, 2012)  

 Imaging data in the cloud possibly not being practical  

 Multi-tenancy of clients’ data and applications (Mason and George, 2011) 

 

Taylor et al. (2011) also alluded to the most overlooked but important aspect of providing 

and presenting digital forensic evidence in court. The issue of tracking malware that 

 
 
 



 

54 

 

originates from cloud-based systems was argued to be one of the most complex tasks for 

digital forensic investigators. This is presumably because of the transient nature of cloud 

services. Even more complex is the issue of tracking down the effects of malware with 

malicious cloud clients claiming ignorance of stealth and evasive malware running on their 

systems. Presenting evidence to the jury in support of such cases can be difficult. This could 

easily reduce serious sentences to nothing and, in the process, let criminals off the hook.  

From the above discussion, it is clear that there are still many grey areas with regard to digital 

forensic investigations in the cloud. This is an indication that it will definitely require 

considerable amount of time, effort and money to overcome these challenges. The next 

subsection provides a taxonomy depicting a high-level snapshot of the challenges.  

3.4.2 Digital Forensic Challenges in the Cloud: A High-Level Taxonomy 

Figure 3.1 provides a high-level taxonomy of the challenges of digital forensics in the cloud.  

 

Figure 3.1:- Taxonomy of Digital Forensic Challenges in the Cloud (Lopez et al., 2016) 

Lopez et al. (2016) classify the challenges across the digital forensic investigation processes, 

namely identify, respond, collect, acquire, understand, preserve, report and close. The 

identify process talks to the challenge of physically acquiring digital evidence with regard to 
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competence of investigators and trustworthiness of the identified data. The respond process 

discusses issues around the difficulty of obtaining and serving search warrants in multi-

jurisdictions. The collect process focuses on data location, which relates to the identify 

process. This process also touches on multi-tenancy and resource sharing, which may lead 

to collection of residual data belonging to tenants that are not involved. 

The difficulty of selective collection, compared to collecting everything, is key here. The 

last part refers to dynamic and large systems where there is so much to collect and the rapidly 

changing environment makes it hard to collect digital evidence. The acquire process speaks 

to the massive volumes and volatility of data that must be collected and the difficulty of 

maintaining a proper chain of custody. The understand process deals with understanding 

partial evidence, i.e. evidence with gaps from selective acquisition. This process also focuses 

on recovery of deleted data and its correlation issue. It furthermore focuses on cryptography 

and lack of interoperability among cloud systems. 

The preserve process deals with data integrity and copies of digital evidence. This relates to 

proper handling of the digital evidence’s chain of custody. The report process refers to 

presenting digital evidence in court or in a disciplinary hearing. Finally, the close process 

focuses on challenges of dealing with evidence after a case is closed. This relates to proper 

sanitisation of media that hold digital evidence for secure deletion and return. Further details 

on these can be found in Lopez et al. (2016). 

Figure 3.2 provides a similar, yet more comprehensive taxonomy of digital forensic 

challenges in the cloud. Dykstra (2015) divides the cloud forensic challenges into eight 

categories: incident first responders; data collection; legal analysis; anti-forensics; 

architecture; role management; standards; whereas Lopez et al. (2016) use digital forensic 

processes for the categorisation. Each of these categories have different subcategories. For 

example, the role management category has an identity management subcategory, which 

further has sub-subcategories, i.e. difficulty of criminal attrition in the cloud and errors in 

cloud management. The legal category is further divided into four subcategories, i.e. 

contract SLA, jurisdiction, privacy and root of trust.  
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Figure 3.2:- Taxonomy of Cloud Forensic Challenges (Dykstra, 2015)
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The contract SLA category refers to competence and trustworthiness, and to the fact that 

criminals hide their identity and cover their tracks in the cloud. The jurisdiction category covers 

challenges around cloud confiscation and digital evidence seizure. The privacy category refers 

to cryptographic key management that ensures the privacy of tenants. The data collection 

category is similar to the collect category in Figure 3.1 (Lopez et al., 2016). The incident first 

responder category captures challenges on event reconstruction and selective data acquisition. 

The architecture category deals with challenges around resource abstraction, imaging, live 

forensics, additional evidence collection, digital evidence integrity and preservation. Anti-

forensics category focuses on the challenges of having malicious code that circumvent virtual 

machine isolation. An analysis category focuses on metadata and its logs, evidence correlation 

and virtual storage reconstruction. More details on each of these categories, subcategories and 

sub-subcategories can be found in Dykstra (2015). Figures 3.1 and 3.2 present a high-level 

overview of digital forensic challenges in the cloud. Substantial preparations and planning are 

vital to address these challenges and ensure effective digital forensic investigations in the 

cloud.  

The author believes that this could be best achieved by first preparing the cloud computing 

environment to become ready for digital forensics. This points to a need for research efforts 

that focus more on a proactive approach towards digital forensics and it takes our discussion 

towards digital forensic readiness. The next section argues that digital forensic readiness could 

be one of the ways to help address most of the identified challenges and prepare the cloud 

environment for an effective digital forensic investigation. 

3.5 DIGITAL FORENSIC READINESS 

The rise of critical IT infrastructures and cloud computing raises new digital forensic 

challenges. Digital forensics has been traditionally viewed as a reactive approach for 

investigating incidents after they occur (Alharbi et al., 2011; Alharbi, 2014; Kigwana and 

Venter, 2018). There used to be insufficient research to help organisations proactively plan and 

prepare on how to respond to incidents when they occur. Hence, nowadays a considerable 

amount of digital forensic research (Moussa et al., 2018; Park, Kim et al., 2018) focuses on a 

proactive approach towards the collection and preservation of digital evidence prior to an 

investigation. This is mainly because traditionally reactive approaches of collecting digital 
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evidence are insufficient and not scalable in a cloud computing environment (Chung et al., 

2012). 

The characteristics of cloud computing, such as agility, multi-tenancy, shared nature and 

dynamism have heightened the need for organisations to consider a digital forensic readiness 

(DFR) capability of collecting potential digital evidence and preserving it in a legally and 

forensically sound manner. The next section provides a number of definitions of DFR that are 

found in existing literature. 

3.5.1 Definition of DFR 

Quite a number of definitions for DFR are found in literature. However, Tan (2001) provides 

an earlier description that defines DFR with respect to maximising an environment’s capability 

of collecting digital evidence, whilst at the same time minimising the cost of doing so during 

an incident response. Rowlingson (2004) bases his definition on the one found in Tan (2001). 

Rowlingson (2004) defines DFR as “the ability of an organisation to maximise its potential to 

use digital evidence whilst minimising the cost of an investigation”. Key to this definition are 

the two phrases ‘maximise the potential use of digital evidence’ and ‘minimising the cost of an 

investigation’. These two are to be noted as they become key in newer definitions. 

Ten years after the definition of Rowlings (2004), Mouhtaropoulos, Li and Grobler (2014) 

defined DFR as a “pre-incident plan that deals with an organisation’s ability to maximise digital 

evidence usage and anticipate litigation”. Therein, DFR is defined as the pre-incident plan 

within a digital forensic investigation life cycle that deals with digital evidence identification, 

preservation, storage, analysis and use, whilst minimising the cost of an investigation 

(Mouhtaropoulos et al., 2014). The aim is to proactively capture, handle and manage digital 

evidence in order to provide for a timely and cost-effective investigation. The two key phrases 

in Rowlingson (2004) come back again. However, this time they are substantiated by the 

different processes of conducting a digital forensic investigation.  

ISO/IEC 27043 (2015) defines DFR as the process that assures that organisations have made 

the necessary, prudent and strategic preparations for accepting potential events of an evidential 

nature to be used in a digital forensic investigation, prior to an incident. This standard clearly 

defines readiness as a process that occurs before an incident (Kebande and Venter, 2016). It 

also defines pre-incident strategies to ensure proper systems and trained employees to deal with 
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an incident before and when it occurs. However, the standard puts more emphasis on the 

standardised digital forensic readiness investigation process, without any mention of the 

environment in which it is to be applied. Similar to Tan (2001) and Rowlingson (2004), this 

standard outlines the goals of a DFR capability as follows (ISO/IEC 27043, 2015): 

 To maximise the potential use of digital evidence 

 To minimise direct or indirect costs of digital investigations 

 To minimise interference of business operations 

 To improve the level of information security 

According to ISO/IEC 27043 (2015), and Kebande and Venter (2016), the above goals are 

accomplished using three processes of a DFR, namely planning, implementation and 

assessment. The planning process includes scenario definition; source identification; pre-

incident collection, storage and handling of potential digital evidence plans; pre-incident 

analysis plan; and system architecture definition. The implementation process deals with 

implementation of each of the subprocesses in the planning process. It ends with 

implementation of an incident detection. Implementation of the analysis subprocess leads to 

the assessment process, which assesses the implementation in the implementation process to 

check if it is doing its individual tasks well. The assessment process feeds back to all the 

previous processes and subprocesses. The ISO/IEC 27043:2015 standard seems comprehensive 

and shows how these readiness processes link to the actual digital forensic investigation 

processes. Since the standard resonates with the proposed 3-tier model in this thesis, the thesis 

uses it (ISO/IEC 27043:2015 standard) as a baseline. 

The INFOSEC Institute defines DFR as having an appropriate level of capability to be able to 

preserve, collect, protect and analyse digital evidence so that it can be used effectively in legal 

matters, in security investigations, in disciplinary proceedings, in a labour tribunal and/or in a 

court of law (INFOSEC Institute, 2016). According to the INFOSEC Institute, the main aim of 

a DFR capability is to optimise the time and cost of conducting a digital forensic investigation 

in the hope of having good results. Compared to the first two definitions, this definition brings 

in the ‘where is the digital evidence to be used?’, i.e. “effective use in legal matter, in security 

investigation, in disciplinary proceedings, in a labour tribunal and/or court of law”. This 

definition shows that digital evidence collected from a DFR capability can be used in a number 

of areas.  
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Therefore, and based on the above definitions, this study defines DFR as a proactive process 

to identify, collect, acquire, preserve and store potential digital evidence prior to a legal dispute, 

security investigation, disciplinary proceedings, labour tribunal and/or court of law; in order to 

optimise on the turnaround time, effort and cost of conducting an effective digital forensic 

investigation. This is the definition that the author applies throughout the research project and 

thesis.  

Having defined DFR, it becomes essential to discuss why it is necessary and what some of its 

benefits are. Hence, the next section delves exactly into that. It discusses the benefits of having 

a DFR capability and is geared towards those organisations that are making or planning a move 

towards cloud computing. 

3.5.2 The Benefits of a DFR Capability 

The benefits of having a DFR capability (Endicott-Popovsky et al., 2007; Rowlingson, 2004; 

Sule, 2014; INFOSE Institute, 2016) can be summarised as follows: 

 Prepare for the potential need for digital evidence in advance (Endicott-Popovsky et al., 

2007): A DFR capability makes digital evidence readily available when requested. 

Furthermore, it could help avoid digital evidence being routinely deleted, based on data 

retention policies.  

 Maximise the potential of having admissible digital evidence (Rowlingson, 2004): A 

DFR capability ensures that digital evidence does not have gaps that occur as a result 

of the culprits making an attempt to erase their tracks when they discover that they are 

under investigation. It also avoids improper handling of digital evidence.  

 Optimise the cost, time and effort of conducting an investigation (Sule, 2014): A DFR 

capability cuts down the time it takes to do an investigation because the digital evidence 

is already available for the investigators when required. This has a direct impact on and 

significantly reduces the cost and effort of doing so.  

 Minimise business disruptions (INFOSE Institute, 2016): A DFR capability ensures 

that business operations are minimally interrupted (or not at all) as investigators collect 

digital evidence. Investigations can go on without interfering with business operations 

and processes as the digital evidence is collected prior to the investigation and ready by 

the time a lawsuit or investigation is instituted.  
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 Determine the attack: A DFR capability ensures that multiple probes are strategically 

placed in an active mode to continuously detect symptoms and dynamics of incidents, 

preferably before they occur. This would potentially help to proactively stop an incident 

from happening in the first place, i.e. if the DFR raises insightful alerts at the right time 

to the right response team. Should it not be able to stop an incident from happening 

with the alerts, a DFR would help investigators to reconstruct the events leading to an 

incident.  

 Reduce the cost of regulatory or legal requirement for data disclosure (Sule, 2014): A 

DFR capability will make it easy for organisations to disclose digital evidence for 

compliance requests in terms of data protection legislation. For example, the General 

Data Protection Regulation (GDPR) mandates European companies dealing with 

personal and special data to disclose data breaches within 32 hours of an incident 

(GDPR, 2016). Without a good DFR capability, this is not feasible. 

 Add value to existing business processes (Sule, 2014): A DFR capability provides extra 

value to incident response; business continuity and disaster recovery; monitoring and 

logging; data retention; and crime prevention efforts. 

 Demonstrate due diligence, good corporate governance and regulatory compliance with 

legal mandates (INFOSE Institute, 2016; Endicott-Popovsky et al., 2007; Rowlingson, 

2004): A DFR capability demonstrates due diligence in the fight against digital crime 

and illustrates good corporate governance and compliance with mandates that require 

organisations to collect user logs to monitor their activities. 

 Deter malicious insiders from covering their tracks of criminal activity (Sule, 2014): If 

appropriately relayed to all employees, a DFR capability can act as a deterrent to 

minimise a malicious-insider business risk. Knowing that user activities are monitored 

by the DFR capability, malicious users would tend not to do malicious activities for the 

fear of being caught. 

 Provide support for insurance discounts (Sule, 2014): A DFR capability is a reflection 

that an organisation is actively doing something about managing its risk profile. Hence, 

a demonstration of the DFR capability might assist organisations to pay smaller 

insurance premiums. 

Organisations could use a DFR capability as part of an overall enterprise risk management 

strategy. This could help to manage the impact of key business risks by providing digital 

evidence to detect malicious activities. It is therefore essential that organisations should 
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proactively collect and preserve potential digital evidence in a legal and forensically sound 

manner. Digital forensic readiness has become a business requirement for most organisations, 

more so those that are considering a move to cloud computing. The next section positions DFR 

in the cloud and provides a discussion on some of the main drivers. 

3.5.3 DFR Positioning in the Cloud 

This section discusses some of the forces that are driving most organisations towards 

considering a DFR capability, more especially as they move to embrace the cloud. For this 

study, the main drivers (Dlamini et al, 2014) include the following:  

 Corporate governance and legal requirements (Mouhtaropoulos et al., 2011)  

 Policy (Park, Akatyev et al., 2018)  

 Costly business disruptions  

 The duty to gather and preserve digital evidence (Taylor, 2012)  

 Strict court obligations to ensure digital evidence admissibility (Casey, 2011)  

Each of these drivers is unpacked in the next subsections.   

3.5.3.1 Corporate Governance and Legal Requirements 

Apart from preparing for a reasonably anticipated legal litigation or dispute, organisations that 

are planning a move to the cloud could use a DFR capability as part of an all-encompassing 

incident response procedure to demonstrate good corporate governance and compliance with 

legal and regulatory mandates. For example, according to the King III report on corporate 

governance, the effective utilisation of digital forensic tools can enable cloud-bound 

organisations to prove their due diligence with respect to good governance (Grobler et al., 

2010b).  

In terms of the legal and regulatory mandates, the ISO 27001/2 standard (for instance) has a 

provision that makes it essential for organisations, including those that are moving to the cloud, 

to identify and gather potential digital evidence that is complete, admissible and concrete, prior 

to a litigation or dispute. This is to determine the root cause of an incident and make means to 

prosecute the perpetrators in a timely manner (Grobler et al., 2010a). The PCI DSS (Payment 

Card Industry Data Security Standard) also has an obligation for financial organisations to 

enable digital forensic processes to help provide for timely forensic investigation in the event 
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of a compromise to any of its cloud service providers (Mouhtaropoulos et al., 2011). Looking 

to the near future, this trend is only expected to escalate, with more legal and regulatory 

mandates stipulating DFR obligations.  

3.5.3.2 Policy      

From being a good corporate governance demonstrator and being part of a legal and regulatory 

mandate, DFR has now become a policy matter. Hence, some organisations in the United 

Kingdom (UK) are already implementing digital forensic readiness policies (Irwin, 2012; 

Mouhtaropoulos et al., 2011; Rowlingson, 2004; Park, Kim et al., 2018). This came about after 

a legal mandate was announced for all organisations that are dealing directly or indirectly with 

the UK government to reasonably anticipate and respond in a forensically ready manner to any 

potential incident that might lead to a dispute or litigation. The aim of such a policy is to provide 

a systematic, standardised and legal basis for the acceptance and admissibility of potential 

digital evidence that may be required in a formal dispute or legal litigation process. Similar to 

the claims made in Tan (2002) (cited in Danielsson and Tjøstheim (2004)) and Rowlingson 

(2004) (cited in Grobler and Louwrens (2007)), most researchers claim that having such a 

policy in place will maximise organisations’ potential to gather credible digital evidence that 

could be admissible in court, whilst minimising the cost of conducting a digital forensic 

investigation.  

3.5.3.3 Costly Disruption to Business Operations  

If implemented and executed correctly, a DFR capability should also help organisations to 

avoid business disruptions on the cloud service provider’s side during an investigation. Hence, 

Cobb (2011) asserts that the objectives of a DFR policy are to maximise the usefulness of 

legally and ethically acquired admissible digital evidence and to minimise any costs of an 

investigation and disruptions to business operations. A well-structured DFR capability presents 

the potential to significantly reduce the cost and time of an investigation, while it could also 

increase the prospects of a quick and successful legal or dispute outcome with minimal 

disruptions to business activities. For example, in a cloud setting, when all the potential digital 

evidence is kept at a secure remote site, there is absolutely no need for the investigators to 

interrupt the cloud service provider’s business operations. Investigations could be carried out 

with minimal business disruption and without raising unnecessary suspicion about the tenants 

being investigated.  
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3.5.3.4 Duty to Proactively Gather and Preserve Potential Digital Evidence 

A DFR capability should enable cloud tenants and service providers to take proactive measures 

towards systematic acquisition; tamper-proof preservation; and secure storage of potential 

digital evidence. This is in anticipation of a potential litigation and/or disputes that may 

adversely affect and disrupt business operations. The aim is to proactively gather, preserve and 

store credible and admissible digital evidence to be ready in case of litigation or dispute and in 

response to “the duty to preserve”, as obligated by some courts of law in the US (Cross and 

Kuwahara, 2010). Taylor (2012) argues that some US courts require litigants to capture, 

preserve and produce relevant and potential digital evidence well in advance. Failure to do so 

could result in heavy sanctions, tort liability and could even default judgement against the 

litigant. In order for such evidence to be accepted and admissible in court, the proactive 

processes and the toolsets and techniques that might be used to gather, preserve and store the 

evidence must be legal, ethical and forensically sound. They must also respect users’ privacy 

and may not infringe their basic human rights. It is the duty of every cloud tenant and service 

provider to ensure that they take proactive measures to preserve potential evidence – more so 

if they reasonably anticipate an incident that could potentially lead to a litigation or dispute.  

3.5.3.5 Inadmissibility of Digital Evidence 

The foregoing assertion on the duty to preserve digital evidence raises the need to involve a 

legal expert to help determine the exact scope of digital evidence to be captured and the legality 

of the digital forensic tools to be used. It also needs to outline the necessary steps to gather 

evidence and ensure that it remains admissible in court, as per Daubert’s much discussed 

criteria of determining the reliability and admissibility of scientific evidence (Computer 

Forensic and Computer Expert Witness Services, 1993; Majmudar, 1993; Mcleod, 2000; 

Orofino, 1996; Walsh, 1998; Welch, 2006). These criteria state that scientific and/or digital 

evidence (1) must be grounded on empirically testable theory or technique; (2) the theory must 

have been deeply scrutinised and peer-reviewed; (3) its potential error rate should be clearly 

stated; and (4) it must be based on generally accepted scientific principles (Majmudar, 1993). 

Otherwise, the collected evidence might be easily considered inappropriate or inadmissible in 

a court of law; or worse still, it might be considered a misconduct or unlawful invasion of 

privacy by the investigating authority and/or lawyer, as evident in the United States vs Maynard 

case (Harrington, 2012). 
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In summary, the compelling benefits presented by a DFR capability for cloud computing 

cannot be ignored. They make a good value proposition for organisations that are moving their 

data and applications to the cloud. Hence, it can be deduced that DFR is well positioned and 

suited to make a huge impact in cloud computing infrastructures. Therefore, in one of the next 

chapters, the author outlines some of the system requirements that are to be considered by 

organisations in their efforts to implement a DFR capability for the cloud environment.  

3.6 CONCLUSION 

The field of digital forensics is experiencing many challenges due to the rise of cloud 

computing. It would seem like cloud computing is making it easier for malicious users to 

perform their nefarious activities, and yet at the same time it makes it hard for digital forensic 

investigators to conduct their investigations. A traditional reactive digital forensic approach is 

surely not suitable for investigations in the cloud environment. Hence, this study and others 

argue that a DFR capability could assist digital forensic investigators to conduct effective 

investigations in the cloud in a timeous manner.  

The next chapter reviews some of the most related and relevant work that has already been 

done to address some of the challenges raised. 
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CHAPTER 4 RELATED WORK 

4.1 INTRODUCTION 

The previous chapter provided background work to set the scene for the research reported on 

in this thesis. Chapter 4 provides a review of existing literature on how other researchers have 

attempted to solve the widespread data leakage threat in cloud computing. Researchers have 

made their attempts from several perspectives. However, the focus of this research is placed on 

three aspects, i.e. VM placement; authentication and digital forensic readiness. Below is a 

discussion on the related work.  

The chapter is structured as follows: Section 4.2 discusses related work with regard to VM 

placement in the cloud. Section 4.3 discusses related work with regard to authentication in the 

cloud, while Section 4.4 discusses digital forensics in the cloud. This section is divided into 

three parts. Section 4.4.1 discusses related work with regard to a standardised way of 

conducting digital forensic investigations in the cloud and Section 4.4.2 discusses related work 

in terms of digital forensics readiness in general. Section 4.4.3 discusses related work in terms 

of digital forensics readiness in the cloud. Section 4.5 concludes this chapter and highlights the 

focus of Chapter 5. 

4.2 VM PLACEMENT IN THE CLOUD 

The VM placement problem in the context of cloud computing has been extensively studied 

by different researchers (Kesidis et al., 2018; Ferdaus et al., 2017; Filho et al., 2018; Quan, 

Wang and Ren, 2017; Levitin, Xing and Dai, 2018; Mashayekhy, Nejad and Grosu, 2014; 

Bartόk and Mann, 2015; Alnajdi, Dogan and Al-Qahtani, 2016) who took different points of 

view. The latter are captured and summarised in a number of surveys (Filho et al., 2018; 

Challita, Paraiso and Merle, 2017; Madhusudhan and Satish, 2017; Thulo and Eloff, 2017; 

Alnajdi et al., 2016; Kaur and Bhardwaj, 2016; Masdari, Nabavi and Ahmadi, 2016; Pires and 

Baran, 2015; Usmani and Singh, 2016). The next subsection critically reviews each of the 

existing surveys in literature. This is followed by related work with respect to security-aware 

VM placement and by a subsection on conflict-aware VM placement. The last past of this 

subsection contains a brief discussion of VM placement in OpenNebula cloud infrastructure. 
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OpenNebula is a testbed for this study. The main goal of this chapter is to identify and highlight 

some of the research gaps in existing VM placement literature to help position this research. 

4.2.1 Surveys on VM Placement 

For example, Filho et al. (2018) provide a comprehensive review of the state of the art on VM 

placement in the cloud. They highlight open issues and challenges whilst reflecting on their 

relevancy in an increasing and demanding market. Filho et al. (2018) also review and classify 

different approaches that seek to address the VM placement problem in cloud computing in an 

effort to identify open issues and provide pointers for future solutions. Unfortunately, this work 

(Filho et al., 2018) does not identify the security issue of VM placement. It also does not 

mention the cost or risk associated with the physical isolations of VMs that belong to 

conflicting tenants. Similar to Filho et al. (2018), the work of Alnajdi et al. (2016) provides a 

critical analysis of existing dynamic VM placement algorithms to outline open research 

challenges and provide directions for future work. Alnajdi et al. (2016) also disregard the open 

issue of security associated with VM placements.  

 

Challita et al. (2017) review VM placement literature that focuses on reducing power 

consumption, maximises resource utilisation and avoids traffic congestion. They also mention 

security as one area that remains unresolved with respect to VM placement (Challita et al., 

2017). Kaur and Bhardwaj (2016) review VM placement algorithms that focus on resource 

consolidation. Kaur and Bhardwaj’s work is focused on research efforts that attempt to 

minimise the number of physical nodes to allocate VMs, VM allocation time and power 

consumption. Similar to the work of Kaur and Bhardwaj (2016) is the work by Usmani and 

Singh (2016), which also provides a comprehensive literature review of the state-of-the-art VM 

placement and resource consolidation techniques with the aim to minimise and improve energy 

consumption that they claim is increasing to unacceptable levels. The work of Madhusudhan 

and Satish (2017) focuses on reviewing and classifying VM placement algorithms that try to 

consolidate resources in order to maximise resource utilisation and minimise energy 

consumption. Three of these surveys (those of Kaur and Bhardwaj (2016), Usmani and Singh 

(2016), and Madhusudhan and Satish (2017)) fail to point out the impact of VM placement 

consolidation and its security implications. Only the work of Challita et al. (2017) does so.  
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Thulo and Eloff (2017) review existing literature on VM placement algorithms. Their findings 

show that there is gap in research efforts that consider the security aspect of VM placement 

(Thulo and Eloff, 2017). Therefore, and in order to close the gap, Thulo and Eloff go further to 

investigate existing optimised VM placement algorithms that at least have a potential to be 

further augmented with security features. Masdari et al. (2016) review and classify VM 

placement schemes based on their VM placement algorithm and evaluate their capabilities and 

objectives. However, and similar to the work of Thulo and Eloff (2017), Masdari et al. (2016) 

also mention that there is gap with regard to research work that addresses the security aspect 

of VM placement algorithms. Pires and Baran (2015) review and classify VM placement 

literature with respect to QoS, energy efficiency, service level agreements and resource 

consolidation. Their findings show that some researchers are to a lesser extent starting to focus 

on the security issues of VM placement algorithms (Pires and Baran, 2015). However, their 

work also points to the fact that this issue is not being addressed at scale, as expected.  

 

In summary, the covered surveys indicate that the VM placement problem in cloud computing 

has been extensively studied from different viewpoints. However, the covered surveys all point 

to a lack of research efforts that focus on the security implications of VM placement algorithms. 

It is good to note that there are some isolated research efforts that have been identified as 

moving towards covering this research gap. However, these are still insufficient and wide apart. 

The next subsection discusses some of these research efforts. 

4.2.2 Security-aware VM Placement 

Besides the insufficient research efforts that investigate security-related implications of VM 

placement algorithms, there are some isolated and fragmented efforts – such as by Levitin et 

al. (2018), Thulo and Eloff (2017), Ahamed (2016), and Shetty, Yuchi and Song (2016) – 

which investigate data leakage threats as a result of security-related vulnerabilities in VM 

placement algorithms.  

  

Levitin et al. (2018) model data security and survivability requirements to address an inter-VM 

attack that exploits a co-resident-based data vulnerability to leak or corrupt data held in a co-

resident target’s VM. They propose a data replication technique that partitions a tenant’s data 

into multiple blocks and randomly distributes them to multiple servers to enhance security 

(Levitin et al., 2018). They also go further to create multiple replicas for each block to improve 
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data survivability in a cloud that is subject to inter-VM attacks. This is a good approach to deal 

with data corruption. However, it comes at a high cost in terms of the underlying infrastructure 

that holds the multiple replica data blocks. The proposed random placement of data blocks to 

different servers does not guarantee non-co-residence of an attacker and a target VM. 

Therefore, the proposal by Levitin et al. (2018) cannot be argued to really address the problem 

of data leakage through a targeted inter-VM attack.  

 

Thulo and Eloff (2017) propose a solution that uses optimised traffic and network-aware VM 

placement algorithms as a baseline and that incorporates security features with a goal to achieve 

an optimised security-aware VM placement algorithm. However, their study (Thulo and Eloff, 

2017) ends before it can reflect how this augmentation is to be done and without mentioning 

the actual security features that are to be considered. Ahamed (2016) follows the same approach 

as Thulo and Eloff (2017) and proposes a solution that adds security features on optimal 

existing VM placement algorithms. Ahamed (2016) starts from an assumption that VMs have 

vulnerabilities and then profiles each VM according to its associated vulnerabilities as depicted 

in Common Vulnerabilities and Exposures (CVE) and Common Vulnerability Scoring System 

(CVSS) databases. The security profiles are then ranked and used in what they refer to as a 

security-aware and energy-efficient VM placement solution. This approach places what they 

consider vulnerable VMs together and also groups those that are not so vulnerable together.  

 

Shetty et al. (2016) follow a similar approach to that of Ahamed (2016) and evaluate the 

vulnerability of VMs based on the National Vulnerability Database (NVD). The probability of 

risk for each VM is calculated based on its connections and dependencies with other VMs. The 

resultant evaluation is used to quantify the overall security risk of physical hosts, which is 

directly proportional to the total sum of vulnerabilities of all VMs hosted in each physical host. 

The proposed security-aware VM placement algorithms used in Shetty et al. (2016) ensure that 

VMs with high risks are placed in low survivability hosts and separate from those with a low 

risk (which are placed in high survivability hosts). They adopt this argument to somehow 

eliminate the possibility of placing highly vulnerable VMs or ‘bad neighbours’ on physical 

hosts that host low-risk VMs (Shetty et al., 2016). 

In summary, only a few researchers have been investigating the security implications of VM 

placements in the cloud. Hence, there is a big need for more research efforts in this space. For 

example, there is a need to look at the placement of VMs belonging to conflicting tenants. 
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4.2.3 Conflict-aware VM Placement 

Some researchers have already looked at the issue of handling conflicting tenants’ requirements 

in VM placements. For example, the work of Mashayekhy et al. (2014); Si et al. (2014); 

Narwal, Kumar and Sharma (2016); Kwiat et al. (2015); as well as those of Han et al. (2015), 

(2013) and (2014) have already made progress on this topic. 

Mashayekhy et al. (2014) consider data protection requirements in terms of restricting VM co-

residence and co-location in ‘trust restrictions’ and ‘disclosure restrictions’. They propose 

cryptographic mechanisms to solve the problem (Mashayekhy et al., 2014). However, reliance 

on cryptographic solutions alone is not the answer. Although cryptographic solutions can 

provide an added layer of security, they cannot stop a dedicated intruder from stealing and 

leaking encrypted datasets, which could then be brute-forced at a later stage by using powerful 

enough machines sourced from the cloud. 

Some efforts are directed toward strengthening the physical isolation layer between tenants’ 

VMs by employing the popular Chinese Wall Model (CWM) (Brewer and Nash, 1989). The 

CWM is a specialised access control policy that addresses issues of confidentiality in domains 

that are sensitive to conflict-of-interest (CoI); more so in commercial environments. The CWM 

defines impenetrable walls that segment data and enclose it in mutually disjoint CoI classes to 

avoid inadvertent access and leakage of confidential data to competitors. 

Based on the CWM, Tsai et al. (2011) developed a Chinese Wall Central Management System 

(CWCMS) that handles the deployment of VMs. However, they did not consider the scalability 

problems associated with cloud infrastructure. Scalability in cloud computing is associated 

with optimal use of the underlying physical infrastructure. In the approach adopted by Tsai et 

al. (2011), the number of conflicts within each conflict class determine the population of 

physical nodes. Furthermore, one of the limitations of their work is that it considers a 

dichotomous approach to managing conflict-of-interest (CoI), i.e. tenants are either in conflict 

or they are not (Tsai et al., 2011).   

Si et al. (2014) proposed a security awareness VM placement scheme (SVMPS). This scheme 

proposes two CoI relations, namely “aggressive conflict of interest relation” and “aggressive 

in ally with relation”. Both relations are based on Brewer and Nash’s CWM and are used to 

enhance isolation between conflicting tenants of the same cloud provider. Si et al. (2014) also 
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propose a security-aware VM management scheme based on the CWM. However, their work 

only ensures that VMs of conflicting users are placed on different physical nodes. The approach 

in this thesis and the one in Tsai et al. (2011) partly address the problem; however, they are 

still insufficient to achieve a more desirable solution, which could ensure an even wider 

separation of conflicting tenants’ VMs. Si et al. (2014) also fail to address the different degrees 

of CoI which would introduce some flexibility to the proposed model. 

Similar to Tsai et al. (2011), Sailer et al. (2005) also do not discuss the issue of optimal 

utilisation of resources in the cloud infrastructure. Furthermore, the solution proposed by Sailer 

et al. (2005) does not provide tenants with any assurance that their VMs are not placed on the 

same physical infrastructure as that of their competitors. Wang et al. (2012) in turn seem to 

address the problems raised in Tsai et al. (2011) and Sailer et al. (2005), and they provide 

tenants with a mechanism to determine and verify co-residence of VMs instantiated on the 

same physical node. Wang et al. (2012) simultaneously access data from conflicting tenants’ 

VMs and then measure the file access latency based on three factors – disk head contention; 

I/O request blocking; and disk cache and pre-fetch failure. From their experiments, they argue 

that it takes on average twice as long to read from the same physical node than from two 

separate ones (Wang et al., 2012). For example, if simultaneous access of data from two 

separate physical nodes takes two milli-seconds, it would take on average four milli-seconds 

to simultaneously access the same data from two VMs in the same physical node. The work of 

Wang et al. (2012) is a step in the right direction in enforcing and verification of the CWM in 

the cloud environment beyond bucket partition in Amazon S3 (simple cloud storage service). 

However, the author of this thesis argues that the CWM as is, is not well suited for the cloud 

environments.  

Similar to Wang et al. (2012), Barthe et al. (2011) provide tenants with a formal mechanism to 

verify a CSP’s physical VM isolation – an issue that they argue has not yet been fully 

investigated. The proposed mechanism therein formally establishes the hypervisor to enforce 

strong isolation properties. Their hypervisor ensures that no operating system can read or write 

memory that does not belong to it. Even though Barthe et al. (2011) address the issue of 

resolving conflicts on a virtualised platform, they do not consider it in the IaaS cloud platform 

and do not make use of the CWM. Wu et al. (2010) adopted and enforced the CWM to address 

the problem of insecure information flow. Similar to this thesis, Barthe et al. (2011), Sailer et 

al. (2005), Wang et al. (2010), and Wu et al. (2010) resolve conflict-of-interest (CoI) problems 
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in cloud computing at the IaaS layer. However, they follow a dichotomy approach as do Tsai 

et al. (2011). This approach dictates that there is either a conflict or there is no conflict, as 

opposed to considering different degrees of conflict. 

Amri, Hamdi and Brahmi (2017) also identify the issue of inter-VM interference in cloud 

environments. They argue that this issue emerges from the ambitions of server consolidation, 

with service providers aiming to improve energy efficiency and reap the cost-saving benefits 

of optimal resource utilisation. Although Amri et al. (2017) assert that the benefits cannot be 

realised until the inter-VM interference can be minimised, their work does not provide a 

concrete solution to this problem. They do however raise the necessary awareness of the inter-

VM threat in cloud environments. Such awareness demonstrates the importance of the research 

reported on in the current thesis and shows that it is solving a real problem that both exists and 

is worth solving. However, and similar to the work of Wang et al. (2012), the work by Amri et 

al. (2017) is focused on inter-VM interference with regard to performance degradation as a 

result of resource contention. This is a bit different from the focus of this study, which is 

basically to address the data leakage threat posed by inter-VM attacks. However, the work by 

Amri et al. (2017) forms the basis of this thesis.  

Narwal et al. (2016) assess the work of Han et al. (2013) which makes use of game theory 

principles to compare different VM placement policies in order to determine one that minimises 

an attacker’s possibility of co-residence with other conflicting tenants. The main parameters in 

this game theory model are attackers and defenders. The attackers try to co-locate as many of 

their malicious VMs with as many target VMs as possible (i.e. to increase efficiency and 

coverage of their co-residence placement). The defenders use a set of VM placement policies 

(instead of one policy) to do the placement. This is such that when a VM placement request 

comes, the defender randomly selects a VM placement policy with a pre-defined probability 

from the set of all placement policies. This work also maintains a workload balance and 

minimum power consumption (Narwal et al., 2016).  

Kwiat et al. (2015) use game theory principles to demonstrate the interdependency between 

users of the cloud. This interdependency is such that a vulnerability in a VM of one user affects 

other co-resident tenants’ VMs and the controlling hypervisor. Kwiat et al. (2015) assume that 

every user is rational and makes decisions that maximises its payoff. The end goal is to 

minimise the negative effects of the interdependency of users’ co-located VMs. Even though 

Kwiat et al. (2015) to a certain extent address the security implications of VM placement in the 
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cloud, they do not address the prevalent issue of conflict of interest among co-located VMs. 

Moreover, the proposal in Kwiat et al. (2015) cannot handle inter-VM attacks from other co-

resident tenants. 

Han et al. (2014) propose a VM placement policy that allocates a new VM to a physical node 

that already has the highest number of VMs. Han et al. (2015) extend their earlier work (Han 

et al., 2013 and 2014) with a mathematical formulation of the solution to mitigate the threat of 

inter-VMs attacks on co-residents whilst satisfying constraints in workload balance and power 

consumption. In an attempt to prevent an attacker from starting too many VM instances in 

order to improve an attacker’s efficiency and coverage (as discussed in Han et al. (2013)), Han 

et al. (2015) put all VMs of a user on the same physical host. This approach helps to control 

inter-VM attacks since at the host level there would be no co-residence of malicious and non-

malicious VMs. However, for a normal tenant, having all your VMs instantiated on a single 

host creates a single point of failure. Han et al. (2016) extended their work on security game 

theory by introducing a solution that makes it hard for attackers to achieve co-residence with 

their target co-tenant. Their solution monitors the behaviour of attackers and legitimate tenants. 

Clustering techniques and semi-supervised learning are used to classify the tenants as either 

legitimate or attackers. This is a good approach. However, the success of the work done by 

Han et al. (2016) hinges on the claim that attackers might act differently from legitimate 

tenants. Should it so happen that the behaviour is similar for both attackers and legitimate 

tenants, the proposed solution would fail.  

4.2.4 VM Placement in OpenNebula Cloud 

Bagnasco, Vallero and Zaccolo (2018) propose a fair scheduling service (FaSS) for 

OpenNebula cloud infrastructure. The FaSS solution prioritises VM placement requests based 

on an initially assigned weight and historical resource usage. The FaSS is designed similar to 

the Haiza scheduling algorithm (Caballer et al., 2014) and they both support OpenNebula cloud 

infrastructure. Both of them interface with the existing scheduler without interfering with its 

underlying code and logic. However, neither of these algorithms addresses the issue of VM 

isolation to minimise in a cost-effective manner the risk of confidential data leakage posed by 

inter-VM attacks.  

In summary, the overview of related work with respect to VM placement in the cloud has 

highlighted a number of research gaps in respect of existing approaches: 
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 The literature covered shows that there is a need for solutions that consider cost and 

risk implications of conflict-aware VM placement. 

 Existing work takes a rigid approach (i.e. either you are in conflict or not) to managing 

CoI, without considering varying degrees of conflict. 

 Existing work places more emphasis on the placement of a VMs from QoS, 

performance and resource utilisation viewpoints, which in most cases exclude the 

security aspect as rightly pointed out in Masdari et al. (2016). 

In order to advance the current state of the art and contribute to the body of knowledge, this 

study attempts to close these research gaps. The next section discusses related work in terms 

of authentication for cloud computing environments.  

4.3 AUTHENTICATION IN THE CLOUD 

Cloud computing demands a new way of authenticating users. Compromised and weak 

credentials leave cloud services like Amazon Web Service, Microsoft Azure, Microsoft Office 

365, Google Apps, Dropbox and others wide open to unauthorised access, which has a potential 

to escalate to a serious data leakage threat. According to Ablon (2018), Tout (2018) and 

Experian (2018) there is a rising data leakage threat from compromised and weak user 

credentials. Strong authentication presents a plausible solution and can play a key role as a first 

line of defence against cyber criminals on shared cloud services. Biometric scanning was 

initially offered as a better solution beyond the traditional username and password combination. 

However, the cost of biometric scanners is often very high. Numerous researchers are now 

looking at cost-effective ways to provide strong authentication mechanisms for cloud services. 

For example, smartphone-based sensors are currently being exploited to provide cost-effective 

voiceprints and fingerprints (Strom, 2015). The work of CA Technologies (2014) suggests that 

strong user authentication must not inconvenience users. 

Raphiri et al. (2015) argue that strong authentication as a first line of defence can be used to 

secure the ‘front door’ to cloud computing services. Hence, they argue that strong 

authentication hinges on using freely available multiple factors such as MAC addresses and 

geo-location coordinates to authenticate users, based on their access devices and location 

access request point. Raphiri et al. (2015) assume that contextual data and user credentials are 

already secure throughout the entire authentication process.  
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Approaching strong authentication from a banking point of view, Dlamini et al. (2015) add the 

use of SIM card serial numbers; IMEI (International Mobile Equipment Identity) number; OTP 

provided through an SMS or email; and a concept called SurePhrase. This is over and above 

the MAC addresses and geo-location coordinates proposed by Raphiri et al. (2015). The 

SurePhrase concept is meant to provide an extra level of authentication on top of one-time 

password (OTP) tokens. The move towards strong multi-factor authentication (MFA) has seen 

a number of global corporates such as Google, Apple, Twitter, Facebook and LinkedIn using 

multiple factors (which include OTPs) to try and strengthen their authentication systems 

(Strom, 2015).  

The research focus has generally moved beyond strong authentication mechanisms based on 

multiple factors and more towards a risk-based approach. A risk-based approach refers to an 

authentication system that makes access decisions based on the risk posed to the resources 

being requested by users. At the heart of a risk-based authentication system is a self-learning 

risk engine. The risk engine makes use of multiple factors to scale and adapt access decisions 

based on risk indicators. Kennedy et al. (2013) define a risk engine as an authentication system 

that continuously mines, monitors, analyses and processes user behavioural and context data. 

Strom (2015) defines it as risk-appropriate authentication that must consider numerous use 

cases and be able to evaluate minimum levels of accountability that are in line with the level 

of risk. 

A risk-based authentication system authenticates users based on a combination of attributes 

(Goode, 2015; EMC Corporation, 2013; Saif, Siebenaler & Mapgaonkar, 2013). Goode (2015) 

and Saif et al. (2013) argue that a risk-based authentication solution can improve security 

without burdening users with extra levels of detail. The implication is that authentication must 

be done with ease of use and hide extra details to enhance the user experience. This will 

probably ease the security and usability trade-off for authentication systems. Such a solution is 

supported by CA Technologies (2014), which argues that authentication must scale up and 

down using a combination of factors to authenticate users in a cost-effective and convenient 

way. Unfortunately, Goode (2015), EMC Corporation (2013) and Saif et al. (2013) do not 

discuss how contextual data is to be kept secure and confidential throughout the process of 

authentication. 

Some researchers refer to a risk-based authentication as adaptive authentication (RSA, 2015). 
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Some refer to it as context-aware authentication (Strom, 2015). RSA’s adaptive authentication 

uses device forensics and user behavioural analysis to balance strong security in terms of 

authentication and usability. In support, Dlamini et al. (2015) argues that risk-based and strong 

authentication must be done in a seamless manner so as not to get between users and their core 

duties. Strom (2015) extends the above work to include user roles and activities. The user 

activity proposed in Strom (2015) is similar to the behavioural or context data proposed in RSA 

(2015). The work of Webroot (2014) further extends strong and risk-based authentication 

discussions to include speed and efficiency, and argues that authentication systems must be 

strong and scaled up or down, depending on the risk posed. However, strong authentication 

must be balanced with speed and efficiency, which raises ease and convenience of access. 

Hence, the work of Dlamini et al. (2016) ensures that authentication processes do not get in the 

way of users. Furthermore, they introduce a secure way to transmit user credentials from their 

login devices to the servers that hold user profiles (Dlamini et al., 2016). 

Research efforts seem to be moving towards using keystroke dynamics. This approach 

authenticates users based on their typing patterns. The work of Ru and Eloff (1997) forms part 

of the foundational work in this area, together with that done by Kumar, Patwari and Sabale 

(2014); Ali et al. (2015); Haque, Khan and Khatoon (2015); Pisani, Lorena and Carvalho 

(2015); Gurary et al. (2016) and Dlamini et al. (2017). Similar to the work of Ru and Eloff, 

Kumar et al. (2014) group users into three classes, i.e. fast, moderate and slow, based on their 

keystroke dynamics. Authentication decisions take this into consideration when authenticating 

users. However, such a view results in high false positives and false negatives (Dlamini et al., 

2017). This is because a user can fall in all three groups, depending on other external factors 

such as expertise, emotional state, session, or time of the day. For example, a fast user could 

be wrongly classified as a moderate user when fatigue creeps in.  

Ali et al. (2015) consider external factors such as time, health conditions, emotional state and 

environment in their approach. Their results are much better. Pisani et al. (2015) extended the 

work of Ali et al. to propose a solution that uses multiple base classifiers and adaptive 

algorithms to overcome the external challenge introduced by the time factor. Gurary et al. 

(2016) make use of a soft touch keyboard on smartphones and add motion events in the place 

of key press events on a normal keyboard. The challenge with this approach is that it is not as 

unique as one would expect it to be. Hence, in the approach by Gurary et al. (2016), a login 

requests from two different users could result in a tie. This challenge might seem like a small 
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glitch. However, it defeats the basic authentication principle, namely that users must be 

uniquely identified.  

Dlamini et al. (2017) take a different approach and use what they refer to as local and global 

anomaly, and contextualisation. They extract keystroke features to create a user profile and 

train a neural network based on the typing behaviour of each user (Dlamini et al., 2017). The 

proposed solution detects how far a login instance is to the trained data, determines if it falls 

within the local or global anomaly threshold, and then transfers control to a risk engine that 

assigns a risk level score to the instance. An MFA engine takes over to prompt the user of the 

corresponding authentication token. 

The current state of the art places greater emphasis on adding more authentication credentials 

and attributes to provide seamless and fast risk-based authentication. The covered work is in 

agreement on the use of multi-factors in conjunction with a risk-based approach. However, 

there are some research gaps. Firstly, apart from the work by Barreto et al. (2017) and Dlamini 

et al. (2017), the covered literature does not focus on how to secure user credentials or context 

data used for authentication. Secondly, the covered literature also does not discuss how to deal 

with locking out legitimate users. The study in hand tries to address the identified research gaps 

to make a significant contribution to the current body of knowledge. The next section discusses 

digital forensics in the cloud. 

4.4 DIGITAL FORENSICS IN THE CLOUD 

This section is divided into three parts. The first part discusses related work with regard to a 

standardised manner of conducting digital forensic investigations in the cloud. The second part 

discusses related work in terms of digital forensics readiness in general, and the third part 

discusses related work in terms of digital forensics readiness in the cloud.  

4.4.1 Related Work – Standardised Digital Forensics in the Cloud 

Conducting an effective digital forensics investigation to help prosecute cybercriminals in the 

cloud is still in its infancy and an open challenge (Endicott-Popovsky et al., 2007; Birk et al., 

2013). Chapter 3 identified and elucidated on the challenges of conducting a digital forensic 

investigation in the cloud. It also became clear from Chapter 3 that there are still many grey 
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areas with regard to conducting effective digital forensic investigations in the cloud and that 

research on conducting an effective digital forensic investigation in the cloud is still insufficient 

(Grispos et al., 2011; Gupta, 2011). This explains the lack or inadequacy of traditional tools 

and techniques for gathering digital forensic evidence in cloud computing environments.  

The complexity of the cloud computing environment adds to the mix. For example, digital 

evidence cannot be found in one central location. Khan and Ullah (2017) argue that digital 

evidence exists on both the CSP’s side and the client’s side. Morioka and Sharbaf (2016) 

suggest that some digital evidence could be found in the communication channel between the 

client and CSP (e.g. an Internet Service Provider (ISP)). Going through each of these (CSP, 

client and communication channel) to collect digital evidence might involve complex and 

cumbersome legal processes. Moreover, in the cloud infrastructure, a digital artefact could be 

fragmented and stored in different locations. All of these create more problems for a digital 

forensic investigator dealing with a case that involves cloud computing. 

Therefore, there is a need to improve existing tools and technologies to cater for the new cloud 

environment. Some researchers are calling for totally new tools and technologies (Sibiya, 

Venter and Fogwill, 2015) and many have already taken the initiative to move beyond the 

challenges identified by several researchers as summarised in Chapter 3, to propose solutions 

that are tailored for the cloud environment. However, the discussion in this section zooms in to 

focus only on existing solutions that consider a standardised approach for conducting a digital 

forensic investigation in the cloud. Standardised approaches are of particular relevance to this 

thesis because the field of digital forensics as a whole is working towards converging on widely 

accepted criteria of determining the admissibility of digital evidence and the process of 

conducting an effective investigation. Hence, research efforts that are not based on standards 

or widely accepted frameworks fall outside the scope of this section.    

Martini and Choo (2012) assert that even though cloud computing might have introduced new 

challenges for digital forensics, the existing standards and key principles of digital forensics 

should be maintained. Hence, Martini and Choo’s work is based on widely used NIST 

frameworks of McKemmish (1999) and Kent et al. (2006). Based on these frameworks, Martini 

and Choo (2012) proposed an integrated iterative digital forensic framework that is meant for 

cloud environments. Martini and Choo’s framework is of particular relevance to this research 

because it requires digital forensic investigations in the cloud to follow an iterative approach 
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and is based on widely accepted frameworks. However, the discussions need to move towards 

standardisation efforts.  

Standardisation is key for ensuring that digital evidence collected from the cloud conforms to 

standard operating procedures, processes and principles. However, there is still insufficient 

standardisation research efforts (Grobler, 2010). Two positional papers identify the need for 

the research community to develop and adopt standardised approaches for digital forensic 

process models (Garfinkel, 2010; Grobler, 2010). Garfinkel’s work draws from personal 

experience, literature review and round table discussions with digital forensic practitioners to 

provide a sneak preview of the future digital forensic research direction. Grobler’s work 

reviews research on international digital forensic standards to determine if there is any 

progress; it thrashes out practical challenges and provides an overview of the future of digital 

forensic standardisation efforts. Garfinkel and Grobler concede that the fast-developing field 

of digital forensics presents many standardisation opportunities (Garfinkel, 2010; Grobler, 

2010).   

Sibiya et al. (2015) argue that standardisation can help improve the admissibility of digital 

evidence gathered from the cloud. Standards facilitate collaboration and the exchange of 

potential digital evidence between CSPs and multi-jurisdictional digital forensic investigators 

(Sibiya et al., 2015). Standardisation can help in ensuring that digital evidence conforms and 

complies with acceptable industry standards right across geographical and jurisdictional 

borders. In a court of law, digital evidence obtained by following acceptable industry standards 

carries more weight than that based on other non-standardised frameworks, best practices and 

guidelines. Hence, this thesis argues that there is a surging need for more research work to 

standardise the digital forensic process for cloud computing. Even though Grobler (2010) 

raised some valid concerns with regard to the development and adoption of digital forensic 

standards, it is encouraging to see other research efforts being targeted at the standardisation 

of digital forensic processes (Birk et al., 2013; Sibiya et al., 2015).  

Birk et al. (2013) illustrate the applicability of the ISO/IEC 27037 digital forensic standard to 

the context of cloud computing. The ISO/IEC 27037 standard focuses on only the following 

digital forensic processes, i.e. identification, collection, acquisition, and preservation of 

potential digital evidence which can all be applied on a cloud environment. Birk et al. (2013) 

map and interpret the ISO/IEC 27037 standard in the context of cloud computing.  
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Sibiya et al. (2015) present and define a standardised digital forensic process model for 

conducting digital forensic investigation in cloud environments. This process model is 

implemented based on the ISO/IEC 27043 (Sibiya, Venter and Fogwill, 2012) and it practically 

demonstrates how to implement a digital forensic process model based on a standard for cloud 

environments and how to ensure that it is in compliance with the ISO/IEC 27043 standard 

processes. 

Evidently, towards the end of 2017, the United Kingdom government mandated that digital 

forensic labs serving its criminal justice system must ensure that digital evidence is compliant 

with the ISO/IEC 17025 (Leyden, 2017). ISO/IEC 17025 specifies requirements for 

competence of tests and calibration of laboratories. The ISO/IEC 17025 does not necessarily 

link to the cloud environment. However, for future cloud-based digital forensic analysis a link 

may be found. Moving towards compliance is a step in the right direction. However, the move 

has been slapped with criticism from the academic community. For example, the call to 

mandate ISO/IEC 17025 on digital evidence from digital forensic labs in the UK has been 

labelled an ‘inappropriate, stupid and expensive’ exercise. The critics argue that mandating the 

ISO/IEC 17025 standard might compromise the quality of digital evidence available to the 

criminal justice system (Leyden, 2017). Despite the critics, this initiative will ensure that digital 

evidence that does not conform to the requirements stipulated in the ISO/IEC 17025 cannot be 

presented in UK courts. From this point of view, enforcing this standard will definitely reduce 

the quantity of digital evidence that gets admitted in the courts. Hopefully, it will also improve 

the quality of the admissible digital evidence.  

It is encouraging to see the initial efforts towards the enforcement of digital forensic standards. 

We only hope that other countries can follow. It would be interesting to see other standards 

like the ISO/IEC 27043 and ISO/IEC 27037 being enforced worldwide. Mandating and 

enforcing digital forensic standards move the body of knowledge towards a common ground 

for digital forensic investigators. This is what some researchers (Garfinkel, 2010; Sibiya et al., 

2015) argued could help move the digital forensic community towards ensuring that digital 

evidence collected from the cloud conforms to industry standards.  

The fore-going section sets the scene and provides the current state of the art on some of the 

existing work that has already been carried out in terms of standardised digital forensics in the 

cloud. It has been mentioned that research efforts focusing on conducting an effective digital 

forensic investigation in the cloud is still insufficient (Park, Kim et al., 2018). This is even 
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worse when one zooms in to work that is based on standards. It gets even worse when 

considering enforcement of existing digital forensic standards. Hence, the author of this thesis 

argues that there is a glaring gap in research on how to conduct a digital forensic investigation 

that is based on and informed by existing digital forensic standards. This thesis will therefore 

attempt to address this research gap.  

The next section discusses digital forensic readiness as one way to address the identified 

research gaps (as discussed in this section) and to prepare the cloud environment for an 

effective and efficient digital forensic investigation. 

4.4.2 Related Work - Digital Forensic Readiness 

The turn of the 21st century marked the beginning of a new era in the digital forensics field. 

Back in 2001 researchers at the Digital Forensics Research Workshop focused primarily on the 

processes of several tools and techniques for conducting a digital forensic investigation and on 

the maturity of these processes (Endicott-Popovsky and Frincke, 2007). It would seem that 

digital forensic practitioners would have done everything possible to develop reliable tools and 

techniques. However, online criminal activities continued to grow and only a handful of 

reported cases resulted in successful prosecution. Two successful cases reported in Endicott-

Popovsky and Frincke (2007) reflect the ineffectiveness or inefficiency of existing digital 

forensic investigation tools and techniques. The ineffectiveness or inefficiency comes in terms 

of the prolonged time and high costs of conducting reactive digital forensic investigations in 

comparison to the minor consequences suffered by the offenders. Alharbi et al. (2011) argued 

that taking a reactive approach to hastily collect digital evidence was time consuming and 

costly. They also argued that a reactive approach could have legal repercussions, which could 

result in malicious offenders getting away with minor sentences (Alharbi et al., 2011). For 

example, a denial of service attack which incurred damages worth $400 000, took 417 hours 

of investigation time and amounted to $27 800 of investigation costs. In the end, the offender 

was given a mere community service sentence, mainly because at the time of this incident there 

were no laws making the malicious act of ‘denial of a service’ a criminal offence (Endicott-

Popovsky and Frincke, 2007; Endicott-Popovsky et al., 2007). This demonstrates the 

ineffectiveness or inefficiency of the digital forensic techniques or legal systems of the time. 

Thus, a call was raised to combat inefficiency and ineffectiveness of the “then current” tools, 

methods, techniques and frameworks of conducting a digital forensic investigation.   
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A need was created for a proactive approach that would ensure effective and efficient digital 

forensic investigations. The works of Tan (2001) and Rowlingson (2004) perhaps lay the most 

important foundation for the concept of digital forensic readiness (Reddy and Venter, 2012). 

Since their early work, several researchers (Carrier and Spafford, 2003; Danielsson and 

Tjøstheim, 2004; Endicotte-Popovsky and Frincke, 2007; Endicott-Popovsky et al., 2007; 

Alharbi et al., 2011; Pooe and Labuschagne, 2012) have realised the importance of taking a 

proactive approach towards digital forensic investigations. Some researchers have tackled it 

from a business perspective in general (Danielsson and Tjøstheim, 2004; Rowlingson, 2004; 

Pooe and Labuschagne, 2012), while others focused specifically on a particular technical aspect 

(e.g. network forensic readiness) of it (Endicott-Popovsky et al., 2007; Endicott-Popovsky and 

Frincke, 2007; Mouton and Venter, 2011; Ammann, 2012). Still others focused on further 

aspects like sound investigation (Carrier and Spafford, 2003). The divergence of these pieces 

of work demonstrates that even today there is no single successful methodology or approach 

towards a standard digital forensic readiness capability (Taylor et al., 2007).  

Alharbi et al. (2011) argue that this is mainly because work aimed at adopting a proactive 

approach towards effective and efficient digital forensic investigations is still insufficient and 

imprecise. For example, even though several researchers (Danielsson and Tjøstheim, 2004; 

Rowlingson, 2004; Endicott-Popovsky et al., 2007; Taylor et al., 2007; Barske, Stander and 

Jordaan, 2010; Duranti and Endicott-Popovsky, 2010; Mouton and Venter 2011) cite the 

seminal work of Tan (2001), which defined proactive digital forensics in terms of two 

objectives (“maximizing the ability of an environment to gather credible digital evidence” and 

“minimizing the cost of an incident response”), there is still no standard definition or agreed-

upon process of proactive digital forensics (Taylor et al., 2007). This demonstrates fragmented 

and ad-hoc research efforts as alluded to in the work of Taylor, Endicott-Popovsky and Frincke 

(2007) and Endicott-Popovsky et al. (2007), who argue that there is still no comprehensive and 

enterprise-wide digital forensic readiness capability. Hence, proactive digital forensic 

investigations remain an open issue that requires even more work. 

Endicott-Popovsky and Frincke (2007) and Endicott-Popovsky et al. (2007) proposed a 

methodology for embedding digital forensic readiness in information systems based on the 

NIST Information Systems Development Life Cycle, which is informed by their 4R strategy 

(Resistance, Recognition, Recovery and Redress). The 4R strategy is aimed at making systems 

resistant to attacks, detect and recognise attacks, and quickly recover from the attack. An 
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additional component is to establish who is responsible for the attacks, and to gather concrete 

and admissible digital evidence to hold them accountable in a court of law (Endicott-Popovsky 

et al., 2007). Similar to the proposal in this thesis, the work of Endicott-Popovsky and Frincke 

(2007) and Endicott-Popovsky et al. (2007) suggest that evidence acquisition and collection 

should consider legal requirements for compliance and preservation standards that would 

ensure admissibility in courtrooms. Furthermore, the work of Endicott-Popovsky and Frincke 

(2007) and Endicott-Popovsky et al. (2007) resonate with the proposed 3-tier (planning, 

implementation and assessment) model adopted in this thesis. Their work also put more 

emphasis on chain of custody and proper preservation of digital evidence in their disposition 

phase. However, the thesis in hand considers these within the implementation tier. 

Furthermore, instead of taking a waterfall approach as is the case in Endicott-Popovsky and 

Frincke (2007) and Endicott-Popovsky et al. (2007), this thesis implements an iterative 

approach similar to that in the work of Martini and Choo (2012). 

Danielsson and Tjøstheim (2004) adopt an approach similar to the ten-step processes by 

Rowlingson (2004) to also outline a structured digital forensic readiness capability, based on 

five fundamental guidelines. These guidelines are of key significance in the iterative 3-tier 

proposal in this thesis. For example, Danielsson and Tjøstheim (2004) argue that digital 

forensic readiness should analyse the organisational need for digital evidence. This resonates 

with the first process within the planning tier of the proposed 3-tier cloud model in this thesis. 

Danielsson and Tjøstheim (2004) seemed to consider the global nature of digital forensics, 

much like this thesis does. Similar to Endicott-Popovsky and Frincke (2007) and Endicott-

Popovsky et al. (2007), the work of Danielsson and Tjøstheim (2004) considers a risk 

assessment and goes further to say this must be combined with a cost-benefit analysis. The 

assessment tier of the proposed iterative 3-tier model also makes use of the risk assessment and 

a cost-benefit analysis approach. The main aim is to ensure that the cost of acquiring digital 

evidence should be evaluated and weighted against the risk of doing so. This is in line with the 

US’ proportionality doctrine discussed in Chapter 3.  

More importantly, Danielsson and Tjøstheim (2004) raise one most overlooked issue that they 

claim might be a major stumbling block to the deployment of digital forensic readiness 

capabilities, namely privacy concerns. They argue that privacy concerns could be mitigated by 

incorporating privacy-enhancing technologies into forensic readiness tools and procedures. 

Danielsson and Tjøstheim (2004) move away from incorporating privacy-enhancing 
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technologies, but argue that by considering applicable privacy legislation, the privacy concerns 

could be addressed. They conclude by asserting that considering their guidelines would enable 

organisations to proactively configure their information systems to collect and preserve 

potential digital evidence according to applicable international or national legislation and be 

cognisant of users’ privacy concerns.  

Grispos et al. (2017) provide a good snapshot analysis of digital forensic readiness solutions. 

They classify digital forensic readiness solutions across five dimensions (policy; process, 

system and frameworks; people; forensic-by-design) and concluded that previous work focused 

on the first for dimensions and overlooked forensic-by-design. Forensic-by-design is part of a 

DFR strategy that includes incident response, forensic capabilities and best practices that are 

integrated into the design and development of systems (Pandya, Homayoun and Dehghantanha, 

2018).  

Forensic-by-design is not equivalent to DFR, but it can be used to enhance DFR. Mink et al. 

(2016) allude to the fact that forensic-by-design should be incorporated into today’s DFR 

systems. Ab Rahman et al. (2016) and Ab Rahman, Cahyani and Choo (2017) propose a 

forensic-by-design framework that integrates tools and best practices in the design and 

development of cloud systems. Grispos et al. (2017) conclude that forensic-by-design should 

start by considering digital forensic requirements in all software development processes. 

Therefore, this thesis considers and incorporates digital forensic readiness requirements from 

the onset. Chapter 5 looks at the system requirements, which include those that are specific to 

DFR in the context of cloud computing. The next section discusses related work with regard to 

DFR in the cloud.  

4.4.3 Related Work – Digital Forensic Readiness in the Cloud 

Thus far, the above work in section 4.4.2 has discussed digital forensic readiness in general to 

set the scene for its application in the cloud environment. There is a need for work that discusses 

digital forensic readiness in the context of cloud computing. For example, Kebande and Venter 

(2016) identified a lack of DFR’s standard operating procedures in the cloud. The question on 

“how to prepare cloud environments to become ready for an effective and efficient digital 

forensic investigation”, still needs an answer (Chung et al., 2012; Dlamini et al., 2014). Most 

of the work covered in Chapter 3 focuses specifically on the challenges that cloud computing 
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poses for digital forensic investigators. There is a need to move beyond the challenges towards 

providing tangible solutions. Several researchers have already taken the initiative to thrash out 

possible solutions.  

Zawoad, Dutta and Hasan (2013) and Baykara, Das and Tuna (2017) propose a secure solution 

to store and provide logs as digital evidence for digital forensic purposes. The proposed 

solution in Zawoad et al. (2013) is specific to cloud service providers. It attempts to proactively 

store logs, whilst preserving their confidentiality, the accuracy and integrity of proofs of past 

logs, and the privacy of cloud tenants. The aim is to increase the auditability of the cloud 

environment, especially for regulatory compliance issues (Zawoad et al., 2013). However, the 

focus of Zawoad et al. (2013) is placed on logs collected from the service provider. This is not 

the case for Baykara et al. (2017), who collect logs from general traffic flow – not necessarily 

from cloud service providers.  

Patrascu and Patriciu (2013) present a digital forensic-enabled cloud computing architecture 

that monitors, gathers and reproduces user activity from guest virtual machines. The focus is 

on the hypervisor as the kernel of virtualisation. Unlike the work of Zawoad et al. (2013), 

Patrascu and Patriciu (2013) do not touch on regulatory compliance and they also overlook the 

security aspects of the collected logs. This issue is key to this thesis. 

However, depending on cloud service providers, digital evidence has proven to be problematic, 

more especially after the revelations that law enforcement agencies are collecting data from 

cloud service providers without the consent of the data owners (Teing, Dehghantanha and 

Choo, 2017). Therefore, Teing et al. (2017) argue that dependency on compromised cloud 

service providers might cause problems for digital investigators. They then concede that client 

edge devices may be the only viable source of digital evidence. Other researchers extend 

Martini and Choo’s framework to cater for potential digital evidence remnants extracted from 

client edge devices after using BitTorrent Sync applications and CloudMe (Teing et al., 2017). 

Mendoza et al. (2015) take advantage of persistent data storage of web browsers to extract, 

collect and aggregate potential digital evidence at the client side and to support a digital 

forensic investigation. Quick and Choo identify some of the potential digital evidence that 

remains on clients’ edge devices after accessing Dropbox, Microsoft SkyDrive and Google 

Drive – all of which an investigator could use for forensic analysis (Quick and Choo, 2013a, 

2013b, 2013c, 2014).  
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Khan and Ullah (2017) argue that collecting potential digital artefacts from either a client or 

cloud service provider yields an incomplete picture that might result in evidence with gaps. 

They propose a log aggregation digital forensic analysis framework for cloud computing 

environments that gathers logs of virtual sessions. The logs are gathered from both the client 

edge node accessing a service and from the servers of the cloud service provider. These logs 

are then integrated, pre-processed and stored in what they refer to as the evidentiary log 

repository for investigators. The focus is placed on indexing, normalisation, integration, 

correlation and sequencing of the logs for ease of fast retrieval when required. However, Khan 

and Ullah (2017) overlook the issues around securing the logs in transit (as they are transmitted 

from the point of collection to the remote repository) and at rest (in the repository).  

Kumar Raju, Gosala and Geethakumari (2017) tackle the issue of event reconstruction in cloud 

forensics. Their work modifies the Leader-Follower algorithm to achieve what they claim is 

proper log aggregation. They argue that their approach reduces the number of events in the 

target digital evidence found in the cloud and makes it possible to do proper and effective event 

reconstruction of cloud systems. Event reconstruction is a process that aims to achieve a proper 

chain of custody to illustrate the process of how digital evidence reached its current state 

(Kumar Raju et al., 2018). Kumar Raju et al. (2017) use a framework that they call Cloud 

Service-based Event Reconstruction (CLOSER) which focuses on cloud service logs. The main 

challenge with this approach involves the aggregation and reduction of the events as this may 

produce evidence with gaps, which may result in a loss of credibility or accuracy. However, 

Kumar Raju et al. (2017) claim that their solution achieves high reduction without ‘much’ loss 

of data, which implies no loss of digital evidence credibility or accuracy. However, they do not 

quantify what ‘much’ signifies.  

Morioka and Sharbaf (2016) argue that browser persistent potential digital evidence as 

mentioned in Mendoza et al. (2015) can be easily deleted after browsing. They argue that 

anyone with basic computer literacy can erase all traces of communication between client’s 

and service provider’s devices and in the process erase all potential digital evidence (Morioka 

and Sharbaf, 2016). They also assert that investigators can make use of digital evidence that 

could be found in ISPs – the communication channel between the client and CSP (Morioka and 

Sharbaf, 2016) – to create a complete picture of the crime scene. Although this is a good 

approach, the challenge is getting hold of the client devices before clients can tamper with the 

evidence. 
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Dykstra and Sherman (2013) propose a solution called forensic Openstack tools, which 

overcome the challenge of remote digital evidence integrity by storing logs in hash trees and 

returning digital forensic evidence with cryptographic hashes. Their proposed solution allows 

investigators to conduct their forensically sound and trustworthy investigations without any 

interaction with the cloud service provider. Their work is similar to the proposal in this thesis 

in that there is a remote repository for digital forensic evidence from where investigators are to 

conduct their investigations, without necessarily tampering with the live cloud systems 

(Dykstra and Sherman, 2013). The design by Dykstra and Sherman (2013) reduces the cost of 

conducting an investigation and it does not disrupt business operations of the cloud service 

provider. Furthermore, it provides the integrity of the digital evidence. However, none of the 

covered related work has looked at DFR in the cloud from a standardisation point of view. 

Kebande and Venter (2016) adopted the digital forensic readiness processes described in the 

ISO/IEC 27043: 2015 standard and proposed a cloud forensic readiness model. Their proposed 

model uses a botnet to proactively harvest potential digital evidence and preserve it in 

preparation for a digital forensic investigation as outlined in the ISO/IEC 27043: 2015. Similar 

to Dykstra and Sherman’s work, Kebande and Venter hash digital evidence for integrity before 

it is accessed by investigators. It is interesting to note that the forensic-by-design framework 

proposed in Ab Rahman et al. (2017) is also based on and adopts the ISO/IEC 27043: 2015.  

The work of Marshall and Paige (2018), though not necessarily related to digital forensic 

readiness, has identified incorrectness of digital evidence in digital forensic tools and methods 

as a challenge. This is because of the incomplete validation and verification of digital evidence. 

Marshall and Paige (2018) support the use of the ISO 17025 and ISO/IEC 27041 accreditation 

standards to improve the validity of digital evidence. Hence, the author of this thesis argues 

that the move towards standardisation efforts is positive.  

The foregoing two subsections have set the scene regarding the current state of the art with 

regard to DFR in the cloud. The covered related work has highlighted and made the initial 

move towards incorporating forensic-by-design in cloud solutions. However, more work is still 

required on how this could be done in a more practical manner. The related work has also 

highlighted the problem of over dependency on cloud service providers for potential digital 

evidence. Despite the fact that researchers are now focusing on other avenues to extract digital 

evidence, a research gap still exists on how to reduce this dependency. There remains a need 

to explore remote and centralised log repositories. Furthermore, there is a need for research 

 
 
 



 

89 

 

that explores ways to secure potential digital evidence in transit and at rest in remote centralised 

repositories. Finally, and most importantly, there is a need for research that explores ways of 

conducting a digital forensic readiness investigation in the cloud, based on existing standards. 

This thesis attempts to address these research gaps. The next section concludes this chapter. 

4.5 CONCLUSION 

Cloud computing has come with an ever-rising and prevalent data leakage threat. Several 

researchers have made attempts to address this threat from different viewpoints. However, this 

thesis has focused on discussing related work regarding three relevant aspects, i.e. VM 

placement; authentication; and digital forensics and readiness. The critical analysis of the 

related work has helped us to arrive at the following conclusions: 

 From a VM placement perspective – the covered literature seems to be focusing on other 

aspects such as QoS, resource utilisation, performance, energy efficiency and costs, but 

not on security. Only a few research efforts have been made to investigate security-

aware VM placements. The few that do cover the security aspects of VM placement are 

insufficient and they do not consider the cost and risk implications of security-aware 

VM placements. Therefore, this thesis pose the research question; how can we improve 

and provide VM placement that prevents the co-location of conflicting VMs on cloud 

computing. As a contribution to the body of knowledge, the author aims to provide 

logical and physical separation of conflicting VMs based on the risk and cost 

implications of conflict-aware VM placement.  

 From an authentication perspective – the related work in this area seems to be leaning 

towards the use of multi-factor and risk-based authentication approaches. Recent 

research adds contextual and behavioural data to the multi-factor and risk-based 

authentication mechanisms. However, there are some research gaps. For example, the 

covered literature in this area does not discuss how to deal with unauthorised users 

armed with stolen or compromised legitimate user credentials. In addressing the gaps 

identified in literature with respect to authentication in the cloud, this thesis pose the 

research question; how can we improve and provide appropriate authentication that 

would be suitable for cloud computing? In answering this research question, the author 

makes a bold assumption that attackers already have stolen credentials in their 
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possession and as a contribution to the body of knowledge proposes a risk-based 

multifactor authentication solution to stop them.  

 From a digital forensic perspective – the covered literature indicates a move towards 

standardisation in the field of digital forensics. Even though this move is not widely 

adopted, it is a good first step in the right direction. The covered literature in this area 

also reflects a growing interest in the use of digital forensic readiness for the agile cloud 

computing environments. However, there is still not enough research in these areas. 

Hence, we can deduce that conducting an effective digital forensics investigation to help 

prosecute cybercriminals in the cloud is still quite immature and an open challenge. 

Considering that I did not even touch the issue of attribution, makes it exciting to work 

in this field. In an attempt to address the shortcoming in the digital forensic literature, 

the author posed the research question; how can we prepare the cloud to become ready 

for e-discovery of digital evidence? The author posits that digital forensic readiness can 

be used to prepare the cloud environment for an investigation and to make plausible 

attempts to prevent attacks from happening in the first place. 

The next chapter outlines the system requirements of solution that this thesis proposes. The 

requirements listed are gleaned from the research gaps identified in this chapter. 
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CHAPTER 5 A USE CASE DRIVEN 

APPROACH FOR 

REQUIREMENTS ELICITATION 

5.1 INTRODUCTION 

The previous chapter provided a review of related work, with a specific focus on VM 

placement; authentication; digital forensics and readiness in cloud computing. The purpose was 

to understand the current state of the art in all four aspects. A clear understanding of the current 

state of the art aided the process of identifying research gaps that have not yet been addressed. 

The author’s understanding of the current state of the art also helps to position this thesis in the 

current body of knowledge. This is to show that the solution that the author proposes in this 

thesis does not exist in isolation but is based on and extends existing related work.  

The identified research gaps help to scope and focus the research efforts on the areas that stand 

to make a significant contribution. Furthermore, the gaps help to clearly show how this thesis 

advances the current state of the art and moves beyond what other researchers have already 

done. Therefore, Chapter 5 takes the research gaps identified in Chapter 4 as a baseline input 

for the system requirements elicitation process.  

The system requirements elicitation process investigates and identifies functional requirements 

that may not have been captured by the research gaps. These other requirements are generated 

from a use case driven approach. Use cases present an abstract, readable and understandable 

view of a system from an end user’s perspective. Moreover, use cases provide a systemic and 

intuitive way of keeping all requirements focused on providing value for the end user. Hence, 

use cases are considered one of the most effective and widely used techniques for eliciting and 

documenting system requirements (Odeh et al. 2004; Wang, Anokhi and Anderl, 2017). 

Therefore, Chapter 5 adopts a use case approach to elicit, formulate and document functional 

requirements. The final output of this chapter is a list of all-encompassing system requirements. 

The system requirements are a necessary pre-requisite input for the design and development of 

the solution. 

 
 
 



 

93 

 

The rest of Chapter 5 is structured as follows: Section 5.2 elicits, formulates and discusses 

requirements as derived from the use cases and existing research gaps. Section 5.3 presents an 

overall list of requirements for the design of our solution. These requirements are geared toward 

controlling the prevalent threat of data leakage in cloud computing infrastructures. Section 5.4 

concludes this chapter and provides a high-level overview of what is to be discussed in the next 

chapter. 

5.2 SYSTEM REQUIREMENTS ELICITATION 

This section focuses on eliciting and discussing the system requirements. It is divided into three 

subsections, namely system requirements for VM placement, authentication, and digital 

forensics readiness in cloud computing. Each subsection starts off with a use case for 

requirements elicitation and ends with a brief description of the requirements concerned. 

5.2.1 System Requirements for VM Placement in the Cloud 

This section discusses the system requirements for VM placement. It starts with a use case and 

 

Figure 5.1:- Use Case Diagram for VM Placement in the Cloud  
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ends with the system requirements of the VM placement component. Figure 5.1 depicts a use 

case diagram for VM placement in the cloud. The use case has two actors – a cloud user and a 

cloud service provider’s administrator who manages the VM placement. A user defines their 

own conflict of interest and conflict tolerance level (CTL).  

A user’s conflict tolerance level is based on the three independent variables: security, risk and 

cost. These three are combined to achieve a conflict-aware VM placement. The admin defines 

the general conflict of interest and then assigns a VM to host a user’s data. The CSP also 

determines the sphere and non-sphere of conflict. A sphere of conflict consists of those users 

that are in conflict with a particular user. A non-sphere of conflict consists of those users that 

are not in conflict. A CSP’s VM mapping gives the administrator an overall view of all 

placements on the CSP’s infrastructure. However, this is only visible to the admin and not to 

the users. From the above use case, the author identified the system requirements as shown in 

Figure 5.2. 

 

 

Figure 5.2:- Requirements for Conflict-based VM Placement in Cloud Computing 
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or non-conflict) that is prevalent in existing research work. This thesis considers 

different classes of CoI which are discussed later on. 

VMP_REQ 1.2:- Must provide security-aware VM placement  

This requirement ensures that users consider the security implications of their VM 

placement. Based on this requirement, and as a contribution, this study aims to improve 

on the currently insufficient security-aware placement research for cloud computing. 

However, security in this case is to be achieved by physically separating VMs that are 

in conflict VM based on their CTL. 

VMP_REQ 1.3:- Must provide risk-aware VM placement  

This requirement ensures that users are aware of the potential risk of confidential data 

leakage from inter-VM attacks that emanate inside the virtualisation layer of a cloud 

infrastructure when malicious co-resident VMs could siphon confidential data from 

other non-suspecting users that share the same infrastructure. This is also directly linked 

to a specific user’s CTL. 

VMP_REQ 1.4:- Must provide for cost-aware VM placement 

This requirement indicates a figurative cost (without any loss of generality – not in 

monetary terms such as US $ or UK ₤ or Euro €) of co-hosting users’ VMs. There is a 

high cost associated with keeping conflicting VMs as far apart as possible, for instance 

in different locations; more especially for users that are in direct conflict. A lower cost 

is required to co-host a user’s VM with that of a conflicting tenant in the same physical 

node.  

VMP_REQ 1.5:- Must allow clients to define own sphere of CoI 

This requirement enables a user to define potential conflict of interest with other tenants 

based on the user’s own “view of the world”. In other words, a user might know of 

other conflicting tenants over and above those identified by a CSP. This requirement 

caters for such special cases. 
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VMP_REQ 1.6:- Must balance the trade-off for conflict-aware VM placements with 

respect to security, cost and risk 

This requirement ensures that the final placement of VMs strikes the right balance on 

the three independent variables (i.e. security, risk and cost) derived from a user’s initial 

CTL and CoI class.  

5.2.2 System Requirements for Authentication in the Cloud 

Figure 5.3 depicts a use case diagram for authentication in the cloud. There are four actors: a 

cloud user, access device, a digital forensic investigator and a law enforcement agent. Each of 

these actors must be authenticated to access the system. The system was initially designed to 

authenticate users and their access devices. However, after the first round of use case 

development, it became essential to also authenticate investigators and law enforcement agents 

accessing our solution with their access devices. 

 

Figure 5.3:- Use Case Diagram for Authentication in the Cloud 
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The proposed solution dictates that all users accessing it must be authenticated based on their 

risk levels. Each login instance is captured and stored for reference at a later stage. The captured 

login instances help to create a user profile. Each new login instance is compared to the 

historical data in the user profile. Should there be deviations, the user would be prompted for 

extra login information. At the very extreme, a user will be sent an out-of-band token that 

requires the user to authenticate with another registered device. This use case reflects the 

multiple factors that a user might be prompted to use for access. Instead of granting or denying 

access based on correct user credentials, the solution requires other factors to properly 

authenticate users based on their risk level. Figure 5.4 depicts the requirements for the approach 

towards authentication in the cloud. These are derived from the use case in Figure 5.3 and the 

research gaps identified in Chapter 4. 

 

Figure 5.4:- Requirements for Risk-based Multi-Factor Authentication in Cloud Computing 

Below is a brief discussion of each of the requirements. 

AUT_REQ 2.1:- Must provide access based on user credentials and SecurityPhrase 

This requirement extends existing research work beyond user credentials and adds the 

concept of SecurityPhrase, which is a combination of characters that are normally 

required from a strong password and that are generated from a phrase. This factor is 

basically added to offset often-weak passwords and provide an extra layer of protection.  

custom Risk-based MFA

The Authentication package is a catalogue of explicit authentication 

requirements which are to be implemented in the design of the solution 

proposed in this thesis. Authentication requirements control the identification 

and verification of users, their access device, access points' geo-locations and 

keystroke patterns.
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AUT_REQ 2.2:- Must provide OTP authentication channels 

This requirement ensures that users are prompted for a randomly generated token that 

gets sent either to their email or cell-phone. The user will have to retrieve this and use 

it to authenticate. This requirement caters for a user whose risk profile has been 

evaluated to high. 

AUT_REQ 2.3:- Must provide OOB authentication channels   

This requirement ensures that a very high-risk user is prompted to authenticate using a 

different device. Once authenticated, the session is transferred back to the original 

device. A user with such a risk profile is only given two chances. Should they fail with 

the two tries, the requirement mandates that the user be locked out of the system and 

unlocking their profile requires an administrator. 

AUT_REQ 2.4:- Must provide access based on device identifier 

This requirement ensures that users are authenticated along with their access devices. 

This part captures the unique device identifier and compares it with one that is in a user 

profile. Similar to AUT_REQ 2.3, this is done in the background without the user’s 

knowledge. If the user credentials and SecurityPhrase pass the authentication, but the 

device fails; the user will be prompted for an OTP. Successful entry of the OTP would 

trigger the system to register the device under the user’s profile for future login 

attempts. 

AUT_REQ 2.5:- Must provide access based on geo-location 

This requirement ensures that user profiles are enriched with geo-location data from 

access login points. The system captures geo-location information of each login in the 

background and makes use of it for subsequent access requests. These are captured and 

used with an acceptable marginal error, because GPS systems are not accurate. 

However, it is used to strengthen authentication.  

AUT_REQ 2.6:- Must provide access based on behavioural data 

This requirement captures unique keystroke dynamics of a user and adds them to a user 

profile for login. Keystroke dynamics have a great potential in uniquely identifying 
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users. However, it requires that the solution be trained repeatedly until it can correctly 

classify users with minimal false positives. This requirement moves the work in hand 

beyond the current state of the art. We hope this will eventually replace all other factors 

so that the system can be able to identify users solely based on their keystroke patterns.  

AUT_REQ 2.7:- Must be able to assess and evaluate risk and choose the appropriate 

authentication combination  

This requirement facilitates seamless and on-the-fly risk assessment and evaluation of 

login attempts. It then helps to choose an appropriate factor combination for 

authentication that matches the risk profile. This requirement ensures that the 

authentication process does not interfere with a user’s duties. Interference is one 

problem that most users have been complaining about when it comes to security tools 

that are meant to enable a safe working environment, but eventually they become a 

stumbling block.  

5.2.3 System Requirements for Digital Forensic Readiness in the Cloud 

Due to the complexity of the use case for digital forensic readiness in the cloud, the author has 

decided to split it into three (see Figures 5.5, 5.6 and 5.7). Figure 5.5 is a use case that focuses 

on the scoping exercise. This use case requires a CSP and legal expert to determine the scope 

of digital evidence to be collected, so as to ensure that digital evidence is in compliance with 

industry standards and regulatory frameworks. It also ensures that digital evidence achieves 

business compliance goals and is admissible in court (Dlamini et al., 2014). 

 

Figure 5.5:- Use Case Diagram for DFR in the Cloud 
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Figure 5.6 depicts a use case of a DF Readiness module that does the actual acquisitioning of 

digital evidence from the cloud to a remote repository. The module starts by verifying sources 

of potential digital evidence. It also does incident detection and sends an alert to an investigator 

for immediate action to contain detected incidents. The module then does the acquisition from 

the verified sources, collects and classifies the evidence before it tags and hashes it for easy 

retrieval and integrity preservations. After this, the evidence is encrypted before the remote 

repository is authenticated for verification purposes. Once the repository has been 

authenticated, a secure channel is opened for transmission. The digital evidence is then 

transmitted over a secure channel for storage in the remote repository.  

 

Figure 5.6:- Use Case Diagram for DR Readiness Module 

Figure 5.7 depicts a use case for digital forensic investigators, law enforcement agents and 

compliance regulators. This use case depicts the goals of each actor when accessing the remote 
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uc Use Case for the DR Readiness Module

Real-time 

Acquisition of 

Potential Digital 

Ev idence

Open a Secure 

Channel

Verify Remote 

Repository

Verify Sources of 

Potential Digital 

Ev idence

Collect Potential 

Digital Ev idence

Classify Potential 

Digital Ev idence

Hash and Tag 

Potential Digital 

Ev idence

Secure Potential 

Digital Ev idence

Proactiv e Incident 

Detection

Send Alerts to DF 

Inv estigator

<<DFR System>>

Send Potential Digital 

Ev idence to the Remote 

Repository

«extend»

«invokes»

«invokes»

«invokes»

 
 
 



 

101 

 

investigator and law enforcer would just go into the process of creating a snapshot of the 

potential digital evidence and move straight to the analysis and report findings processes. On 

the other hand, a compliance regulatory officer would go straight to doing a gap analysis in 

order to determine compliance and due diligence, before they can make recommendations, 

issue a certificate of compliance or due diligence, and then proceed to report the findings. 

 

Figure 5.7:- Use Case Diagram for DF Investigators, Law Enforcement Agents (LEAs) and 

Regulatory Compliance Officers 

Below are the requirements that arise from the above use cases (i.e. Figures 5.5, 5.6 and 5.7.) 

and the research gaps identified in Chapter 4. Figure 5.8 captures the following requirements 

derived from the research gaps (Dlamini et al., 2014): 

 Securely and selectively gather, store and preserve legally admissible digital evidence 

 Demonstrate due diligence and compliance with legal and regulatory mandates 

 Minimise business disruptions 

 Minimise the time or cost of acquiring digital evidence in the cloud 
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Figure 5.8 depicts a holistic picture that includes the requirements in Dlamini et al. (2014) and 

those that emanate from the above use cases. Below, follows a brief discussion of each of these 

requirements. 
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Figure 5.8:- Requirements for DFR in the Cloud (Dlamini et al., 2014) 

DFR_REQ 3.1:- Must be based on industry standards  

This requirement ensures that acquired potential digital evidence is based on and 

conforms to industry standards. This is an attempt to maximise the usefulness, 

acceptability and admissibility of potential digital evidence, especially in courts. It 

somehow emphasises the push towards enforcing standardisation efforts in the field of 

digital forensics. 

DFR_REQ 3.2:- Must minimise business disruptions  

This requirement takes cognisance of the fact that multiple users share the same cloud 

infrastructure. It ensures that an investigation can be carried out without any major 

disruptions to business activities of the service provider or other co-resident users of 

the shared cloud infrastructure. Business disruptions might also raise alarms that would 

prompt suspects under investigation to try and delete crucial evidence before it could 

be captured by investigators.  
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Figure 5.9:- Requirements for Digital Forensic Readiness in Cloud Computing 

DFR_REQ 3.3:- Must minimise time and cost of acquiring potential digital evidence  

This requirement necessitates that potential digital evidence be acquired in the shortest 

time and with the smallest budget possible (Dlamini et al., 2014). This is mainly 

because significant time lags during evidence acquisition could easily risk potential 

digital evidence being corrupted or lost before it could be captured for analysis. The 

proposed solution must be able to significantly minimise the time and/or cost it takes 

digital forensic investigators to legally acquire potential digital evidence and conduct 

an investigation in the cloud.  

DFR_REQ 3.4:- Must provide end-to-end secure digital evidence processing  

This requirement ensures that potential digital evidence is secure from the point of 

acquisition until it is presented in courts or before a disciplinary committee. There 

should be no gaps that might expose the evidence to alterations, deletion or leakage, 

because this might bring it to disrepute when presented. The security of the potential 

digital evidence must be tight end-to-end, i.e. from acquisition right through to 

presentation. 
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The Digital Forensic Readiness package is a catalogue of explicit DFR 

requirements which are  to be implemented in the proposed solution. The 

DFR requirements control the identification, collection, transmission, storage 

and preservation of potential digital evidence from the cloud in order to aid 

digital forensic investigators, law enforcement and regulatory compliance 

agents.
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DFR_REQ 3.5:- Must demonstrate due diligence and regulatory compliance  

This requirement ensures that the solution must strive to demonstrate due diligence and 

compliance with corporate governance, legal and regulatory requirements. It was 

recommended based on the high penalties for non-compliance with legal and regulatory 

mandates that go beyond simple monetary fines to include criminal and/or civil 

litigation. For example, the Payment Card Industry Data Security Standard (PCI-DSS) 

states that a level one merchant that fails to comply with its requirements could be fined 

an amount in the range of $500,000 - $1,000,000 (Dlamini et al., 2014). In an extreme 

case, failure to comply could potentially lead to a merchant losing its right to accept 

credit card charges (Centrify Corporation, 2012).  

DFR_REQ 3.6:- Must provide monitored access for accountability 

This requirement emphasises that access to the acquired potential evidence that is stored 

in a secure repository must be tightly controlled and monitored for accountability. This 

requirement would also ensure that unauthorised and authorised users cannot tamper 

with potential digital evidence. 

In summary, the proposed list of system requirements to be considered in the design of the 

conceptual architecture is depicted in Figure 5.10. The next section concludes this chapter and 

points to the work to be covered in Chapter 6. 

5.3 CONCLUSION 

Chapter 5 took the research gaps identified in Chapter 4 as a baseline input for the system 

requirement elicitation process. Furthermore, this chapter adopted a use case driven approach 

to elicit and document other requirements on top of those derived from the research gaps. Using 

these two approaches, Chapter 5’s contribution is a list of all-encompassing system 

requirements. The system requirements are a necessary pre-requisite input for the design and 

development of a high-level conceptual model.   

The next chapter focuses on the design and development of a high-level conceptual solution, 

based on the list of all-encompassing system requirements. This solution demonstrates how 
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each of the identified requirements come together to form the main modules and expected 

relationships among them.  

 

Figure 5.10:- List of All-encompassing Functional Requirements 
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CHAPTER 6 A HIGH-LEVEL CONCEPTUAL 

ARCHITECTURE 

6.1 INTRODUCTION 

Chapter 5 focused on the system requirements elicitation process. This process derived a list 

of system requirements from a use case-driven approach and existing research gaps. The list of 

derived system requirements from Chapter 5 are taken as a pre-requisite input to guide the 

design and development of a high-level conceptual architecture. 

Chapter 6 presents and discusses the high-level conceptual architecture along with all its 

components in Section 6.2. This architecture is an attempt to curb prevalent data leakage threats 

in the cloud. The author introduces and describes each of the architecture’s main components 

and highlights how they work. Section 6.3 concludes this chapter and provides a high-level 

overview of what is to be discussed in the next chapter. 

6.2 A HIGH-LEVEL CONCEPTUAL ARCHITECTURE FOR DATA LEAKAGE 

CONTROL IN THE CLOUD 

This section presents and discusses the design of the high-level conceptual architecture for data 

leakage control in the cloud. The proposed high-level conceptual architecture consists of three 

core components (C): VM placement (C1); authentication (C2); digital forensic readiness (C3). 

As noted in the literature review in Chapter 3, existing work seems to be placing more focus 

on each of these components in isolation. Hence, a unique selling point of this thesis involves 

integrating all three components for a comprehensive solution. Figure 6.1 is an illustration that 

depicts what each component consists of and how the three components (i.e. C1, C2 and C3) 

are integrated into one. The integrated solution has an added value beyond that which is 

independently contributed by each of the components. Therefore, this thesis argues that a 

synergy of C1, C2 and C3 is better than the sum of its individual parts. Beyond C1, C2 and C3, 

the architecture consists of an infrastructure as a service (bottom), user (top) and CIA 

(confidentiality, integrity and availability) (right) layers.  
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The next subsections discuss each of the components in detail, starting with Infrastructure as a 

Service (IaaS) and followed by the users (C1, C2, C3), and CIA components.  

6.2.1 Infrastructure as a Service (IaaS) 

The proposed conceptual architecture focuses on the IaaS layer of cloud computing for the 

provision of virtual machines (VMs) to host users’ data. The focus is placed on IaaS mainly 

because it is the most fundamental service model for cloud computing. IaaS is the foundation 

of all other service models in the cloud and all other service models are built on top of IaaS. 

For example, a CSP that specialises in Platform as a Service (PaaS) to provide a pay-per-use 

development platform requires the underlying virtual infrastructure of IaaS. The same is true 

for Software as a Service (SaaS). For instance, Google App Engine (a PaaS) requires the 

virtualised infrastructure of Amazon Cloud Formation (an IaaS) to work. Microsoft Office 360 

(SaaS) requires the virtualised infrastructure of Microsoft Azure (IaaS) for it to work and have 

the necessary scalability and agility. Hence, it makes more sense for this thesis to tackle the 

data leakage threat at the lowest layer of the cloud computing stack, i.e. IaaS. Addressing this 

problem at the lowest layer of the cloud stack might help prevent it cascading to the PaaS and 

SaaS layers. 

6.2.2 Users 

The proposed architecture caters for two distinct user categories. The first category is for 

general users. General users are the users who make requests for VMs from the CSP to host 

their data. The CSP allocates a VM or a set of VMs to these users. Once allocated, the CSP 

then determines where to place the VM or set thereof on their infrastructure. This is done in a 

manner that is conflict-aware – avoiding placement with conflicting users. The users’ access 

permissions are only restricted to their own VM instances or to those that belong to their 

organisations. For example, it could be that an organisation has its data hosted in a CSP and 

requires its users to have access to the VM instance holding the data. 

The other category of users consists of digital forensic investigators, law enforcement agents 

and regulatory compliance officers. Since this category of users requires special access 

permissions for monitoring, investigation or compliance purposes, the architecture is so 

designed that they cannot tamper with the general users’ VMs on the CSP’s infrastructure. This 
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is to avoid business disruptions and to improve the turnaround time of investigations. The 

digital forensic investigators, law enforcement agents and regulatory compliance officers 

operate in a somewhat covert channel (in the background). This is to ensure that their operations 

cannot raise alarms that would alert general users who are under investigation to delete their 

digital footprints or key digital evidence. 

6.2.3 C1: VM Placement 

C1 provides decision support for CSPs to facilitate the placement of users’ VMs in the cloud 

infrastructure to avoid inter-VM attacks. An inter-VM attack is normally carried out by a 

malicious guest VM to compromise the confidentiality of virtualised resources of co-resident 

guest VMs (Someswar and Kalaskar, 2016; Amri et al., 2017). An inter-VM attack exploits 

vulnerabilities in the logical separation (hypervisor) layer between co-resident guest VMs that 

share the same cloud infrastructure. This attack uses virtualisation, which makes it possible for 

VMs of conflicting users to be instantiated on the same physical infrastructure (Elsayed and 

Zulkernine, 2015). For example, Perez-Botero et al. (2013) demonstrate a malicious attacker 

exploiting vulnerabilities in a memory management unit in order to compromise the 

confidentiality of data on co-resident guest VMs. Other researchers have already demonstrated 

how a malicious user’s VM could exploit vulnerabilities in the hypervisor to trick it to issue a 

command that could destroy another co-resident’s VM (Ristenpart et al., 2009, cited in 

Gonzales et al. (2017); Amri et al., 2017).  

The challenge of dealing with inter-VM attacks puts the discussions on VM placement at the 

heart of CSPs’ decision-making process. Hence, this thesis argues that a proper placement of 

VMs, taking cognisance of a user’s conflict tolerance level with respect to security, risk 

exposure and cost implications, can help to minimise the impact of inter-VM attacks. For 

example, VMs belonging to two directly conflicting tenants must not be co-located on the same 

physical host. The main research goal of C1 is to improve VM placement and facilitate physical 

separation in order to minimise data leakage threats posed by inter-VM attacks.                                                   
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Figure 6.1:- A High-Level Conceptual Architecture for Data Leakage Prevention in the Cloud
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C1 starts by collecting information from the user for assessing and evaluating their conflict 

tolerance level, determining with whom (among existing tenants) they have conflict and how 

far the conflict goes. This aggregated information is accessible only to the cloud service 

provider and not to the individual tenants, and it is required to determine the security, potential 

risk and cost of VM placements. These three – security, risk and cost – are then taken as input 

in the final conflict-aware VM placement. 

6.2.4 C2: Authentication 

C2 provides support for identity and access management, and for risk-based multifactor 

authentication (MFA). Hence, C2 consists of three parts: identity and access management; risk 

assessment; MFA. The idea is to take a risk-based approach to appropriately identify and verify 

users’ identity and access based on their context and access locations. The identity and access 

management collect data on the users, their devices and context. User data includes credentials, 

security phrase, and keystroke behavioural patterns, while device data consists of device 

identifier and frequency of use. Context data includes data on geo-location of access points, 

place and time stamps of normal access. A decision to grant access takes user, device and 

context data to a risk engine that assesses the risk and provides a risk score. The risk score is 

taken as input in decision making in the MFA, which decides what factors to consider in 

authenticating a user based on the risk score.  

For example, a low risk score is obtained when a known user makes an access attempt from 

their normal access location using a device that is already registered, and when their keystroke 

behavioural patterns match those found in their profile. Such a scenario and risk score would 

prompt the MFA to require a prospective user to make use of minimum access details, namely 

credentials (i.e. username and password) only. However, if the risk is evaluated as high, the 

MFA would prompt the user for multiple factors, i.e. their credentials, SecurityPhrase, an OTP 

and an OOB, whilst in the background the system verifies access geo-location and user 

behavioural data. Hence, C2 considers a risk-based MFA that uses multiple authentication 

factors to scale up and down in order to adapt access decisions based on the risk scores of users, 

their devices and contexts. 

It must be noted though, that some of the access decisions happen in the background and are 

not visible to the user. For example, device authentication occurs without the user’s knowledge. 

 
 
 



 

112 

 

The same goes for users’ contextual, geo-location and behavioural data. This is to make sure 

that the proposed solution does not burden users with extra levels of detail, but enhances user 

experience without compromising the security of their resources. This stance somehow eases 

the security and usability trade-off mentioned in Martim et al. (2009). 

6.2.5 C3: Digital Forensic Readiness 

C3 provides a digital forensic readiness capability that proactively captures and preserves 

potential digital evidence. This is done in a legally and forensically sound manner in 

anticipation of a potential legal or corporate investigation or lawsuit. C3 consists of the 

following parts: regulatory compliance; proactive incident detection; monitoring and alerts; 

secure digital evidence handling; and accountability. These are discussed below.  

Regarding the regulatory compliance component, a digital forensic readiness capability is 

required to proactively capture and preserve potential digital evidence according to applicable 

regulatory compliance frameworks. It is important to identify applicable regulatory 

frameworks that govern CSPs’ hosting of their users’ data. A legal expert is required to 

facilitate this component and to ensure that capturing and preserving potential digital evidence 

is done according to the governing laws. Involving a legal expert in the regulatory compliance 

helps to ensure that all employees and third parties are aware of how to handle potential digital 

evidence; how to preserve the digital evidence’s chain of custody; how not to contaminate the 

digital evidence at collection, preservation, storage, transportation and manipulation; and for 

how long they should preserve digital evidence in accordance with legal mandates and internal 

retention policies. This helps to improve admissibility of digital evidence in courts or in 

corporate investigations. Furthermore, it also demonstrates due diligence for accountability 

with regard to regulatory compliance. 

Proactive incident detection helps to detect incidents before they could occur. This component 

collects potential digital evidence and does minor processing to correlate digital forensic 

evidence with the sole purpose of identifying malicious events that could potentially lead to an 

incident. However, the processing does not necessarily make use of machine learning 

algorithms. Incorporating machine learning into this component of the study is left as future 

work. If event correlation somehow picks up that an incident is about to happen, the system 

immediately alerts a digital forensic investigator to look further into the suspicious incident. 
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This takes us to the monitoring and alerts part, which monitors the activities of the event 

correlation process for alerts on suspicious activity. Serious alerts are pushed to investigators 

in order to prevent incidents from happening in the first place, rather than dealing with the 

aftermath.  

Secure digital evidence handling ensures that all collected potential digital evidence is secure 

from the point of acquisition up to its presentation in court. This component of C3 ensures that 

potential digital evidence is not exposed to unauthorised users, to unauthorised alterations, 

deletion or leakage, which might bring it into disrepute and render it inadmissible in court. 

End-to-end secure handling of potential digital evidence also ensures a proper chain of custody. 

A chain of custody is very crucial to demonstrate that potential digital evidence has been 

properly handled and there are no loopholes. This is normally used to prove the integrity of 

potential digital evidence along with timestamps. It helps to show the chronological order of 

how potential digital evidence has moved from one point to another, who had access to it when, 

as well as what actions were performed on it.  

Accountability ensures that access to potential digital evidence in the secure remote repository 

is closely monitored for all investigators, law enforcement agents and compliance officers. This 

somehow facilitates keeping a proper chain of custody in order to preserve the integrity of 

evidence. Furthermore, this component is meant to detect and report unauthorised access and 

tampering with evidence by authorised users.  

Bringing it all together, C3 (the entire digital forensic readiness capability) is intended to 

proactively acquire potential digital evidence prior to an investigation. The main idea is to 

facilitate event reconstruction, guarantee proper chain of custody and ensure admissibility of 

potential digital evidence when required. Moreover, it helps anticipate, identify, detect and 

respond to unauthorised or malicious user activity. It also monitors access by authorities for 

accountability and non-repudiation.  

6.2.6 CIA Triad 

The proposed architecture is basically meant to ensure that user data and potential digital 

evidence are secure against attacks intended to compromise their confidentiality, integrity and 

availability. This is referred to as the CIA triad (Mosenia and Jha, 2017) in the cybersecurity 

space. Confidentiality refers to ensuring that data is accessed by authorised users in an 
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authorised manner. For example, an authorised user can access a read-only object for reading 

purposes only. If it so happens that such a user manipulates their access permissions and ends 

up with the ability to write on the object, such an action would compromise the object’s 

confidentiality and integrity. Confidentiality is compromised because even though the user is 

authorised to access the object, their action of writing is not authorised. Furthermore, 

modifying an object in an unauthorised manner compromises its integrity. Integrity refers to 

ensuring that an object’s originality is preserved from unauthorised modification. Availability 

on the other hand refers to ensuring that objects are availed to authorised users when they are 

required.  

The architecture preserves this triad in different aspects. For example, C1 and C2 are to a 

greater extent meant to guarantee confidentiality and integrity of data as well as potential digital 

evidence. The IaaS layer is to a larger extent responsible for availability. Since this thesis is 

meant to address data leakage threats in the cloud, its focus is more on confidentiality than on 

the other two (integrity and availability). C3 in turn addresses the integrity aspect of the CIA 

triad.    

The next section concludes this chapter and highlights the contents to be dealt with in the next 

chapter.  

6.3 CONCLUSION 

Chapter 6 took the requirements raised in Chapter 5 as input to outline and design the high-

level architecture for addressing data leakage threats on IaaS cloud infrastructure. The main 

goal was basically to present and discuss each of the components of the architecture and their 

building blocks. The roles of each component were discussed, as well as the relationships 

between the components. A detailed discussion of the relationships will be provided in later 

chapters. 

The next three chapters, i.e. 7, 8 and 9 will discuss the approaches adopted to dissect C1, C2 

and C3 respectively. These three chapters, along with Chapter 6, constitute the solution – and 

therefore the main contribution – as proposed in this thesis. 
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CHAPTER 7 CONFLICT-BASED VM 

PLACEMENT (CBVMP) MODEL 

7.1 INTRODUCTION 

Chapter 6 presented and discussed a high-level architecture for addressing data leakage threats 

on an IaaS cloud infrastructure. It discussed each of the components of the proposed 

architecture and their respective building blocks on a high level.  

Chapter 7 now focuses on the VM placement component and in particular, it introduces the so-

called Conflict-based VM Placement, in short CBVMP, model. This chapter discusses in detail 

the intricacies of how this component is modelled. The structure of chapter 7 is as follows: 

Section 7.2 discusses a theoretical formulation of the VM placement problem. Section 7.3 

derives and formulates the mathematical VM placement problem. Section 7.4 provides a 

process flow diagram and presents the VM placement algorithms for implementing the 

CBVMP model. Section 7.5 presents the screenshots of the implementation of the model. 

Finally, Section 7.6 concludes this chapter and highlights the focus of Chapter 8. 

7.2 A THEORETICAL FORMULATION OF THE VM PLACEMENT PROBLEM 

An IaaS CSP uses a conflict-based VM Placement (CBVMP) model to place VMs. In this 

thesis, the VM placement problem is modelled based on the following statement: a virtual 

machine (VM) is contained in a physical node (PN), which is contained in a cluster (Clu) that 

is contained in a data centre (DC), and which is at a specific geographical location (Loc). 

However, the relationships between each of these are not necessarily of a one-to-one type. For 

example, one PN may hold more than one VM and a Clu may hold more than one PN (as 

depicted in Figure 7.1). 

  

The relationship between a tenant (te), a functional business domain (FBD) and a conflict of 

interest (CoI) is as follows: a te is a member of a FBD. The FBD is associated with a specific 

CoI class. 

LocDCCluPNVM 
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Figure 7.1:- The Relationships Between Tenants, FBDs and CoI classes 

 

For example, consider three FBDs (i.e. Auto with tea and teb; Oil with tec and ted, and Bank 

with tef, teg and teh) as shown in Figure 7.1. In this example, tec and its direct competitor ted 

belong to the same CoI class, i.e. Oil. This means that these two are in direct conflict with one 

another. Consequently, requests by tec and ted for VM placement in a CSP must be handled in 

such a way that the data leakage threats posed by inter-VM attacks are minimised. For example, 

the hosting CSP must ensure that VMs belonging to these two directly conflicting tenants are 

adequately isolated and not allowed to share the same PN or Clu infrastructure, so as to avoid 

inter-VM attacks. The data leakage threat is more pronounced if VMs that belong to conflicting 

tenants happen to co-reside. Hence, this part of the thesis aims to address the problem of inter-

VM attacks by ensuring that conflicting tenants’ VMs are isolated and spread further apart. 

Figure 7.2 shows the structure of a CSP’s IaaS infrastructure as proposed in this thesis. In this 

structure, it is a CSP that spans multiple geographical Locs. Each Loc comprises of multiple 

DCs. Each DC comprises of multiple Clus. Each Clu comprises of multiple PNs. Each PN 

contains multiple VMs as depicted in Figure 7.2.  

Auto 

 

{tea, teb} 

Oil 

 

{tec, ted} 

Bank 

 

{tef, teg, teh} 
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Figure 7.2:- Cloud IaaS Architecture 

7.3 MATHEMATICAL FORMULATION OF THE VM PLACEMENT PROBLEM 

For a new VM placement, a tenant (tei) provides four inputs:  

(1) A tenant identification (tei_ID) 

(2) A Conflict Tolerance Level (CTL)  

(3) A Functional Business Domain (FBD), which determines a CoI class    

(4) Size in terms of gigabytes (GB) of a requested VM (sizeOfVM) that is directly 

proportional to the resource capacity constraint. 

The tenant identification (tei_ID) is a unique identifier for each tenant. A CTL determines how 

much conflict a tenant tei_A can tolerate for being hosted on the same infrastructure with a 
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conflicting tenant tei_B. The size of a requested VM refers to the storage resource capacity. Each 

VM, PN, Clu, DC and Loc at time t is subject to resource capacity constraints, i.e. ci(t), cj(t), 

ck(t), cl(t) and cm(t) respectively. 

It is also important to note that even though, by default, a tenant would belong to a specific CoI 

class, they may (over and above this) decide to add more potential competitors to their list. 

This list then is defined as a sphere of conflict and associated with a sphere of non-conflict. 

These are defined in the next section. The concepts of a sphere of conflict and of non-conflict 

are taken from the work of Loock and Eloff (2005). 

7.3.1 Sphere of Conflict and Sphere of Non-Conflict 

Each tenant tei_A has its own Sphere-of-Conflict (SoCa) and Sphere-of-non-Conflict (SonCa) 

sets (Loock and Eloff, 2005). The SoCa and SonCa sets are identified by the CSP after obtaining 

the CTL from a potential tenant. The Sphere-of-Conflict set for a tenant tei_A, is denoted as: 

SoCa={tei_1,…. tei_n}  

where:  

tei_1, …..tei_n is a set of conflicting tenants to tei_A that uses the same CSP. 

For each VMa   tei_A in the set  

SoCa = {te i_1,…. te i_n} is associated with an address Addra in the following form:  

Locm . DCl . Cluk . PNj . VMi. This is written similar to an IP address separated by dots. 

A non-placement matrix is the list of all addresses for all VMs in the SoCa set that are hosted 

in the CSP. This is a list of all addresses where a VM cannot be placed because there is a 

conflicting tenant. For example,  

Loc1 . DC1 . Clu1 . PN1 . VM1 

Loc1 . DC 1. Clu1 . PN1 . VM2 

Loc2 . DC1 . Clu3 . PN3 . VM4 

Loc2 . DC1 . Clu3 . PN3 . VM5 . 

This set is only visible to the CSP. For a new VM placement, this set could be reduced by 

applying a CTL to eliminate some addresses from the union set SoCa. Therefore, a CTL is 

linked to each VMa of tenant tei_A. 
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The proposed CBVMP model allows CSPs to co-host a tenant’s VMs with those of other 

conflicting tenants. This is referred to as non-optimal placement. Such placement is considered 

non-optimal because it does not guarantee adequate physical separation between the conflicting 

tenants’ VMs. Tenants could, however, opt for non-optimal placement of their VMs for various 

reasons, including lower cost and hosting of public data. 

Tenants could also opt not to host their VMs with conflicting tenants. This is called optimal 

VM placement. Optimal VM placement implies that tenants can only co-host their VMs with 

non-conflicting tenants to ensure adequate physical separation. The set of all non-conflicting 

tenants is called a Sphere-of-non-Conflict.  

The Sphere-of-non-Conflict set is denoted as: 

 SonCa={tei_o,…,tei_z}  

 where: 

tei_o,…,tei_z is a set of non-conflicting tenants to tea that uses the same CSP. 

For each VMa   tei_A in the set  

SonCa = {te i_o,…. te i_z} is associated with an address Addra in the following form:          

Locm . DCl . Cluk . PNj . VMi. This address is written similar to an IP address separated 

by dots. 

A placement matrix is a list of all addresses for all VMs in the set SonCa that are hosted in the 

CSP where placement is possible. Placement is possible only because there are no conflicting 

tenants on the addresses. An example would be as,  

Loc2 . DC2 . Clu1 . PN1 . VM1 

Loc1 . DC 1. Clu1 . PN1 . VM2 

Loc3 . DC4 . Clu3 . PN3 . VM4 

Loc3 . DC2 . Clu1 . PN1 . VM3 . 

Following the definitions of SoC and SonC, it is essential to show the relationship of CoI as 

proposed in this thesis. This is to ensure that the reader is aware of how the thesis models the 

CoI construct. 
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7.3.2 Conflict-of-Interest Relationship 

A CoI relation is defined as neither an equivalence nor a binary relationship:  

 Not reflexive: if (tea CoI  tea)   tea cannot be in conflict with itself  

 Symmetric: if (tea CoI teb)   (teb CoI tea)  

 the CoI relation is mutually inclusive. If tea is in conflict with teb then teb is in conflict 

with tea. 

 Not transitive: if (tea CoI teb CoI tef)  

  (tea CoI tef)   if tea is in conflict with teb who is in conflict with tef, it does not 

imply that tea is in conflict with tef. 

Given the relationship of the CoI construct, the next section defines the three basic variables 

of the model.  

7.3.3 Risk, Physical Security and Cost 

The proposed model is cognisant of the fact that tenants can experience different degrees of 

conflict with other tenants. Hence, the risk (R) of confidential data leakage posed by inter-VM 

attacks also varies, depending on the degrees of conflict. For example, co-residence of VMs 

that belong to two directly competing tenants that are in direct conflict of interest with one 

another, poses the highest R. 

Furthermore, minimal CoI is regarded as no conflict. This defines another sphere for te i_A, 

which is referred to as a Sphere-of-non-Conflict (SonCa) (as reflected above). In the instance 

SonCa={tei_o,…,tei_z}, where te i_o,…,te i_z are identified by the CSP as non-conflicting tenants 

or tenants with insignificant CoI to that of te i_A. Ideally, these could be the only tenants that te 

i_A would prefer to co-reside with. However, CSPs are likely to charge a high cost (C) for non-

conflict placement of tenants’ VMs and relative low C for flexible co-resident placement with 

conflicting tenants.  

The physical separation (S) of VMs is determined by a CTL. S indicates how much physical 

separation (i.e. co-reside in the same PN or reside in a different PN within the same Clu; in the 

same Clu but different DC; in the same DC but different Loc) a tenant requires between its own 

VMs and that of its competitors. This is followed by determining a cost value C for 
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implementing a CTL. A risk exposure level R is associated with a CTL. The next section reflects 

on how the three variables, S, C and R, come together to formulate a utility function.  

7.3.4 Utility Function U  

CBVMP introduces a utility function U for building some type of functional dependency 

between the variables S, R and C. U computes the overall physical separation of conflict-aware 

VM placement, based on S, C and R that a tenant requires. The model uses SoC and SonC sets 

as derived by the CSP from a client’s inputs of CTL and FBD. The output is a set (i.e. either 

SoC or SonC) of all possible VM placement options. These two sets, SoC or SonC, are revised 

by taking into consideration the variables S, R and C for the CBVMP model to deliver a reduced 

set of VM placements options. The result is used by the CSP to identify all potential nodes 

where a tenant’s VMs could be placed. The reduced set of VM placement options is then 

presented to the tenant for it to make an informed decision on where it would like its VMs to 

be placed by the CSP and at what cost, risk and security. However, the final placement 

decisions are computed using an objective function that maximises the utility function that 

takes S, C and R as input.  The objective function is discussed in the next section. 

7.3.5 The Objective Function 

The main objective from a potential tenant’s perspective is to minimise R and C whilst 

maximising S and eventually U of physically separating clients’ VMs on the CSP’s 

infrastructure. This results in a multi-objective optimisation approach that, if applied 

effectively, will address the data leakage threats posed by inter-VM attacks in the cloud. 

Furthermore, this multi-objective optimisation is subject to a number of constraints, i.e. 

resource capacity, conflict of interest, tenants’ CTL, S, C and R. 

Hence, the VM placement problem herein is framed as a multi-dimensional bin-packing 

problem (Hatzopoulos et al., 2013; Wu et al., 2014). A multi-dimensional bin-packing problem 

is formulated as a vector of Loc to DC to Clu to PN and VM bins.  

The proposed solution has the following binary decision variables: ijx (t), jky (t), klz (t) and 

wlm(t). The variable t indicates the time at when a VM placement is done. The binary decision 

variables in this case take a value of zero or one. These variables are equal to one when 
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placement has been done and otherwise to zero. ijx (t) denotes that vmi is placed on PNj(t); jky

(t) denotes that PNj is placed in Cluk (t), klz (t) denotes that Cluk is placed in a DCl(t); and wlm(t) 

denotes that DCl(t) is placed in Locm(t) at a particular time t. Each binary decision variable is 

associated with three coefficient weight vectors, i.e.  

αi1={ α11, α21, α31, α41} ∀i = {1,..,4} relates to the S vector.  

βj2={ β12, β22, β32, β42} ∀j = {1,..,4} relates to the C vector.  

γk3={ γ13, γ23, γ33, γ43} ∀k = {1,..,4} relates to the R vector.  

αi1={ α11, α21, α31, α41}, βj2={ β12, β22, β32, β42}, γk3={ γ13, γ23, γ33, γ43} are the coefficient weights 

for each binary decision variable ijx (t), jky (t), klz (t) and wlm(t) respectively. For example, ijx

(t) has a coefficient weight vector {α11, β12, γ13} where α11 is the coefficient weight in terms of 

physical separation security; β12 is the coefficient weight in terms of cost, and γ13 is the 

coefficient weight in terms of risk posed on a VMi being placed in PNj. jky (t) has a coefficient 

weight vector {α21, β22, γ23} where α21 is the coefficient weight in terms of physical separation 

security; β22 is the coefficient weight in terms of cost and γ23 is the coefficient weight in terms 

of risk posed on a PNj being placed in Cluk. Furthermore, klz (t) has a coefficient weight vector 

{α31, β32, γ33} where α31 is the coefficient weight in terms of physical separation security. β32 

is the coefficient weight in terms of cost and γ33 is the coefficient weight in terms of risk posed 

on a Cluk being placed in DCl. The same goes for wlm(t) with coefficient weight vector { α41, 

β42, γ43} in terms of risk posed on a DCl being placed in Locm.  

This marks the end of the process of deriving the building blocks (elements) of the model.  

The problem formulation of the above can be modelled mathematically as an optimisation 

problem as follows: 
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  (7.1) 

The problem formulation is subject to a number of constraints, in other words CTL is expressed 

in terms of         S - αij, C - βj2 and R - γk3, size (s) of a VM, PN, Clu, DC and Loc and capacity 

c(t) of PN, Clu, DC and Loc. Note that the capacity of the actual VM is excluded in these 
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constraints. This is because sizeOfVM is taken as input and considered from the onset when the 

CSP is determining potential placement addresses. The constraints are modelled as follows: 
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xij(t){0,1}      i {1,…,m}, j {1,…,n} (7.9) 

yjk(t) {0,1}     j {1,…,n}, k {1,…,o} (7.10) 

zkl(t){0,1}     k {1,…,o}, l {1,…,p} (7.11) 

wlm(t) {0,1}     l {1,…,p}, m {1,…,q} (7.12) 
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The multi-objective function (7.1) ensures a maximum utility (U) of placing each VM in a 

physical node PN (xij); a PN is placed in a cluster Clu (yjk); a Clu is placed in a data centre DC 

(zkl); and a DC is placed in a location Loc (wlm) that belongs to a CSP. This multi-objective 

function ensures that placement of tenants’ VMs is done based on their cost (i.e. constraint 

(7.3)); conflict tolerance levels (i.e. constraints (7.2) and (7.4)); risk appetite (i.e. (7.2) and 

(7.4)); and resource capacity constraints (i.e. (7.5) – (7.8)). Resource capacity constraints (7.5) 

– (7.8) ensure that vmi must not exceed the capacity )(tcj  of PNj, )(tck  of Cluk, )(tcl of DCl and 

)(tcm of Locm. The binary decision variables )(txij , )(tyjk , )(tzkl  and wlm(t) denote that vmi is 

placed on PNj, which is placed in Cluk within a DCl that is also placed at Locm at time t.  

Constraints (7.9) – (7.12) ensure that the decision variables )(txij , )(tyjk , )(tzkl  and wlm(t) can 

either take the value one, which indicates placement, and otherwise zero for all VMs to be 

placed in PNs, for all PNs to be placed in Clus, for all Clus to be placed in DCs and for all DCs 

to be placed in Locs. This marks the end of the modelling.  

Based on the mathematical model framed as an optimisation problem, the next section 

introduces a process model. The process model illustrates all the processes that are required to 

implement the solution to the problem. 

7.4 CBVMP PROCESS FLOW MODEL AND CONFLICT-AWARE VM 

PLACEMENT ALGORITHMS 

Figure 7.3 illustrates a process flow diagram that demonstrates the proposed conflict-aware 

VM placement.  

It starts off with prospective tenants requesting to host their data in a VM from a CSP. 

Depending on the size of the dataset, the CSP takes the request, creates a VM and allocates the 

necessary resources as specified by the prospective tenant. The CSP then uses the CBVMP 

conflict-aware VM placement model to select an appropriate PN within an appropriate Clu held 

in an appropriate DC that ensures optimal physical separation of VMs from conflicting tenants. 

The conflict-aware VM placement model makes use of the Best Fit heuristic algorithm 

(Kernaghan and Lin, 1970; Burke, Kendall and Whitwell, 2009) to choose placement of a 

particular VM between available PNs, Clus, DCs and Locs. A Best Fit heuristic searches a 
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reduced list of potential placement options as identified by the model for the best-fitting 

address. The reduced list of potential placement addresses would already have excluded all 

conflicting addresses and those with insufficient space. The candidate VM is thus placed at the 

best-fitting address. Should there be more than one best-fitting address, the algorithm chooses 

the first best-fitting address. The placement model manages the placement matrix and creates 

a GPS point to mark the geographical location (physical) of the newly created VM on a map. 

The placement model then issues a certificate of placement with the full address and allocated 

resources of the VM and sends it back to the tenant. The results are not necessarily 

communicated to the rest of the tenants that share a PM. The map on the tenant’s side gets 

updated automatically with the new location of its VM. The CSP records the address of final 

placement. It is possible for other co-resident tenants to decide for example to request a 

migration because of a new tenant’s VM sharing the same PN with them.  

 

Figure 7.3:- CBVMP Process Flow Diagram 

Figure 7.3 illustrates the process flow of the proposed CBVMP model. The actual CBVMP 

model is implemented using four algorithms after the VMs have already been created. 

Algorithms 1 and 2 focus on placing a new VM. Algorithms 3 and 4 focus on migrating a 

previously allocated VM from one address to another. This may be necessitated by a CSP 

conducting a routine load-balancing exercise. It could also be necessitated by a tenant that has 

for instance re-classified their previously allocated VM with a high CTL to a lower one. 

Migration may also be required when co-resident tenants do not like to share the same hardware 
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with other tenants. Furthermore, since placement of VMs with a higher CTL comes at a higher 

cost, tenants might exercise their right to reduce the CTL in order to pay less. The CSP must 

take means to control this to avoid excessive VM hopping. However, this issue falls outside 

the scope of this thesis. The next four subsections discuss each of these algorithms in detail. 

Algorithm 1: Optimal Placement of a New VM 

Algorithm 1 considers a new tenant whose VM is to be placed for the first time and that requires 

to be placed only with non-conflicting tenants.  

 

Algorithm 1: Placing a new VM in an optimal manner 

A tenant tei_A makes a request to host its data on a newly allocated VM. A CSP would first 

check the tenant’s ID (tei_A), and get the CoI, CTL and size of the VM. Based on the CTL, a 

CSP would then determine if the placement is optimal or non-optimal. An optimal placement 
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refers to placement that cannot tolerate any conflict. A popular view is that zero tolerance 

means something cannot be tolerated. However, this study’s approach is a complete opposite 

to the popular view, in that a CTL of zero means insignificant conflict or no conflict at all. This 

is for the lowest tolerance level. A non-optimal placement refers to a somewhat flexible 

placement that can tolerate certain degrees of conflict as specified in the CTL. Algorithm 1 

considers an optimal placement. Hence, the CSP would provide a list of all existing tenants 

that are not in conflict with the prospective tenant – referred to as a SonC set. As mentioned 

before, this set is only visible to the CSP and not to the tenant, for the sake of privacy of existing 

tenants and to ensure that tenants are not aware of what VMs are placed where. It is not 

advisable for a tenant to be able to map out placements of other tenants. This is because such a 

mapping would make it easier for malicious tenants to identify their target and then choose 

their preferred address of placement to share a PN with that of their target. Exposed mapping 

would increase the chances of data leakage through an inter-VM attack. Such a scenario would 

nullify all the efforts of isolating VMs that belong to conflicting tenants. The next step is to 

locate and list all addresses of VMs owned by each of these tenants. From this list of addresses 

(i.e. Locm . DCl . Cluk . PNj), Algorithm 1 determines if the host (i.e. PN) has sufficient space 

to host the tenant’s VM. From this improved set, the algorithm further determines the addresses 

of the potential hosts to best place the new VM. Once the best potential host is found, the 

algorithm places the VM. This then sends the address of the new VM placement to the tenant 

and updates the placement matrix and geographical map. 

Algorithm 2: Non-optimal Placement of a New VM 

Algorithm 2 considers a new tenant whose VM is to be placed for the first time – with a 

requirement to co-reside with conflicting tenants of a specified CTL. Tenant tei_A requests 

placement of its new VM and specifies a certain CTL. The specified CTL is less restrictive and 

allows some level of flexibility for the tenant to co-host with some conflicting tenants. The 

CSP checks the tenant’s ID (tei_A), and gets the FBD, CTL and size of the VM of the tenant.  

Based on the conflict tolerance level (the type of placement that is not optimal in this case), the 

CSP then provides a list of all existing tenants that are within the specified CTL with the 

prospective tenant. This is called a SoCa set; a set containing all tenants that are in conflict with 

tei_A. From this set, Algorithm 2 then chooses all addresses of tenants that are within the CTL 

 
 
 



 

129 

 

range specified by tei_A and subsequently reduces the list to only those addresses with sufficient 

storage space. 

 

Algorithm 2: Placing a new VM in a non-optimal manner 

Algorithm 2 goes on to choose the one address that best fits the new VM. It then places the 

new VM on the best potential host, sends the address of the new VM placement to the tenant, 

and updates the placement matrix and geographical map. 

The next two algorithms are used by a CSP to migrate an existing tenant’s VM from one host 

to another. They are also divided into two parts; one algorithm for migrating a VM to co-reside 

with non-conflicting tenants and the other one for migrating an existing tenant to co-reside with 

conflicting tenants. The scenarios raised by these two algorithms demonstrate the dynamic 

nature of today’s organisations and the potential conflict involved. For example, a conflicting 

tenant today could be a non-conflicting tenant tomorrow. Furthermore, it could be that the 
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sensitivity of the data in the VM has lost its sensitivity and has become public. For example, a 

VM that holds blueprints of new products are mostly confidential and highly sensitive prior to 

the products’ release date. Once the products have been released, such blueprints somehow 

lose their sensitivity and their risk changes to a lower level. Hence, a tenant could opt to 

exercise some flexibility and reduce their CTL in order to co-host VMs that contain such data 

with conflicting tenants at a reduced price. 

The price gets reduces mainly because the cost of VM placements is directly proportional to 

the CTL, i.e. directly conflicting tenants that require total isolation from their competitors pay 

a higher cost for their optimal placements. On the other hand, non-optimal placement comes at 

a lower cost. This is because non-optimal placement does not have to ensure total isolation 

from conflicting tenants and poses a certain risk of data leakage that the tenant is willing to 

accept as a trade-off for the lower cost. 

Algorithm 3: Optimal Migration of an Existing VM 

Algorithm 3 considers an existing tenant whose VM is to be migrated from one PN to another. 

The VM is to be migrated to a new PN where it can co-reside with non-conflicting tenants only. 

This algorithm is similar to Algorithm 1 for placing a new VM. However, Algorithm 3 can be 

used by a CSP to migrate an existing VM from one address to another. There are numerous 

reasons that could cause this, such as load balancing, changing tenant requirements and 

reducing operational costs.  

Similar to Algorithm 1, Algorithm 3 first lists all non-conflicting tenants and then lists all 

addresses with sufficient storage space. Algorithm 3 next finds the best potential address that 

could fit in the best possible manner the VM that is being migrated. Algorithm 3 now places 

the existing VM on the best potential host, sends the address of the new VM placement to the 

tenant, and updates the placement matrix and cartographic map, while removing the old entry 

from where the VM was moved. 
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Algorithm 3: Migrating an existing VM in an optimal manner 

Algorithm 4: Non-Optimal Migration of an Existing VM 

Algorithm 4 considers an existing tenant whose VM is to be migrated from one PN to another 

– with a requirement to co-reside with conflicting tenants of a specified CTLi+1 that is different 

from the initial CTLi in the new PN. Each of these scenarios is handled differently by the 

CBVMP architecture. Algorithm 4 is similar to Algorithm 2 for placing a new VM in a non-

optimal manner. 
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Algorithm 4: Migrating an existing VM in a non-optimal manner 

However, Algorithm 4 can be used by a CSP to migrate an existing VM from one address to 

another. This algorithm starts by listing all conflicting tenants in the SoC set and then chooses 

only the addresses of tenants with sufficient storage space. The algorithm subsequently 

searches for the best potential host that could fit in the best possible way the VM that is to be 

migrated. Once placement is done, the CSP sends the address of the new location of the existing 

VM back to the tenant, and updates the allocation and placement matrix and geographic map. 

These algorithms are used for making initial VM placement and migration decisions. It must 

be noted though that placement and migration of VMs could also be initiated by the CSP for 

load-balancing purposes and other reasons. However, this must be transparent and visible to 

the implicated tenants but should still conform to the requirements as spelled out by the 

respective tenants. The next section discusses a proof-of-concept prototype as an 

implementation of the CBVMP model’s algorithms.  
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7.5 PROOF-OF-CONCEPT PROTOTYPE IMPLEMENTATION 

This section discusses the CBVMP model’s proof-of-concept prototype implementation. The 

model is implemented in Java using three packages: CSP, Tenant and Framework (as depicted 

in Figure 7.3).  

 

Figure 7.4:- UML Package Class Diagram for Implementing the CBVMP Model 

A package is a container of a group of classes and interfaces that are related. Packages are used 

to organise classes and interfaces for better reusability and to resolve name conflicts. Therefore, 

this thesis also makes use of packages. The focus is mainly on the first two – CSP and Tenant 

packages. The CSP package consists of those classes and an interface that are related to the 

CPS’s activities. The Tenant package consists of those classes and interface that are related to 

the tenants. The framework package consists of all other built-in classes such as lang, awt, 

swing, and javax (among others). Furthermore, the framework package includes other user-

defined classes that have been designed and developed earlier to support the current project. 

Since these classes do not form the core of the solution but only provide support, it was decided 

not to include the framework package in the discussions below. However, it is worth 

mentioning that all other classes that support the implementation of the CBVMP model are 

found in the framework package. There are two main packages for implementing the CBVMP 
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CSP
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+ CSP

+ GPS
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+ Position

+ VM

+ Interface1

This is a package diagram which contains a logical flow between all 

the UML classes which have been developed as a proof-of-concept 

for the implementation of the CBVMP model. Classes generally have a
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be grouped together into executable components. 

The CSP package contains all classes and artifacts which are designed 

and developed as part of the current model from the CSP side. The 

Tenant package consists of all classes are designed and developed as 

part of the current model from the CSP side. The Frameworks 
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designed and built earlier and are being reused as part of the current 
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model, namely the CSP and Tenant packages. The CSP package consists of the following: 

Address, CSP, GPS, Placement, Position and VM classes and an interface to the CSP. The 

Tenant package consists of the following: Conflict_of_Interest and Tenant classes and an 

interface to the CSP. Figure 7.5 illustrates the actual contents (i.e. attributes and operations) 

and relationships of each of the classes within the packages. Of note once again is that this 

figure does not include all other classes from the framework package. They fall outside the 

scope of this discussion and do not form a key part of the model. Figure 7.5 is followed by a 

brief discussion of the classes.  

It must be noted though that the classes use an association-type of relationship. The CSP class 

provides a list of all tenants. The CSP class is associated with the Conflict_of_Interest class, 

which provides the different conflicts of interest derived from the functional business domains. 

The Tenant class depends on the Conflict_of_Interest class. This class sets the CTL for each 

tenant. The Placement class is the most important class as it does the placement of tenants’ 

VMs and generates the cost thereof. This is the class that calculates the U and eventually lists 

potential allocations. The other classes such as Position are used to show the location of 

tenants’ VMs in the geographical map. The Address class provides the listing of all placements. 

It works more like a Domain Name Service (DNS), as it provides the links to the actual VMs 

of each tenant in the form of an address or URL that is given as follows:  

Locm . DCl . Cluk . PNj . VMi. 

The GPS class is basically for providing GPS coordinates of the different DCs of the CSP. The 

Placement class returns an address of placement or migration that shows the global positioning 

of a tenant VM. A tenant can use this geographical map to trace and track their VM placement 

at any particular point in time.  

The following screenshots illustrate the implementation of the CBVMP using the UML class 

model in Figure 7.5. Access to the solution is granted by a risk-based multi-factor 

authentication system. The risk-based multi-factor authentication system is covered in Chapter 

8.   
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Figure 7.5:- UML Class Diagram for the Implementation of CBVMP Model

class Class Model
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However, it suffices to say that once authenticated, tenants can only see their own VMs. Only 

administrators from the CSP have global access and a view of all the VMs hosted on the 

infrastructure. 

Figure 7.6 depicts a tenant’s VM (the name of the tenant is Pick ‘n Pay) that is placed in South 

Africa. The tenant can view the properties of its own VMs as shown in Figure 7.7. The 

properties include the VM’s ID, location, current CTL, its CoI and its capacity. This capability 

of the solution gives tenants the crucial visibility of the location of their VMs at any given 

point. Over the years, cloud users have been complaining about the lack of visibility of their 

data once it is hosted in cloud services. Moreover, such visibility is essential for regulatory 

compliance issues. This is to ensure that tenants’ data is always compliant with legal 

regulations.    

 

Figure 7.6:- A Screenshot Showing a Tenant’s VM 
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Figure 7.7:- A Screenshot Showing the Properties of VM 

Figure 7.8 depicts all VM instances in the cloud infrastructure. This is an overview of the 

entire CSP’s infrastructure across the world and is only visible to the administrators.  

 

Figure 7.8:- An Administrator’s Overall View of all Tenants’ VMs 
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Figure 7.9 is a screenshot for setting up a new address on the map of the world. An 

administrator would use this to specify the size of the new DC, Clus, PNs, Loc. 

 

Figure 7.9:- Creation of a New Address 

On clicking ‘create’, a new DC is created based on the specification. This new address would 

be ready for prospective tenants to host their VMs. Furthermore, and at the request of a 

prospective tenant, an administrator can create a VM based on the tenant’s CTL and size of VM 

inputs. Figure 7.11 depicts a screenshot that is used by an administrator to create a new VM 

for an existing tenant. On this screenshot, the new VM ID is created automatically. The 

administrator can specify if the new VM must avoid conflicts. This checkbox activates the class 

that implements the algorithm on conflict-aware VM placement when checked. It then activates 

the CTL field determine the actual isolation distance of the new VM from other conflicting 

VMs based on the CTL. The administrator next specifies the size of the VM and the country 

where it would be hosted, based on the CTL.   
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Figure 7.10:- Creation of a New VM 

An administrator can also migrate an existing tenant’s VM from one address to another. This 

could happen in case of load balancing from an administrator’s perspective. However, the 

owner of the VM must approve all migration requests that emanate from load-balancing 

requests. Furthermore, it could also happen that the tenants themselves initiate a migration 

process. This would happen for example in cases where new legislation has been passed, which 

a tenant feels might compromise its data. Once again, a tenant’s request for migration requires 

approval from the administrators to ensure that this feature is not abused to achieve co-

residence with conflicting tenants. Figure 7.10 depicts a screenshot for migrating an existing 

VM from one address to another. Using this screen an administrator can also specify the new 

location and if it should avoid conflicts. Checking the ‘avoid conflicts’ checkbox activates the 

CTL dropdown, where a tenant can specify the exact CTL. On clicking ‘migrate’, the VM will 

be migrated to the new location on condition that there is sufficient space and no conflict.  
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Figure 7.11:- Migration of an Existing VM from One Location to Another 

The above screenshots provide a glimpse of the actual processes of the proof-of-concept 

prototype implementation to sum up the discussion on the CBVMP model. The next section 

concludes Chapter 7 and points out the direction for the next chapter. 

7.6 CONCLUSION 

Finding the best VM placement algorithm is a challenging optimisation problem. This problem 

has a direct impact on costs, performance and energy consumption. Furthermore, it has a direct 

impact on the security of cloud-hosted data which may be leaked to unintended parties. This 

chapter reported on the formulation and presentation of a CBVMP model to prevent 

confidential data leakage threats posed by inter-VM attacks and to manage conflicts of interest 

between tenants in the cloud. 

The model uses degrees of conflict, the constructs of a Sphere-of-Conflict and a Sphere-of-

non-Conflict to provide for the physical separation of VMs belonging to conflicting tenants. 

Unlike most existing VM placement algorithms, the contribution made by this thesis also 

considers security, risk and cost involved in doing so, as well as the interdependency between 

these factors. The aim is to help tenants and CSPs make informed and well-calculated VM 
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placement decisions that factor in their security profile – balanced against cost constraints and 

risk tolerance. 

After the CSP has placed the tenants’ VMs in a manner that is conflict-aware and ensures 

adequate isolation, it is important that access to the VMs must be secured and constantly 

monitored. Hence, Chapter 8 delves into authentication, more specifically taking a risk-based 

multi-factor authentication approach to provide this security capability. Chapter 9 addresses 

the monitoring capability of the proposed solution. 
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CHAPTER 8 A RISK-BASED MULTIFACTOR 

AUTHENTICATION MODEL 

8.1 INTRODUCTION 

Chapter 7 zoomed into the high-level conceptual architecture presented in Chapter 6 to provide 

specific details on the VM placement component. It went on to provide theoretical and 

mathematical formulations of the CBVMP model abstracted as an optimisation problem. The 

model uses different degrees of CTL, as well as the constructs of SoC and SonC, S, R and C to 

provide VM physical separation of conflicting tenants. The CBVMP model addresses 

confidential data leakage posed specifically by inter-VM attacks. Chapter 7 ensures that 

tenants’ VMs are placed in a conflict-aware manner, in the IaaS cloud. Chapter 8 now takes 

over to focus on how tenants’ identities are verified when making attempts to access their VMs.  

The authentication component of the architecture in Chapter 6 is based on the authentication 

requirements in Chapter 5. Chapter 8 presents a strong risk-based multifactor authentication 

model that authenticates users, based on their risk profile. Furthermore, this chapter 

demonstrates end-to-end security of user credentials and other authentication data at rest and 

in transit. The rest of Chapter 8 is structured as follows: Section 8.2 presents and discusses the 

proposed strong risk-based authentication model. Section 8.3 discusses how this research 

provides secure one-time passwords and out-of-band tokens (i.e. OTPs and OOB tokens). 

Section 8.4 briefly discusses the proof-of-concept prototype implementation of the proposed 

strong risk-based authentication model. Section 8.5 concludes this chapter and provides a high-

level overview of Chapter 9.  

8.2 A STRONG RISK-BASED MULTIFACTOR AUTHENTICATION MODEL 

Figure 8.1 depicts a strong risk-based multifactor authentication model. This model attempts 

to address the rising issue of data leakage threats that emanate from unauthorised access to 

cloud resources due to inadequate authentication or compromised credentials. The model 

advances the current state of the art in authentication by using innovative ways to identify and 

verify users’ identity when they access cloud resources. The model adopts and builds on the 
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traditional username-and-password method of authentication. It adds device authentication to 

the user credentials. This ties users to specific devices. For example, a user might have more 

than one device to connect to the cloud services. Each device is associated with its own user 

behavioural pattern that is unique to the user. Furthermore, this chapter adopts a strong risk-

based approach with the concept of a SecurityPhrase. The model also adds end-to-end security 

in handling credentials and authentication data. The innovation of the model is demonstrated 

in the manner it makes authentication decisions to grant or deny access based on a risk profile 

of a login attempt. It is also demonstrated in the way the proposed model transmits OTPs and 

OOB tokens across the vulnerable Internet using the old concept of steganography.  

 

Figure 8.1:- A Strong Risk-based Multifactor Authentication Model (Dlamini et al., 2015) 

Furthermore, the proposed solution makes use of geo-location data to add to the decision 

making of whether to grant or deny access. The other key benefit of this solution is that it uses 

keystroke behavioural data. Keystroke behavioural data can uniquely identify and verify users 

(Yeh et al., 2018; Krishnamoorthy et al., 2018). However, it requires sufficient training of the 

data to achieve the best results.  
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The model has six distinct parts: client; identity provider; risk score card; context broker; 

application servers; data stores. Data stores comprise of user profile, device profile, behaviour 

analytics and geo-locations data store instances. Each of these parts addresses one or two of 

the authentication requirements raised in Chapter 5. For example, the identity provider and risk 

score card parts assess and evaluate the potential risk of a login attempt. The risk score card 

then passes control to the multifactor authentication (MFA) within the Identity Provider. The 

MFA chooses the right authentication combination based on the risk score. Below is a 

discussion of each of these parts, how they each achieve their goals and their overall 

contribution to the entire solution. 

8.2.1 Client 

A user first registers on the system choosing a username and a strong password (i.e. a 

combination of characters made of alpha-numeric and special characters – as enforced in the 

password creation). These are checked for validity, character by character in real time and 

natively on the client device as they are being entered. A subsequent field is only enabled when 

the current field has been validated. For example, after correctly entering the username, the 

password field is activated. This is called a two-step authentication. A two-step authentication 

is beneficial to the model because it makes it difficult for attackers to carry out brute-force 

attacks. For example, it prevents attackers from even trying a password if they fail to enter a 

correct username. However, a two-step authentication could be used as a weapon by clever 

attackers to verify usernames before they start with a brute-force or dictionary attack on the 

password. After verifying the usernames, the only task would be to brute-force the passwords. 

On a positive note though, manual entry of credentials is one way to address brute-force and 

dictionary attacks. Therefore, this solution only considers manual entry of user credentials 

without using auto-complete.  

Over and above user credentials, the model requires users to select a security phrase 

(SecurityPhrase) The idea of a SecurityPhrase is derived from the traditional concept of 

security questions that the information security community normally uses to authenticate users 

on top of the username and password combination. With the advent of social media, most of 

the answers to security questions are now freely available and can be accessed by attackers. 

Against this background, the research in hand innovated around the concept of security 

question to propose the SecurityPhrase concept. The SecurityPhrase is a predefined eight-
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character phrase that is randomly generated by the model during user registration. A valid 

SecurityPhrase follows the principles of a strong password with a mix of characters. For 

example, #Dg$H@6^ is a valid SecurityPhrase (derived from a user entering the following 

phrase on registration - hash-tag (#) David goes ($) Home at (@) 6:00 sharp (^)) (Dlamini et 

al., 2015). The SecurityPhrase is kept encrypted with the user credentials in the User Profile. 

On request, the user would at times be prompted to input missing characters on the 

SecurityPhrase. The missing characters are randomly generated, based on the risk profile of a 

user. The specific details of how this is done are explained later in Section 8.2.7. 

8.2.2 Keystroke Dynamics 

On the client device, a user manually enters their access credentials from a keyboard without 

using any autonomous complete or copy-and-paste functionality. This helps to extract 

keystroke behavioural features for each login attempt. The features include session times, 

typing speed, pressure on the keys, key combinations and keystroke latency. These are captured 

in the background without the user being aware and are stored in the behaviour analytics. This 

information is used as part of a user’s profile. The model extracts typing speed, timestamps of 

each session, left and right shift, caps lock, backspace, delete, keystroke latency and keystroke 

pressure. These features are collectively used to model and profile a user’s behavioural 

patterns. 

Figure 8.2 depicts a system that captures and uses behavioural keystroke dynamics (Dlamini et 

al., 2017). The system is first trained as the user repeatedly makes login attempts and the 

training data is stored in a repository. The training data includes all the captured keystroke data 

(i.e. feature extraction and contextual data), which is then stored in a behavioural analytics’ 

repository. The behavioural analytics’ repository is further discussed later in this chapter. The 

training data, along with subsequent successful logins, constitutes the historical data. The 

solution continuously learns new behaviour patterns and updates itself for each and every 

successful login attempt. As the system learns with more successful login attempts, its accuracy 

in classifying and detecting future login attempts also improves. The historical data is drawn 

from the repository during a login attempt and goes into a clustering process. The clustering 

process is also discussed later in this chapter. 
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Figure 8.2:- Capturing and Using Behavioural Keystroke Dynamics (Dlamini et al., 2017) 

Furthermore, the model also covertly captures device identifier, the access point’s GPS (Global 

Positioning System) coordinates, source IP (Internet Protocol) address, device Operating 

System, serial numbers, SIM (Subscriber Identity Module) card number, SIM card serial 

number, IMEI (International Mobile Equipment Identity) number, and a unique host name, 

depending on the client device. For example, when a user uses a SIM-enabled mobile device, 

the solution collects GPS coordinates which might not necessarily be possible with desktop 

devices. The capturing of device information and access point locations also happens 

seamlessly without interrupting the user. Device-specific information is then sent to the device 

profile’s repository. Each device will have its unique profile and the solution allows user to use 

different devices. Geo-location data like GPS coordinates and IP addresses are sent to the geo-

location repository. This data is collected from the time the user first registers. It is stored as 

historical data to be used later to evaluate a user’s risk level. The collected data is then passed 

to the Identity Provider. 

8.2.3 Identity Provider 

The Identity Provider acts as a proxy that takes user login and covertly acquired data from the 

client device and relays it to the context broker. The Identity Provider also receives the risk 

score card from the risk engine and makes the decision to relay it to the MFA engine, should 
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there be a need for an OTP (Thomas and Goudar, 2018) or OOB (Sy et al., 2019) token to 

further authenticate a user’s identity. The Identity Provider also receives the response from the 

MFA and routes it to the client. Once the client has completed entering either an OTP or OOB 

token, the request is relayed back to the MFA for verification. Should the risk score card require 

a SecurityPhrase (Dlamini et al. 2014), the Identity Provider relays the request through the 

context broker. The context broker pulls the SecurityPhrase of the user from the user profile 

data store and relays it straight to the risk engine, which simply passes it to the Identity 

Provider. The Identity Provider then gets the response from the client and confirms whether it 

matches the SecurityPhrase on the user profile data store. Finally, the Identity Provider relays 

the decision to grant or deny access back to the user. If the decision is to grant access, control 

is passed to the requested and authorised application servers.   

8.2.4 Context Broker 

The context broker takes the incoming data from the Identity Provider and performs minor 

processing before it pushes the data to the relevant data stores or repositories. Processing the 

data involves applying encryption and indexing. For example, during the registration process 

the context broker extracts, encrypts and indexes the data using hashes, the user credentials, 

device information, behaviour keystroke data and geo-location data. The encrypted and hashed 

datasets are then pushed to the user profile, device profile, behaviour analytics and geo-location 

repositories respectively. Each of these datasets has a unique identifier that relates to the 

specific user and device from which it was captured. The encryption part helps to secure the 

authentication data at rest. Indexing the encrypted datasets by using hashes helps to improve 

the speed of record retrieval. The context broker uses a novel cryptography system that is based 

on chaotic noise for encryption. The encryption system that is used in this study is explained 

in detail later in Section 8.3.2.  

Moreover, the context broker pulls all data from the different repositories, and decrypts and 

relays the plain-text data to the risk score card module for detecting anomalies and determining 

the risk score of a new login attempt.  

The next subsection discusses the process of data storage.  
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8.2.5 Repository 

All captured data (i.e. feature extraction and contextual data) is now stored in a data store as 

historical data. Historical data consisting of successful login attempts is kept in a data store. 

The model autonomously learns new behavioural patterns and performs self-updates for each 

and every successful login attempt. The historical data is drawn from the database during a 

login attempt and taken into the risk score card to determine anomalies and their risk score. 

This model distributes encrypted shares of authentication datasets in multiple repositories. The 

concept of shares is derived from Shamir Secret Sharing Scheme (Tieng and Nocon, 2016). 

Each share is assigned a unique header using a hashing algorithm. The first element of each 

share is the user profile identity for identification and retrieval. For example, all shares 

belonging to user profile xyz will start with xyz- as their unique hash identifier. The distribution 

of the encrypted shares is meant to increase the resistance of the model to attacks and to 

mitigate the increasing theft of user credentials. A compromise on one repository would not 

help an attacker that much. This is because other segments of the data would be held in other 

repositories. Hence, an attacker would have to compromise all repositories to be able to 

combine the different shares into a full set before trying to decrypt it using the context broker. 

A dataset share from one database is rendered useless and cannot be decrypted without the rest 

of the shares from other repositories. Furthermore, this approach stands to enhance data 

availability. For example, if it happens that one repository goes down or becomes corrupted, 

partial data could still be recovered from the rest of the databases. The context broker retrieves 

data from each of the repositories and then decrypts it. The plaintext data is then sent to the 

risk score card.  

8.2.6 Risk Score Card 

The risk score card process is divided into two parts: anomaly detection and risk engine. Each 

of these parts is responsible for a specific task in evaluating the risk score of a login attempt. 

The following two subsections discuss each of these processes in detail. 

8.2.7 Anomaly Detection 

The anomaly detection process receives plain-text data from the context broker along with the 

historical data from each of the repositories. It then classifies and categorises the historical data 
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according to clusters. This means that each successful login in the historical data forms a data 

point within a cluster. Each of these data points is classified and grouped in clusters based on 

feature similarity. For example in the proposed model, this would be related to the features of 

each login instance that forms a data point. This means that data points (in this case login 

points) within a cluster must be as similar as possible. The process of clustering the login data 

points helps to trace different patterns of user behaviour and facilitates the anomaly detection 

process. The model adopts and uses a k-means clustering algorithm (Hartigan, 1979). The 

choice of using a k-means clustering algorithm is based on the algorithm’s wide usage and 

simplicity. The k-means clustering algorithm is one of the simplest and most widely used 

iterative clustering algorithms that has been adapted to many problem domains. It divides x 

number of data points in y dimensions into k clusters. This is done in such a way that a within-

cluster sum of squares is minimised. The author acknowledges that this might not necessarily 

be the best clustering option. However, it suffices to prove the concept of this thesis. Further 

studies may be conducted to search for the best clustering algorithm, but this is beyond the 

scope of this study. The k-means clustering algorithm (Hartigan, 1979) is as follows: 

  

1. Place k points into the space represented by the objects that are being clustered. (These 

points represent initial group centroids – centre points in each cluster.) 

2. Assign each object to the group that has the closest centroid. 

3. When all objects have been assigned, recalculate the positions of the k centroids. 

4. Repeat Steps 2 and 3 until the centroids can no longer move. This produces a 

separation of the objects into groups from which the metric to be minimised can be 

calculated. 

5. Stop when none of the cluster assignments brings about any significant change. 

The main challenge of the k-means clustering algorithm is to determine the optimal value of k 

(i.e. the number of clusters) with their centroids. The question about the optimal value of k in 

the k-means algorithm is one that still requires answers. Hence, some researchers resort to a 

random selection of the initial values and iterate with multiple runs until they can choose the 

one with the best result (i.e. minimum sum of squares within each cluster). A number of 

heuristics have been proposed to help determine the optimal value of k. Given that there is still 

no method that performs better than the other, this thesis adopts the elbow method for 

determining the value of k (Bholowalia and Kumar, 2014). This choice is based on the belief 
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that the elbow method is one of the most tried and tested technique for determining the value 

of k.  

The elbow method as stated in Bholowalia and Kumar (2014) starts with a minimum k and 

iterates until there is a minimum distance between each centroid and its associated data points 

within each cluster. Using the elbow method, one just needs to note the point where an increase 

in the number of k does not necessarily result in a significant change from previous points. This 

is the point where marginal changes are noted in the points on the graph, and it is called the 

elbow criterion. This is the point that is considered the best value of k. The final result of the 

k-means based on the elbow method is a number of clusters of the historical data points. Each 

new login attempt is assessed and classified to determine the closest cluster of points that are 

similar. The similarity of each new login attempt is measured using a Euclidean distance. This 

is done by choosing the best cluster that represents the login attempt. The context of the login 

attempt is also considered to ensure that the model will correctly detect outliers. For example, 

a login attempt that is contextualised to cluster a, which lies close to the centroid of cluster b, 

would still be classified as an outlier.  

There are two thresholds T1 and T2 for determining the distance between the observed login to 

the centroid of the chosen cluster. This is the point where the model uses the two thresholds T1 

and T2 to detect outliers in order to determine if the observed login is a local anomaly or global 

anomaly. A local anomaly is detected when the distance between the observed login point and 

the centroid is strictly greater than first threshold T1 but less than the second threshold T2. For 

example, a user with the correct credentials and correct SecurityPhrase, but with a non-

matching geo-location would be detected as a local anomaly. A global anomaly is detected 

when the Euclidean distance is equal to or greater than the second threshold T2. A global 

anomaly is associated with login attempts that are considered extreme anomalies. For example, 

a global anomaly would occur when a user who habitually uses ‘caps lock’ for capital letters 

starts using a combination of ‘shift’ and a character. Once the anomaly detection process is 

finished, the model switches control to the risk engine.  

8.2.8 Risk Engine   

The risk engine takes the results of the anomaly detection process as input to evaluate and 

assess the risk of a login attempt under observation. For example, a global anomaly carries a 
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higher risk than a local anomaly. Some of the observed login attempts might reflect no 

anomalies at all. This would be flagged no risk. The risk levels or categories are as follows: 

 No risk 

 Low risk 

 Moderate risk 

 High risk 

 Very high risk 

Some login attempts might be flagged ‘minimal risk’ and some ‘moderate risk’. Login attempts 

that raise a global anomaly carry a high to very high risk.  

 

Should it happen that a login attempt under observation falls within its contextual cluster in the 

anomaly detection process; the risk engine will flag it as no or minimal risk. This switches 

control to the Identity Provider to grant access to the user for the requested resources. Local 

anomalies that are flagged for moderate and high-risk levels trigger the model to switch control 

to the MFA through the Identity Provider. The next subsection discusses what goes on in the 

MFA process. 

8.2.9 Multifactor Authentication (MFA) 

The MFA engine assesses the risk level of a user’s login attempt that is received from the risk 

engine process. This engine has different levels of authentication measures, each of which 

corresponds to a specific risk level of a login attempt, i.e. no risk, low risk, moderate risk, high 

risk and very high risk. The MFA engine applies the corresponding level of authentication 

measure to the corresponding risk level. This acts as a barrier of defence. Furthermore, it allows 

for the model to learn from behavioural patterns (Dostalek, 2019). The model uses the 

following MFA mechanisms for the different risk-levels: 

1. No or low risk: credentials and SecurityPhrase with minimal missing characters (25%)  

2. Moderate risk: variable SecurityPhrase with an average number of missing characters 

(50%) 

3. High risk: One Time Password (OTP) (Thomas and Goudar, 2018) and a 

SecurityPhrase with a minimal number of missing characters (75%) 

4. Very high risk: Out-of-Band token (OOB) (Wu et al., 2018; Sy et al., 2019) and 
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SecurityPhrase with all missing characters (100%)  

No or low risk prompts the Identity Provider to verify credentials and it requests the user to 

complete the SecurityPhrase by entering 25% characters. 75% of the SecurityPhrase would 

already be displayed with some gaps for the 25% missing characters. A moderate risk level 

requires verification of credentials and requests a user to key in at least 50% of their 

SecurityPhrase. A high-risk level prompts the MFA engine to request a user to enter at least 

75% characters of the SecurityPhrase. Furthermore, it would issue an OTP to a registered 

device or email as an extra layer of defence. Once prompted for an OTP, the model sends an 

OTP to a mobile device or an email address. A very high risk prompts the MFA engine to issue 

the same requirements as high risk, and over and above that, to issue an OOB token. An OOB 

token is accompanied by a 100% SecurityPhrase. An OOB authentication is a relatively new 

authentication technique based on the OTP concept. Gemalto (2018) defines an OOB 

authentication as a strong authentication that utilises a communication channel beyond the one 

on which a user is being authenticated. OOB authentication redirects authentication to a remote 

device. A user would for example be re-directed to authenticate using an OOB token on a 

different device in their device profiles. Once a user is authenticated, control is passed back to 

the initial device where the user was authenticating and the process continues from thereon. 

One advantage of using OOB tokens is that they can help protect against man-in-the-browser 

attacks and other advanced malware that targets OTPs as they are transmitted over vulnerable 

networks (Pham, 2014). Hence, the next subsection discusses the approach of this thesis in 

dealing with advanced malware that intercepts OTPs and OOB tokens. 

8.3 SECURE OTP AND OOB TOKENS 

User credentials in general are sometimes transmitted in plaintext over unsecured networks 

where they could be eavesdropped and intercepted by malicious parties. Some researchers have 

illustrated how attackers use advanced malware to successfully intercept OTPs for online 

banking websites (Litke and Stewart, 2014). Hence, the solution in this thesis provides a secure 

way of transmitting OTPs, OOB tokens and SecurityPhrases.  
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8.3.1 Generation 

Several applications that claim to produce strings of truly random numbers for OTPs or OOB 

tokens actually make use computer-generated random numbers that are based on deterministic 

Pseudo Random Number Generators (PRNGs). Random numbers based on PRNGs repeat at 

some point. This means that by using PRNGs, one is likely to get the same sequence of numbers 

at some point later on. For some of the best PRNGs, the repeating sequence might take a long 

time. However, this only delays the process without addressing the vulnerability. PRNGs may 

be suitable for modelling and simulation. However, they are not suitable for applications that 

require true randomness and non-deterministic properties. Hence, this thesis generates OTP 

and OOB tokens based on a non-deterministic True Random Number Generator (TRNG) by 

following a technique that is proposed in Blackledge et al. (2013), Mosola et al. (2016) and 

Mosola et al. (2017).  

TRNGs exhibit true randomness and non-determinism properties from physical atmospheric 

noise which is sourced from RANDOM.ORG (Random.org, 2017). RANDOM.ORG makes 

use of small variations in the amplitude of atmospheric noise. The author used the atmospheric 

noise from Random.org and passed it to a cloud-based Eureqa system from Cornell Creative 

Machine Lab (Dlamini et al., 2016). The choice to use this cloud-based system was informed 

by its ease of use, free availability and short turn-around time from the input noise to the 

resultant non-linear fitness functions. The Eureqa cloud system takes the noise input and 

generates a number of non-linear fitness functions that resemble the input noise. For example, 

the noise distribution in Figure 8.3 resulted in the fitness function (i.e. Equation 8.1) (Dlamini 

et al., 2016). 

 

Figure 8.3:- Random Noise Distribution from RANDOM.ORG 

f(x) = ao ∗ cos(𝑏𝑥) + a1 ∗ cos(𝑐𝑥2) − a2 ∗ 𝑠𝑖𝑛(𝑑 + 𝑒𝑥2 + sin(𝑓𝑥) − a3 ∗ 𝒙)               (8.1)                                          

where, a0, a1, a2, a3 are coefficient weights that come as a thirteen digit floating point number 
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from the Eureqa system (Nutonian, 2018). b, c, d, e and f are coefficients of x. A decision was 

made to consider the original coefficient weights as they were from the Eureqa system 

(Nutonian, 2018) (see Equation 8.1). These were implemented in their original form in order 

to avoid losing any of the randomness and chaotic properties of the resultant fitness function 

derived from the input noise. The author subsequently took and implemented the best-fitted 

function to generate truly random OTPs. The same process applied for the generation of OOB 

tokens and encryption keys for the cryptography system that is used in this thesis. Even though 

this finding is not the main contribution of this thesis, it does set the current research apart from 

other (existing) studies. For more detail on this part, the reader is directed to Dlamini et al. 

(2016). The next section proceeds from this section to discuss how the encryption of the OTPs 

and OOB tokens is handled.      

8.3.2 Encryption 

The proposed solution uses a symmetric encryption scheme. This means the same key is used 

to encrypt and decrypt data. (A discussion on other encryption schemes falls outside the scope 

of this research.) The encryption process begins by converting the input OTP or OOB token 

sequence of four random numbers into a binary stream. The encryption algorithm then 

generates random floating-point integers that are normalised between zero and one. The end 

results of the normalised floating-point integers are a set of 64-bit binary stream encryption 

keys. One encryption key is randomly selected from each set and the process is repeated until 

the key size is equivalent to the plain-text bit stream. Each encryption key bit stream is 

generated from a new array of floating-point integers to further increase the randomness 

properties of the key.  

For example, in order to encrypt a plain text of 240-bit stream, the process of key generation 

must be repeated at least four times with each 64-bit stream key generated from a totally new 

set of keys. The four keys of 64 bit each are then combined to be equal to the 240-bit stream of 

plain text. The extra bits are discarded, and the rest are combined using an exclusive or (i.e. 

XOR) operation with the plain text to form the ciphertext. The author acknowledges that an 

XOR operation has its own vulnerabilities when it comes to decryption. Hence, to make up for 

the XOR vulnerability, this study adds noise to the ciphertext by blending the key into it 

(Dlamini et al., 2016; Mosola et al., 2017). This is just to confuse any reverse engineering of 

the XOR operation in an attempt to uncover the key from the ciphertext. An ideal approach to 
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solve this problem would be to use blocks and rounds as 3DES and AES cryptography systems. 

However, the issue of rounds and blocks is left as future work and is not part of this thesis.  

The ciphertext bit stream and the key bit stream are blended in such a manner that the first four 

bits come from the first four bits of the ciphertext; the next four bits are the first four bits of the 

key stream, followed by the second four bits of the cipher, and so and so on until the cycles are 

finished. This way of adding noise to the ciphertext also helps to avoid the cumbersome key 

management challenges faced by most crypto systems. Security experts would shout ‘security 

by obscurity’ here, however, the approach does help to prevent attacks that target encryption 

key stores. This approach does not need any key store, which can be acknowledged as a 

vulnerability that, if discovered, could result in a catastrophe. Thus, research is ongoing on how 

best we can tackle the prevalent encryption key management in crypto systems (Mosola et al., 

2017). 

The idea of repeating the process for each key as stated above is meant to further increase the 

randomness of the generated keys and to confuse brute-force attacks. This is one way in which 

this thesis makes a plausible attempt to strengthen the encryption of OTPs and OOB tokens. It 

must be mentioned, though, that even the user credentials, SecurityPhrase, behavioural 

analytics data, device data and geo-location data that are also used for authentication are 

encrypted in the same manner.  

The decryption process reverses all the steps of the encryption. It takes the blended ciphertext 

and splits it into sets of four bits and takes all odd sets and concatenates them to form the 

ciphertext. It takes all even number sets and concatenates them to form the key stream. Then, 

a reverse XOR operation of the key and issued the ciphertext is performed. The result is a 

binary stream of plain text. The plain-text binary stream is converted back using an ASCI table 

to get the actual plain-text OTP or OOB token. After encrypting the OTP or OOB token, it is 

important to ensure that they are transmitted in a secure manner from source to destination. 

Hence, the next section discusses how the thesis deals with transmission of OTP and OOB 

tokens across networks that may at times be vulnerable. 

8.3.3 Transmission of OTPs and OOB Tokens 

The proposed model transmits OTPs and OOB tokens using emails or SMS messages. Security 

is crucial for example when such messages or emails are transmitted over vulnerable and 
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unsecured networks. The model uses steganography to embed and hide OTPs and OOB tokens 

in low-fidelity images. The choice to use low-fidelity images is so that they are not too big in 

size and can be transmitted easily, even on a slow connection. The system is designed in such 

a manner that the embedded OTPs and OOB tokens are only valid for a specified duration of 

time and they expire after a certain period. This is the time between the process of issuance and 

verification at the end-user device and the Identity Provider. The idea is to ensure that 

compromised OTPs or OOB tokens are never used on the system. Furthermore, reissuance of 

a new OTP or OOB token invalidates the old one. This makes the Identity Provider to anticipate 

a new OTP or OOB token.  

The process of embedding the encrypted data within a low-fidelity image requires a least 

significant bit (LSB) watermarking technique. This process involves converting data into a 

binary format and then hiding the binary stream within the first two bits of each pixel of the 

image. Embedding the data in the first two bits ensures that there are no noticeable distortions 

on the image (Sharma and Rajni, 2012). Otherwise, the highest significant bits come with high 

distortion, which could reveal the hidden messages to unauthorised users. This study uses two 

bits to ensure that there is sufficient space to hold the OTPs and OOB tokens. An advantage of 

this approach is that the data would already be in a binary format from the encryption process 

(as explained the Section 8.3.2), and there is no need for conversion of data. Below follows a 

brief discussion of the process of embedding OTPs and OOB tokens into the low-fidelity image 

and how to retrieve it.  

8.3.4 Embed OTP and OOB Data in the Low-fidelity Image  

The system is designed to randomly generate a low-fidelity and small image of 640 by 320 

pixels. The small size of the image is customised according to the login window where it is to 

be displayed. The idea is not to lose the quality of the image. Furthermore, the small size 

ensures that the image can be easily transmitted even in low bandwidth networks. The images 

are unique per user. The uniqueness is derived from a random selection of colours for each 

pixel of the image. Each pixel has 24 bits, i.e. eight bits for red, green and blue colours 

respectively. Once the unique image has been created, a request is sent for an OTP or OOB 

token. The time of issue is recorded and concatenated to the OTP or OOB token string. The 

string containing the OTP or OOB token and time of issue is encrypted (see the previous 

subsection 8.3.3). Then the system goes over each pixel of the generated unique image. The 

first two bits of each pixel of the image are replaced by a set of two bits from the binary 
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ciphertext. This process is repeated until the end of the ciphertext is reached, iterating bit by 

bit over the pixels of the image. At the end of the ciphertext, the remaining first two bits in 

each pixel are set to empty binary values, in this case 00. The image with the embedded OTP 

or OOB token and timestamp is then transmitted over a network to the user.  

8.4.5 Extract the OTP and OOB Token Data from the Image  

On receiving the embedded image, the user may save it for temporary storage and then upload it 

along with their user profile ID for authentication. In order to undo the watermarking, each pixel 

of the image is extracted to determine its binary value. The first two bits of each pixel are extracted 

and concatenated. This forms the encrypted ciphertext containing the user’s OTP or OOB token 

and the corresponding timestamp. The resultant ciphertext is then decrypted as explained in Section 

8.3.2. The plaintext is also trimmed to remove the extra empty spaces and at this point it is ready 

for authentication. On correct entry of the plaintext OTP or OOB, a user can then be authenticated. 

However, if the user fails to enter the right OTP or OOB, the system captures such failed attempts 

and stores them on the user’s historical data. Each login attempt is logged and stored. Depending 

on the request, in the case of an OTP the user is allowed three tries before the system could lock 

them out. However, for an OOB, the user is allowed only two attempts, after which they will be 

locked out.  

This part of the system is designed to prevent an attacker from using a man-in-the-middle attack to 

try and eavesdrop on user credentials, OTPs or OOB tokens that are transmitted over unsecured 

networks. This is to ensure that even if an attacker were to be able to intercept the communications, 

he or she would not just land on plaintext OTP or OOB token. This guarantees the confidentiality 

and integrity of the OTPs and OOB tokens that get exchanged between the system and the user. It 

is a layered security approach in that the OTP or OOB tokens are first encrypted before they 

undergo a steganography process. In Chapter 11, which serves as an evaluation of the study, the 

author discusses in more detail the impact of the security mechanisms that the system uses on its 

overall performance and usability. The next section discusses the proof-of-concept prototype 

implementation of the model. 

8.4 PROOF-OF-CONCEPT PROTOTYPE IMPLEMENTATION 

This section presents and discusses the proof-of-concept prototype implementation of the 

strong risk-based multifactor authentication model. The model is implemented based on a 

number of packages that contain several classes and interfaces. The packages include the 
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following: Client; RandomNoise; Crypto;, Steganography; Multi-Factors; IdentityProvider; 

ContextBroker; RiskScoreCard; Repository; Frameworks. There is also one other component 

namely the Eureqa System, which falls outside the scope of this thesis. Seven of the above-

mentioned packages form the core of the risk-based multifactor authentication solution, i.e. 

Repository; ContextBroker; RiskScoreCard; Multi-Factors; IdentityProvider; Steganography, 

and Crypto. The rest of the packages (i.e. Client, RandomNoise and Frameworks) are only 

meant for support. These supporting packages fall outside the scope of this thesis and hence 

will only be mentioned and not discussed in detail. Due to the complexity of the risk-based 

multifactor authentication component, the author decided to not further unpack the UML class 

diagram. This means that individual classes are discussed under each package.  

The IdentityProvider package consists of three interfaces, Interface2ContextBroker, 

Interface2RiskEngine and InterfaceMFA, and one class that is responsible for the routing of 

requests. At user login, the IdentityProvider package receives an authentication request (i.e. 

user credentials, device information, geo-location and behavioural analytics) from a user and 

routes the request through a secure socket layer using the Interface2ContextBroker to the 

ContextBroker. The ContextBroker receives the request and initiates a connection to the 

repositories using the JDBC:ODBC database interface. Once a connection has been 

established, the ContextBroker prompts the different repositories to provide existing details of 

the specific user (i.e. if the user is already registered) using the RepoQuery and 

SQLRepoController classes. The existing user login details are retrieved in an encrypted format 

from all the relevant repositories. The ContextBroker uses the Decrypt class in the Crypto 

package to decrypt the data and then passes it to the Anomaly Detection class within the Risk 

Score Card package.  

The Anomaly Detection class checks for outliers between the target login and those in existing 

records. The Anomaly Detection class contains the implementation of the k-mean and elbow 

algorithms as mentioned in Section 8.2.6.1. This class is implemented in such a manner that if 

a login under observation is normal, the Anomaly Detection class would make a 

recommendation to the Risk Engine class for it to classify it as low risk and pass the result to 

the IdentityProvider through the Interface2RiskEngine interface. The IdentityProvider would 

then authenticate the user and grant them access to the resource that they are requesting. 

Thereafter, the target login instance with all its supporting details is rerouted to the 

ContextBroker for encryption, using the Encrypt class from the Crypto package, and relaying 
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different pieces of ciphertext to the relevant repositories for storage, using the RepoUpdate 

class. This guarantees secure storage of the authentication data at rest. 

For example, should it so happen that an attacker could breach the system and somehow 

manage to get hold of the data in the repository, they would need to decrypt it first before they 

can sell it in the dark web. However, the process of decrypting the data is not something that 

is widely used like AES or 3DES. The attacker must understand the encryption algorithm that 

has been used here. Much against the traditional Kerckhoff principle of crypto openness (Knoll, 

2018), this study does not publicise the crypto algorithms and resultant keys. This strategy is 

‘security through obscurity’, which refers to concealing crypto algorithms and hoping attackers 

would not be able to find them (Moshirnia, 2018). ‘Security through obscurity’ is considered 

bad practice in information security (Knoll, 2018). However, concealing these algorithms 

would presumably increase the amount of time and would potentially make it not worthwhile 

for the attacker. Furthermore, the attacker must be able to breach all four database instances to 

fully compromise this solution. On top of that, the attacker must be able to understand all the 

processes of the ContextBroker, from the way it splits the data, to how it encrypts and decrypts 

it. Hence, it can be confidently argued that the distribution of the different pieces of 

authentication data across the different instances of repositories helps to improve the resilience 

of the proposed solution. The distribution of the different datasets across the various 

repositories is handled by the RepoSplitter class in the Repository package, with specific calls 

to the SQLQuaRepo, SQLRepoController and RepoManager classes in the ContextBroker 

package. 

Suppose that an attacker successfully compromises the UserProfile class and repository and is 

somehow able to decrypt the usernames and passwords. The attacker would take the plain-text 

usernames and passwords and attempt a login. For such an attacker to login successfully, he or 

she will need to ensure that their keystrokes match those of the compromised user account. A 

failure to do so would start to raise red flags and prompt the attacker to enter a SecurityPhrase 

of variable characters, depending on the risk category in which the system would have 

classified the user login attempt. The SecurityPhrase class, along with the OTP and OOB 

classes, is found in the Multi-Factors package. 
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Figure 8.4:- UML Package Class Diagram for Implementing a Risk-based Multi-factor Authentication Model for Cloud Computing  
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The Multi-Factors package contains the OOB, OTP and SecurityPhrase classes. These 

classes are for the different factors that the solution uses for authenticating login attempts of 

moderate risk to very high risk. This package has two dependencies from the Steganography 

and Crypto packages and it uses the IdentityProvider, which is dependent on the 

RiskScoreCard package. 

The OOB_Generation class inherits some of the properties of the Encrypt class. Once an 

OOB token has been generated, it is passed on to the Encrypt class for encryption. The 

encrypted OOB token is next embedded using an Embed class to the image that is generated 

by the GenerateAuthenImage class within the Steganography package. Once, the encrypted 

OOB token has been embedded in the image, it is sent through a secure channel to the 

IdentityProvider using the InterfaceMFA. From then, an embedded OOB token is passed to 

the user.  

On receiving the embedded OOB token, the user will temporarily store it for upload on to 

the authentication user interface. The authentication requires the user to also input their 

profile ID. The system uses the Decode class to strip the OOB token from the image. It then 

takes the encrypted OOB token and passes it to the Decrypt class for decryption. After the 

process of decryption, the user will finally get the plain-text OOB token for authentication. 

Since OOB tokens are used for very high-risk login attempts, the user is only afforded two 

chances. Should the user fail to enter the correct OOB token on both chances, the system 

will automatically lock them out and request a system administrator’s intervention. The same 

process follows for an OTP. However, the system uses the OTP_Generation in the Crypto 

package and OTP class in the Multi-Factors package. The rest of the classes continue as 

discussed in the case of an OOB token. The only difference is that with OTPs a user is given 

three tries instead of two, as is the case with OOB tokens. 

The SecurityPhrase is handled a little differently from an OTP and OOB token. The 

difference comes mainly from the way it is generated and how it is used. The SecurityPhrase 

is generated at registration along with the username and password. This is manually done by 

the user and kept by the system. When a scenario arises that warrants its use, the 

IdentityProvider passes the risk level request to the SecurityPhrase class to randomly select 

the number of characters that the user has to enter to complete it. These are directly 

proportional to the risk posed by a login attempt. (See the example in Section 8.2.7.) The 
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SecurityPhrase is secured using the Encrypt and Embed classes from the Crypto and 

Steganography packages respectively. This is done in a similar manner to that of securing 

OOB tokens and OTPs. Similar to the OTP, a user is given only three tries to correctly enter 

the missing characters of a SecurityPhrase before the system could lock them out.  

This marks the end of the discussion of the UML diagram of the proof-of-concept prototype 

implementation. The rest of this section provides examples of the screenshots of the 

prototype with a brief discussion.  

The screenshots come from Dlamini et al. (2016) and Dlamini et al. (2017), both of which 

are outputs of the research in hand. Figure 8.5 depicts a screenshot for capturing a 

SecurityPhrase. The risk indicator at the top right corner is used by the system to determine 

the actual number of characters that a user would have to put in to complete the 

SecurityPhrase. In this case, the user has to enter 50% of the characters. This is directly 

proportional to the risk posed. Since, the keystroke behavioural analytics are not captured at 

this point, the user can make use of a soft keyboard as displayed in the screenshot. 

 

Figure 8.5:- A Screenshot for Entering a SecurityPhrase 

 
 
 



 

164 

 

 

Figure 8.6:- A Screenshot for a High Risk  

Figure 8.6 depicts a screenshot that is displayed when a user login attempt has been classified 

as very high risk. In this case, the user would only click continue to initiate the process of 

generating and transmitting an OTP. On clicking continue, the user will be prompted to open 

the embedded image as shown in Figure 8.7. This must be accompanied by the user profile 

ID. Should the user enter a wrong OTP on all three attempts, he or she will receive a message 

as reflected in Figure 8.8. The message written in red at the bottom of the screenshot helps 

the user to keep count of the times they have entered the OTP. 

Moreover, and as most authentication systems must do, this system does not categorically 

state if the problem is with the OTP or the image. This is implemented the same way as with 

usernames and passwords. Should one of these be wrong, the system should not state exactly 

which one is wrong, but rather that it could be either of the two. 

The next screenshots illustrate how the model handles anomaly detection using the clustering 

algorithm with ten clusters. The number of clusters were determined using the elbow 

method. For example, Figures 8.9 – 8.11 below depict an x-y plot of four login attempts as 

they are being classified by the solution with ten clusters. 
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Figure 8.7:- A Screenshot for the Embedded Image 

 

Figure 8.8:- A Screenshot for more than Three Attempts at Entering an OTP 

Figure 8.9 illustrates a login attempt that fails the local anomaly check. The login attempt 

fails because it is too far from the cluster of context, which in this case is cluster four. 

However, this is not considered failing a global anomaly, because the login attempt is close 
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to the other clusters. Some existing models would classify such an anomaly as normal pattern 

and raise no flags as this would cause unnecessary false positives. Hence, the rigid approach 

taken in this model is to ensure that such cases are correctly classified and flagged as outliers. 

Figure 8.10 illustrates another example of a login attempt that fails a local anomaly check. 

Cluster one is the cluster of context for this login attempt. Surely the login attempt in Figure 

8.10 seems very close to other clusters and some models would accept it as normal 

behaviour, yet the proposed solution correctly classifies it as an anomaly. Figure 8.11 depicts 

a successful login attempt. This successful login attempt’s cluster of context is cluster ten, 

which means it falls within the radius of cluster four’s centroid. 

In summary, the proposed model uses different clusters to mimic the different login 

scenarios of a single user. The key point to note is that a single user is associated with 

multiple keystroke dynamics, which are then represented as different clusters. This depends 

on a number of factors such as fatigue, loss of concentration and others. For example, when 

a user is highly alert, the solution classifies him or her towards the bottom right corner of the 

x-y plot. As the user starts to get tired or lose concentration, their classification starts to move 

further up and towards the y-axis of the x-y plot. Cluster one is a good example of fatigue 

creeping in on the user. The proposed solution caters for all these different scenarios. 

 

Figure 8.9:- A Failed Local Anomaly Check  
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Figure 8.10:- A Failed Local Anomaly Check 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 8.11:- A Successful Login Attempt 

In closing the discussion on the proof-of-concept prototype implementation, it can be 

deduced that the proposed model provides a plausible solution to solve the challenges posed 

by attackers using compromised user credentials to access systems they are not authorised 

to access specifically in an IaaS cloud. Even though the tests were done on a small sample, 
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it was interesting to note that the model achieved its authentication goals. It is expected that 

with time, as users continue to use the model, its accuracy on classification and anomaly 

detection will improve. The expectation is that as one uses the model over and over again, 

the data points would tend to converge towards the centroid in such a manner that any slight 

deviation from the norm would be detected as an outlier. Such an exercise would require a 

very large data set to increase the sensitivity, accuracy and efficiency of the model. 

Fortunately, even with a small data set, the model was able to successfully detect both global 

and local anomalies, as well as normal logins.  

The next section concludes Chapter 8 and introduces Chapter 9. 

8.5 CONCLUSION 

The proposed solution provides strong and risk-based multi-factor authentication that scales 

up and down, based on the threat levels or risk posed on the system. It provides end-to-end 

security of user credentials and other authentication data – at rest and in transit. Chapter 8 

employed an innovative encryption algorithm that takes chaotic random noise as input to 

generate encryption iterators that help encrypt and secure authentication data which is then 

stored in multiple storage locations to increase its resiliency. It also introduced the use of 

steganography to transport encrypted OTPs, OOB tokens and SecurityPhrases to the user. 

Furthermore, the solution that was proposed makes use of a number of techniques to 

effectively deny unauthorised users with “supposedly” stolen user credentials from 

accessing systems that they are not authorised to use. The techniques include user credentials 

such as usernames and passwords, behavioural keystroke patterns, device information and 

geo-location data. The proposed solution has proven to be effective and resilient in barring 

users with compromised credentials from accessing systems they are not authorised to use.  

It is important to ensure strong and risk-based authentication and even more critical to secure 

the authentication data from criminals. However, it is also vital to monitor the system for 

malicious behaviour. Such monitoring is key for regulatory compliance purposes and for 

anticipating a legal or disciplinary hearing. Therefore, this thesis also monitors and records 

all accesses in a digital forensically sound manner. This component is handled in Chapter 9.  
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Chapter 9 discusses how this study tackles the digital forensic readiness aspect of cloud 

computing. It is primarily concerned with proactive collection and preservation of digital 

evidence in the cloud in anticipation of a legal lawsuit or policy breach investigation. The 

proactive collection and preservation of digital evidence must be done in a forensically sound 

manner, and Chapter 9 demonstrates how this is to be achieved. The main goal is to reduce 

the time it takes to conduct a digital forensic investigation in the cloud.  

The evaluation chapter (i.e. Chapter 10) later adds more detail on how the solution affects 

performance. For example, it will show how the innovative encryption employed in securing 

authentication data compares to other encryption algorithms like Triple-DES, AES 256, etc.  
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CHAPTER 9 A 3-TIER DIGITAL FORENSIC 

READINESS MODEL 

9.1 INTRODUCTION 

Chapter 8 focused on the strong risk-based multifactor authentication component of the high-

level conceptual architecture. Its focus was on dealing with the challenge of unauthorised 

access to cloud resources due to inadequate or compromised credentials. The model proposed 

in Chapter 8 took a risk-based approach to authenticate users using multiple factors (i.e. 

SecurityPhrase, OTP and OOB) and based on specific risk indicators such as keystroke 

dynamics, device information, and geo-location. The model ensures that users’ login attempts 

are classified based on different risk indicators and it would scale up or down authentication 

factors based on the risk posed by each login attempt. A combination of security tools was used 

to secure the authentication factors both in storage and transmission. The end result was a 

strong risk-based multifactor authentication model.       

Chapter 9 now focuses on the digital forensic readiness component of the high-level 

architecture presented in Chapter 6. Chapter 9 tackles the digital forensic readiness aspect of 

cloud computing with respect to proactive collection and preservation of digital evidence in 

anticipation of a legal lawsuit or policy breach investigation. The main goal of this chapter is 

to reduce the time it takes to conduct a digital forensic investigation in the cloud. Furthermore, 

this part of the study aims to ensure that digital forensic investigations may be carried out 

without any or with minimal disruptions to the cloud service provider’s infrastructure or 

business processes. Inherent to the main goal of this chapter, this part of the study aims to notify 

digital investigators of security threats as they happen or before they occur. The proposed 

model acts as a system that monitors and captures all user activity in a forensically sound 

manner. The key contribution of Chapter 9 is a 3-tier digital forensic readiness model that 

consists of a planning, implementation and assessment tier. The rest of this chapter is structured 

as follows: Section 9.2 outlines the model. Section 9.3 outlines the proof-of-concept prototype 

implementation of the 3-tier digital forensic readiness model. Section 9.4 concludes the chapter 

and provides an overview of Chapter 10. 
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9.2 A 3-tier Digital Forensic Readiness Model for Cloud Computing 

The proposed 3-tier digital forensic readiness model consists of a planning, implementation 

and assessment tier as shown in Figure 9.1. Each of these tiers is discussed below.  

9.2.1 PLANNING TIER 

The planning tier consists of processes that are necessary for preparing the cloud for digital 

forensic readiness. These planning processes include organisations articulating clear business 

goals and objectives for digital evidence; defining a clear cloud scenario; scrutinising all the 

applicable laws, regulations, ethics and judiciary admissibility; analysing pre-incident 

collection, preservation, storage and manipulation of potential admissible digital evidence; 

planning incident detection; making a pre-incident analysis; and defining a clear cloud system 

architecture that takes care of all the above. Taking all these into consideration ensures a 

comprehensive digital forensic readiness system that meets all the requirements stipulated in 

Chapter 5.  

9.2.1.1 Articulating Business Goals and Objectives 

For digital forensic readiness to remain effective, it should be driven by the overall business 

goals and objectives. This will ensure that it gets the necessary buy-in and support from top 

management. Hence, the planning tier should clearly define the business goals and/or 

objectives for the collection, preservation, storage and manipulation of potential digital 

evidence. This should clearly state why a digital forensic readiness capability is required, 

exactly what digital evidence is to be captured and for what purposes (e.g. in anticipating a 

litigation or corporate dispute; to demonstrate compliance to regulatory mandates).  

9.2.1.2 Defining a Clear Cloud Scenario  

This process requires an investigator to carefully study the cloud that a particular organisation 

wants to adopt (e.g. public or private or hybrid) and consider the type of services sought (e.g. 

SaaS or IaaS or PaaS or any combination of these). Based on this, an investigator should 

carefully examine and scrutinise all the scenarios that might pan out and require digital 

evidence. This process should be able to identify all potential threats and vulnerabilities that 

might result in a corporate dispute or litigation and may require concrete digital evidence to 
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either support or defend an anticipated case. Within the cloud scenario definition process, it is 

important for an investigator to carefully study the currently implemented information security 

measures to identify and plan for the gaps that exist. This is more like performing a risk 

assessment in order to get a clear understanding of how to proactively retrieve digital evidence 

in preparing for a fast and effective investigation in the cloud. All these must be done in an 

ethical manner and comply with the relevant laws and regulations to ensure the judiciary 

admissibility of digital evidence. 

9.2.1.3 Scrutinising Laws, Regulations, Ethics and Judiciary Admissibility of Digital 

Evidence 

Within a cloud computing environment, there is normally a client, network service and cloud 

service providers – each of which is governed by its own policies and governance, legal, ethical 

and regulatory frameworks. It becomes important for investigators and law enforcement 

agencies to consider and familiarise themselves with the laws with which each of these (client, 

network and cloud service providers) must comply. They must also make an effort to ensure 

that these laws and regulations are at least aligned to avoid conflicts later on. For this process, 

organisations should seek the help of a legal expert who can advise them on where their data 

or applications could be safe. Legal experts should also be called in to advise cloud service 

providers on the type of clients and the type of data or applications that they are allowed to 

host, in accordance with the applicable laws in certain jurisdictions of both the clients and 

service providers.  

9.2.1.4 Identifying Potential Sources of Admissible Digital Evidence 

The client, network and cloud service providers could all be the potential sources of digital 

evidence within a cloud environment. The client’s network and access devices of a cloud 

service provider’s IT systems could hold potentially relevant digital evidence (Chung et al., 

2012). Furthermore, the web browser, identity and access control management systems 

(wherever they sit) could also present sources of potential digital evidence. Hence, it is 

important to look at all the components that make a cloud infrastructure a reality. In addition 

to identifying the sources of digital evidence, it is essential to identify the potential admissible 

digital evidence.  
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Figure 9.1:- A 3-Tier Digital Forensic Readiness Model for the Cloud 
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9.2.1.5 Identifying Potential Admissible Digital Evidence 

Once the sources of potential evidence are known, the next step is to determine what sort of 

digital evidence should be captured that would constitute concrete, credible, authentic and 

admissible digital evidence in a court of law. Clients should seek the help of a legal expert even 

on this process to ensure that they capture only concrete, credible, authentic and admissible 

digital evidence. Potential admissible digital evidence such as activity and audit logs could be 

obtained from the client’s access devices, network provider systems and the service provider’s 

identity and access management systems. Given the magnitude of the anticipated litigation or 

corporate dispute, cloud clients, investigators and legal experts should ensure that they look at 

the cost and benefit of acquiring digital evidence to ensure that they observe the proportionality 

doctrine as well as privacy and human rights of the cloud clients. Once potential admissible 

digital evidence is identified, it is necessary to start planning its collection, preservation storage 

and manipulation.  

9.2.1.6 Planning Pre-incident Collection, Preservation, Storage and Manipulation of 

Digital Evidence 

This process deals with planning on how to handle potential digital evidence from the point of 

collection, preservation, storage and manipulation. Involving a legal expert in it could help 

ensuring that all employees and third parties of the cloud clients are well aware of how to 

handle potential digital evidence; how to preserve the digital evidence’s chain of custody; how 

not to contaminate the digital evidence at collection, preservation, storage, transportation and 

manipulation; and how long to preserve digital evidence according to legal mandates and 

internal retention policies. This plan should include incident detection triggers to raise alarms 

when malicious incidents are detected. 

9.2.1.7 Planning Incident Detection 

This process is a plan to monitor on a real-time basis all the activities and/or behaviour of cloud 

clients and service providers. It outlines the actions to be performed when an incident is 

reasonably anticipated or actually detected. Within the incident detection plan, the activity 

monitoring service defines different rules to raise a green flag for all legal activities, a yellow 
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flag for a likely anomalous activity, and a red flag for an anomaly. All activities should be 

remotely logged in a secure repository to avoid tampering. Moreover, activities that raise a 

yellow flag should send an alert to an information security officer, while those that raise a red 

flag should be sent to both an information security officer and an investigator for potential 

investigation. 

9.2.1.8 Planning the Pre-incident Analysis of Data Representing Potential Admissible 

Digital Evidence 

The pre-incident analysis plan pre-collates all the events that might lead to an incident, more 

like intrusion detection systems do, to outline or pre-conceive some of the pre-conditions of an 

attack. This pre-incident analysis plan analyses a series of activities in order to detect suspicious 

events or activities that might be deemed malicious. It then raises yellow or red flags to the 

responsible personnel and logs all such activities in a forensically sound manner. The plan pre-

collates all events that have been flagged as malicious. It does this in a chronological order to 

reflect on what actually happened, how it started, from whom and when, in order to get to the 

root cause of the incident and reflect on what took place leading to an incident.  

9.2.1.9 Defining a System Architecture 

This process takes into consideration all the other processes within the planning tier. It defines 

and outlines a comprehensive system architecture that would achieve the objectives of digital 

forensic readiness and would prepare the cloud for a fast and effective investigation.     

9.2.2 IMPLEMENTATION TIER 

The implementation tier takes over from the planning tier to actually execute and implement 

the digital forensic readiness plan for a specific cloud scenario that could either be a public, 

private or hybrid cloud deployment, offering either IaaS or PaaS or SaaS, or a mixture of the 

services. This tier comprises the actual system architecture; pre-incident collection, 

preservation, storage and manipulation of potential admissible digital evidence; incident 

detections, pre-incident analysis; and escalation of other incidents for investigation. Each 

process of the implementation tier is discussed in detail below. 
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9.2.2.1 Implement System Architecture 

The system architecture that was defined in the planning tier gets implemented as part of this 

process and covers all the aspects of the planning phase (as comprehensive as detailed therein). 

The system architecture is implemented according to all the defined plans within the planning 

tier.  

9.2.2.2 Implement Pre-incident Collection, Preservation, Storage and Manipulation of 

Data that Represents Potential Admissible Digital Evidence 

All the digital forensic readiness measures that were outlined in the planning tier to help collect, 

preserve, store and manipulate the potential admissible digital evidence are put in place to do 

just that. These include the implementation of an activity monitoring system along with all the 

defined rules of detecting suspicious activities that may result in adverse consequences. This 

process must be carried out as outlined in the system architecture. This is the actual 

implementation of all the above pre-incident plans into the actual operational system.  

9.2.2.3 Implement Incident Detection 

The activities from the incident detection plan are implemented in this process. All activities 

that raise red flags are sent to an information security officer and investigator for further 

investigation. All yellow flags are sent to an information security officer for further analysis 

before the activities concerned could escalate to potential incidents. Those that seem to be 

critical, get escalated to an incident and are then sent to an investigator as red flags by the 

information security officer. All green flags for other activities that are viewed as appropriate, 

get logged for regulatory and compliance purposes but not necessarily for digital forensic 

readiness purposes.  

9.2.2.4 Implement Pre-incident Analyses of Data that Represents Potential Admissible 

Evidence 

As part of this process, an investigator or information security officer must collate all events 

that might lead to a yellow or red flag being raised. If done properly, this could be used to 

prevent an incident from happening in the first place. An investigator will have to monitor a 
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subset of the events and if they play out, he or she would be called to react fast to stop an 

incident before it occurs. However, if the incident has already occurred, this process could help 

investigators to re-construct the events in a chronological order to be able to get to the bottom 

of the incident. Feeding this back to the pre-defined rules and pre-conditions of system 

monitoring could help prevent a recurrence of incidents.  

9.2.3 ASSESSMENT TIER 

The assessment tier periodically reviews and assesses all the planned and implemented digital 

forensic readiness processes to determine if they are all effectively gathering credible digital 

evidence that is admissible in court and from all identified sources. For example, this tier should 

constantly check to determine if clients have increased the number of service providers, check 

if they have switched providers, and find out if they are using other types of access devices that 

might be different from the ones in the initial plan. This tier also reviews all the necessary 

processes in order to determine if they all still meet the defined business goals and objectives 

of proactively collecting digital evidence in the cloud. Furthermore, the assessment tier also 

checks if the collected evidence is actually gathered in an ethical and legal manner that respects 

the users’ privacy and human rights; and if it is collected according to all applicable laws and 

complies with regulatory mandates. Should this not be the case, the whole process has to be 

repeated from the planning tier through to the assessment tier. The assessment tier consists of 

the assessment of DFR controls; risk assessment; cost/benefit analysis; and then it goes back 

to the implementation of the assessment changes discussed below.  

9.2.3.1 Assessment of Digital Forensic Readiness Controls 

This process is meant to review all the controls that have been planned and implemented to 

proactively collect, store, preserve and manipulate relevant potential digital evidence. These 

controls have to be assessed to determine if they are collecting and preserving digital evidence 

as outlined in the initial plan to help achieve business goals and objectives; according to the 

applicable laws; and are still responsive to the green, yellow and red flags raised by the incident 

detection controls. Furthermore, the controls are assessed to check if they are not picking false 

positives, if log collection measures are not compromised, whether evidential data is stored in 

a secure manner that preserves its integrity, and whether a clear chronological chain of custody 

is kept that is inaccessible to unauthorised persons. The DFR controls are also assessed to check 
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if they still adhere to the stipulated rules of digital evidence admissibility as stated in the 

different laws from different jurisdictions.  

9.2.3.2 Risk Assessment 

This process is based on the fact that the security landscape is constantly changing, with online 

criminals constantly being a step ahead of the security officers. This race requires that the 

proposed model be equipped with the capability to constantly review the security threat 

landscape to identify changes that might require some modifications in the implemented DFR 

controls. It reviews already existing and new technologies to see if they pose any threats and 

vulnerabilities. This process also assesses the client devices, their web browsers and 

connections in terms of threats and vulnerabilities. It goes further to identify trends that 

criminals use to ensure that the DFR controls do not miss any key incriminating evidence.  

9.2.3.3 Cost/Benefit Analysis 

This process addresses the ‘proportionality doctrine’ requirement. It assesses the recommended 

changes coming from the assessment of DFR controls and risk assessment to check if the cost 

of implementing some of the recommended changes on the DFR capability would not out-

weight the benefits of doing so. It is during this process that recommended changes get either 

rejected or implemented. Sometimes, this process could lead to a decision that requires going 

back to the starting point. 

9.2.3.4 Implementation of Selected Assessment Changes  

During this process, only assessment changes that do not violate the laws of cost/benefit 

analysis get to be implemented into the implementation tier. This means that only those changes 

where the benefits far outweigh the cost, get implemented. Otherwise, the whole process has 

to be repeated from the first step. The next section discusses the implementation of the three-

tier DFR model. 
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9.2 IMPLEMENTATION OF PROOF-OF-CONCEPT PROTOTYPE  

This section discusses the three-tier digital forensic readiness model’s proof-of-concept 

prototype implementation. This part of the model is implemented as a proof-of-concept in 

notepad++ php using the following core packages – Collect Logs, Encrypt, Index, Store and 

Framework – as depicted in Figure 9.2. The Framework package contains all other supporting 

classes that lie beyond the discussions in this thesis. This package, as in the case in Chapter 8, 

consists of other user-defined classes that do not form the core of the solution, but provide 

support. Hence, the author’s decision not to include its details in the discussions. 

The Collect Logs package consists of classes that create the necessary connections that are 

required to collect user activities. This package has hooks, event listeners and triggers for 

accessing and collecting the necessary logs as digital evidence. The Hooks class is responsible 

for accessing and gathering user activities. This class, which creates the Event Listeners and 

Triggers, aims to prevent malicious activities from causing incidents in the first place. The Log 

class receives all data from the Hooks class. Event Listeners and Triggers classes pick 

anomalies from the Log class. The Alert & Notify class sends notifications to investigators 

when an Event Listener or a Trigger picks up a log with a red flag indicating malicious 

activities. The Capture class is responsible for capturing the digital evidence and having it 

ready for encryption and hashing.  

The Encrypt package consists of AES, Chaos-Based, DES, Triple-DES and Key Management 

classes that aim to preserve the confidentiality of digital evidence. These classes are 

collectively responsible for securing the captured digital evidence and providing confidentiality 

guarantees. An investigator can select their preferred encryption algorithm. The choice is based 

on the sensitivity of the case at hand and the importance of the digital evidence. The choice of 

an encryption algorithm is also based on admissibility requirements of individual jurisdictions. 

For example, investigators in different jurisdictions may be mandated to use a specific 

encryption algorithm for digital evidence admissibility. The Key Management class is meant 

to secure the encryption keys after they have been used to encrypt the digital evidence. This 

also depends on the encryption algorithm that is being used. 

The Index package consists of the one-way Hash and Integrity Checker classes. These two 

classes are responsible for ensuring that the captured digital evidence is not altered to 
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compromise its integrity. They ensure that digital evidence is not tampered with right through 

the entire life cycle of an investigation process. One-way hashes provide one of the 

fundamental elements for digital evidence admissibility with respect to its reliability and 

integrity (Stone, 2015; Schmitt and Jordaan, 2013). Schmitt and Jordaan argue that the quickest 

way for digital evidence to fail the admissibility test in court would be to collect it in an illegal 

manner or to modify it after it was captured. Hence, the Hash class ensures that digital evidence 

is admissible in court. 

This is done using CRC 32b cryptographic hashing algorithm. The choice of CRC 32b is based 

on the evaluation results of the different hashing algorithms that are covered in Chapter 11. At 

it this point, it can be highlighted that CRC 32b uses eight-character hashes, which require less 

storage space compared to other hashing algorithms like MD5. Furthermore, the choice is 

motivated by the fact that CRC 32b is good at detecting hash collision. For example, a single 

character difference in digital evidence would produce a completely different hash entry. The 

Integrity Checker class is used to compare and demonstrate that hashes of an original and a 

copy of digital evidence are the same. The idea is basically to check and verify that the integrity 

of the digital evidence is not compromised. It illustrates that digital evidence has not been 

altered or modified in any way, thus demonstrating that its integrity has been maintained and 

preserved from its original state (Schmitt and Jordaan, 2013). 

The Store package consists of Handshake, Establish & Verify Secure Channel, Verify Repo and 

Verify Source classes. These classes collectively initiate communication with the remote 

repository, transmit and store the digital evidence in the remote repository. The Handshake 

class is responsible for establishing a dedicated communication channel between the source of 

digital evidence and the remote repository. The Handshake class calls the Verify Repo class to 

ensure the authenticity of the remote repository. Furthermore, the remote repository calls the 

Verify Source class to verify the authenticity of the source initiating the communication. This 

is to authenticate the source (capturing device) and destination (remote repository) of digital 

evidence. The Establish & Verify Secure Channel class ensures that the source and destination 

communicate over a secure channel in order to reduce the effects of a man-in-the-middle attack 

from eavesdropping while digital evidence is being transmitted.  

The rest of this section provides some of the screenshots of the proof-of-concept prototype with 

a brief discussion. The proof-of-concept was implemented on a cloud platform called 

OwnCloud, which will be discussed further in the evaluation chapter.
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Figure 9.2:- UML Package Class Diagram for Implementing a 3-Tier Digital Forensic Readiness Model for Cloud Computing 
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However, the author reflects on some of the screenshots taken from previous work (Maistry, 

2015) as part of this thesis. The discussions exclude the screenshots for login to the system. 

This is because digital forensic investigators, law enforcers and compliance officers login as 

illustrated in Chapter 8. All their activities are also tracked for accountability to ensure a proper 

chain of custody and improve the admissibility of potential digital evidence in court for legal 

lawsuits. Once authenticated, investigators can start searching for digital evidence belonging 

to a specific user under investigation. The search results could be segmented based on specific 

dates as depicted in the screenshot in Figure 9.3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

An investigator may select to see all digital evidence for all users or may choose to select it for 

a specific user as shown in Figure 9.4. A compliance officer might be interested in knowing 

that all user activities are monitored.  

Figure 9.3:- A Screenshot Showing User Search Criteria 
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Figure 9.5:- Screenshot for Searching Digital Evidence based on Anomalies 

 

The screenshot in Figure 9.5 can be used as supporting evidence for compliance regulatory 

purposes to prove that indeed the cloud service provider and all its clients have put measures 

in place to proactively collect digital evidence in anticipation of digital forensic investigations. 

The proposed solution has an option for digital forensic investigators to search evidence based 

Figure 9.4:- A Screenshot for User Selection 
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on specific anomalies (e.g. login; location; time anomaly; all types of anomalies). A time 

anomaly would for example occur when a user whose normal sessions are between 08:00 – 

17:00 all of a suddenly starts a session at 01:00. The system would put a red flag on this session 

and add it as an anomaly because it deviates significantly from normal behaviour.  

 

Figure 9.6:- A Screenshot for Filtering Digital Evidence based on Specific User Action 

An investigator may also decide to search only based on specific user actions. For example, a 

search for digital evidence related to logins, user administration, file processing and sharing. 

This search can also be restricted to specific dates. (See Figure 9.6.) 

 

Figure 9.7 shows a colour-coded result of a search based on login attempts. This screenshot 

illustrates unsuccessful and successful login attempts, and logouts. The colour codes are not in 

 
 
 



 

186 

 

any way related to the criticality or severity of an anomaly. They are merely used to group a 

combination of anomalies together. For example, at ID 54 and 55 a user’s first attempt to login 

at 19:15:32 is unsuccessful and at 19:16:20 is successful. This grouping of anomalies can help 

to construct events and to illustrate the chronological order of events.  

 

Figure 9.8 provides a snapshot overview of the statistics on all activities of individual users. 

This screenshot can also be used by investigators to quickly identify problematic user accounts 

without going through the entire process of analysing the captured digital evidence. For 

example, user ikki has sixteen unsuccessful login attempts with just three successful ones. 

Furthermore, this user seems to be very active with a write, move, rename and has shared a file. 

Given the number of unsuccessful login attempts compared to the successful ones and the 

suspicious activity, this user might need tight monitoring. 

Figure 9.9 is a screenshot that illustrates the implementation of CRC 32b cryptographic hash 

algorithm to verify the integrity of potential digital evidence. This screenshot shows unreliable 

entries in a darker colour, e.g. the entry at ID 7. This indicates either that the file system 

diagram.png has been tampered with by another investigator, or that it has been updated at the 

source without the update reflecting on the digital evidence side. If the evidence is tampered 

with by an investigator, this must be verified on the accountability records of the system. 

However, should it be that the versions are not synchronised, the investigator must do a refresh 

that updates both versions.

 
 
 



 

187 

 

 

Figure 9.7:- A Screenshot for Colour-Coded Digital Evidence Results 
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Figure 9.8:- Screenshot for a Snapshot Overview Statistics of Usage 
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Figure 9.9:- A Screenshot to Determine the Integrity of Digital Evidence 

 

 
 
 



 

 

9.3 CONCLUSION 

This chapter tackled the digital forensic readiness aspect of cloud computing from the 

perspective of a proactive collection and preservation of digital evidence in anticipation of a 

legal lawsuit or policy breach investigation. The main contribution of Chapter 9 is the 

presentation and discussion of the three-tier digital forensic readiness model. The presented 

model aims to reduce the time it takes to conduct a digital forensic investigation in the cloud. 

Furthermore, Chapter 9 ensures that digital forensic investigations are carried out with 

minimal disruptions to the infrastructure or business processes of the cloud service provider. 

The model also notifies digital investigators of security threats before they occur in order to 

prevent them from happening in the first place. This introduces the proactive part of digital 

forensics and is a move beyond its reactive nature (i.e. acting on security threats after they 

have already occurred).  

The proposed model monitors and proactively captures all user activity in a forensically 

sound manner. It helps to prepare the cloud environment to become ready for digital forensic 

investigations prior to an investigation. The proposed model has been designed and 

implemented to meet all the requirements (i.e. D_REQ 03.1 – 03.6) as listed in Chapter 5 

and covers all the parts (i.e. regulatory requirements, proactive incident detection, 

monitoring and alerts, secure digital evidence handling and accountability) of the DFR 

component in the overall solution architecture as presented in Chapter 6.  

The next chapter (i.e. Chapter 10) evaluates each of the individual models discussed in 

chapters 7, 8 and 9 respectively.  
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CHAPTER 10 EVALUATION AND 

DISCUSSION OF RESULTS 

10.1 INTRODUCTION 

Chapters 7, 8 and 9 provided a discussion of each component and its implementation of the 

overall solution. In particular, Chapter 7 focused on addressing the virtual machine 

placement problem by proposing a conflict-aware VM placement model. Chapter 8 focused 

on addressing the challenge of inadequate or weak authentication by proposing a strong risk-

based multifactor authentication. Finally, Chapter 9 focused on addressing delays in digital 

investigations by proposing the 3-tier digital forensic readiness component for the 

monitoring and proactive collection of digital evidence from the cloud.  

Chapter 10 now provides an evaluation and discussion of the results of each component of 

the solution. The main aim of this chapter is to validate the proposed solution in order to 

determine its viability. Furthermore, it aims to discuss the implications of the results of each 

component. This chapter is structured as follows: Section 11.2 provides an evaluation and 

discussion of the results of the conflict-aware VM placement component. Section 11.3 

focuses on the evaluation and discussion of the results of the risk-based MFA component. 

Section 11.4 evaluates and discusses the results of the digital forensic readiness component. 

Section 11.5 offers an overall evaluation, which sums up the results discussion before 

Section 11.6 concludes the chapter and gives an overview of the next chapter. 

10.2  EVALUATION AND DISCUSSION OF THE CONFLICT-AWARE VM 

PLACEMENT COMPONENT 

Unlike most studies that only evaluate their VM placement algorithms on a simulated 

environment; the experiments in the case of this thesis were conducted on both a simulated 
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and live cloud infrastructure. The choice of the simulation and live cloud environment is 

based on how well these two matched the proposed cloud structure, i.e.   

 

This section is therefore divided into two subsections: the first subsection discusses the 

results of the CBVMP model experimentation using CloudSim. CloudSim is a framework 

for modelling and simulation of cloud computing and evaluation of resource provisioning 

algorithms (Calheiros et al., 2010; Goyal, Singh and Agrawal, 2012; Mehmi, Verma and 

Sangal, 2017). The choice of CloudSim is based on its wide adoption and flexibility to allow 

customisation. The second subsection discusses the experimentation of the model on an 

OpenNebula cloud infrastructure. The decision to choose OpenNebula over other cloud 

infrastructures such as OpenStack, Eucalyptus and Nimbus is based on the fact that 

OpenNebula supports the IaaS structure that is proposed in Figure 10.1. 

 

Figure 10.1:- A Comparison of Open-source Cloud Management Platforms (Llorente, 2013)   

LocDCCluPNVM 
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The VM placement strategy in this thesis requires a hierarchical structure to the underlying 

cloud infrastructure. This means that for some other cloud infrastructure, it would require a 

complete change to the underlying infrastructure before the solution could be applied. Thus, 

most of the existing cloud infrastructures were rendered unsuitable for experimentation. 

Furthermore, the choice of OpenNebula as cloud infrastructure is motivated by the 

comparison and analysis in Llorente (2013) and as depicted in Figure 10.1. Llorente (2013) 

takes four main open-source players in the cloud ecosystem, namely Eucalyptuss, 

CloudStack, OpenStack and OpenNebula.  

Figure 10.1 shows that the open-source cloud platforms are clustered between the two 

proprietary ones, i.e. Amazon Web Services (AWS – bottom corner) and VMware (vCloud 

– top corner). AWS and vCloud are considered the extreme cases between which lie all four 

open-source models. These are analysed and compared based on their ability to adapt to data 

centre virtualisation that can be customised to provide differentiated cloud services. The 

results (Llorente, 2013) are in favour of OpenNebula, which demonstrates a high level of 

flexibility and high virtualisation of cloud services. Hence, OpenNebula is a good choice for 

this research. 

10.2.1 Evaluation and Discussion of CloudSim Experimental Results 

A number of experiments were conducted to test and evaluate the effectiveness and 

efficiency of the algorithms of the proposed conflict-aware VM placement model. The 

author defined a set of four VM instances, i.e. small, medium, large and extra-large, for both 

CloudSim and OpenNebula cloud. This is similar to the naming convention in Amazon Web 

Services IaaS. Table 10.1 shows the corresponding number of VM instances used in each of 

the three experiments on CloudSim, with a CTL of 0 for all VM placements. For example, 

Experiment 1 comprised of 10 small, 15 medium, 30 large and 50 extra-large VM instances. 

Experiment 2 comprised of 15 small, 30 medium, 50 large and 75 extra-large VM instances. 

Experiment 3 comprised of 30 small, 75 medium, 115 large and 150 extra-large VM 

instances.  
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Table 10. 1:- VM Instances in CloudSim 

 VM Instance Classes 

Experiment No. Small Medium Large Extra Large 

1 10 15 30 50 

2 15 30 50 75 

3 30 75 115 150 

 

The specification of the different VM instances is shown in Table 10.2. The table shows that 

small VM instances are 2 GB, medium VM instances are 5 GB, large VM instances are 10 

GB and extra-large instances are 30 GB. The RAM is 128, 512, 768 and 1024 MB for small, 

medium, large and extra-large VM instances respectively. The results of running these 

experiments are shown in Figure 10.2.  

Table 10. 2:- Specification of VM Instances in CloudSim 

 Specification of VM Instance Classes in CloudSim 

 Small  Medium Large Extra Large 

Storage (GB) 2 5 10 30 

RAM (MB) 128 512 768 1024 

No. of CPU 1 1 1 1 

No. of vCPU 1 1 1 1 

 

They show the time it took to place each of the VM instances in CloudSim. For all VM 

instances, the CTL was kept at zero, which means they were placed wherever there was 

sufficient space.  

Figure 10.2 reflects on the results of the three experiments. Experiment 1 shows that it took 

about 2.5 seconds to place 10 small VM instances, approximately 6 seconds to place 15 
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medium VM instances, approximately 12 seconds to place 30 large VM instances and 15 

seconds to place 50 extra-large VM instances. 

 

Figure 10.2:- VM Placement Performance across the Different VM Classes in CloudSim 

Experiment 2 reflects approximately 5 seconds taken to place 15 small instances, 

approximately 12 seconds taken to place 30 medium VM instances, approximately 13 

seconds to place 50 large VM instances, and approximately 19 seconds to place 75 extra-

large VM instances. If we consider Experiment 3, it took approximately 10 seconds to place 

30 small VM instances, approximately 16 seconds to place medium VM instances and 

approximately 21 seconds to place large VM instances. At the other end of the spectrum, 

extra-large VM instances took more time to place. For instance, it took about 27 seconds to 

place 150 extra-large instances.  

Given the constant CTL in all three experiments, the results reflect a linear increase across 

the different types of VM instances. Furthermore, small VM instances appeared to take less 

time to be placed, compared to the other classes of instances. The author consequently 

deduced that the number and size of the VM instances had an effect on the VM placement 

performance. At this point it is important to note that the increase in placement times related 
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to the number and size of VM instances. However, in Experiment 2, a deviation occurred 

from the normal linear increase. This is where it took about 13 seconds to place 50 large 

instances, which is almost the same time it took to place 30 medium instances in the same 

experiment. This is one of the rare occurrences which might be attributed to some external 

factor that could not be determined. 

Figures 10.3, 10.4 and 10.5 reflect on the results of re-running the experiment with different 

CTLs ranging from zero to four and an increasing number of VMs.  

 

Figure 10.3:- Experiment 1: Results of VM Placement Execution Time against Different 

CTLs in CloudSim 

From these three figures it can be deduced that the VM placement execution time increased 

linearly with a linear increase in CTL. For an example, an extra-large VM instance of CTL 

zero took approximately half the time to place, compared to an exact same size with a CTL 

of 4. This means that it took more time to place VMs of high CTL than those of a lower one. 

In general, the results illustrate that the CTL of a VM had a direct impact on the time it took 

to place a VM in CloudSim. The higher the CTL of the VM instance to be placed, the more 

time it took to do the actual placement. 
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Figure 10.4:- Experiment 2: Results of VM Placement Execution Time against Different 

CTLs in CloudSim 

 

Figure 10.5:- Experiment 3: Results of VM Placement Execution Time against Different 

CTLs in CloudSim 
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Furthermore, it follows that the bigger the size of the VM instances that were to be placed, 

the more time it took to do the VM placement. Therefore, the author concludes that the 

introduction of the proposed conflict-aware VM placement (CBVMP) model introduced a 

time lag in the time it took to place VM instances in CloudSim. Based on the results, the 

author argues that it was better to allocate small VMs of zero CTL than large ones of higher 

CTLs. Furthermore, the author deduced that distributing tenants’ data in many small VMs, 

even with higher CTLs, would also improve the resilience of the cloud, more especially 

when other hardware drives fail. The tenants would still be able to retrieve parts of their data 

elsewhere. However, this approach might have a negative impact on data retrieval. 

Retrieving data from several distributed small VMs might introduce time delays. This could 

be more of a challenge if the data needs to be assembled in a sequential order at the tenant’s 

side. An inherent challenge to having many small VMs distributed across the cloud 

infrastructure is that with more tenants coming on board, it would become very difficult to 

find non-conflicting slots. However, this problem can be addressed by a conflict-aware load 

balancing (Zuikeviciute and Pedone, 2008; Amza, Cox and Zwaenepoel, 2003; Wang et al. 

2018). Since conflict-aware load balancing falls outside the scope of this thesis, it is 

recommended as future work.  

In concluding this section, the simulated conflict-aware VM placement provides good 

guidance on what to expect in a real cloud environment. However, cloud simulations cannot 

be relied upon for a true reflection of what could happen on the real cloud infrastructure. 

Therefore, this study also evaluates the proposed model on a real OpenNebula cloud 

infrastructure. The next section discusses the results of the conflict-aware VM placement 

thereof.     

10.2.2 Evaluation and Discussion of OpenNebula Experimental Results 

The following table shows the number of VM instances that were used in the live 

OpenNebula cloud infrastructure. For Experiment 1, there were 5 small, 5 medium, 10 large 

and 25 extra-large VM instances. Experiment 2 had 6 small, 15 medium, 20 large and 43 
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extra-large VM instances. Experiment 3 had 6 small, 12 medium, 34 large and 60 extra-large 

VM instances, and Experiment 4 had 8 small, 18 medium, 40 large and 65 extra-large VM 

instances. These numbers are summarised in Table 10.3. 

Table 10. 3:- VM Instances in OpenNebula Cloud Platform 

 VM Instance Classes in OpenNebula 

Experiment No. Small Medium Large Extra Large 

1 5 5 10 25 

2 6 15 20 43 

3 6 12 34 60 

4 8 18 40 65 

 

In this setup, the number of VM instances are quite small compared to the experiments 

conducted in CloudSim. This is because in a live cloud environment, the number of instances 

is constrained by the size of the available physical infrastructure of the cloud. The host 

machines that were used for this experiment were limited to approximately 980 GB in total. 

Hence, the VM instances for OpenNebula are fewer than those used in CloudSim. However, 

this difference in VM instances is not expected to have so much of an effect on the 

generalisation of the results and the conclusions drawn. 

Table 10. 4:- Specification of VM Instances in OpenNebula 

 Specification of VM Instance Classes in CloudSim 

 Small  Medium Large Extra Large 

Storage (GB) 1 2 4 8 

RAM (MB) 128 512 768 1024 

No. of CPU 1 1 1 1 

No. of vCPU 1 1 1 1 
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Table 10.4 shows the specification of the VM instances that were used for the OpenNebula 

cloud platform. This table shows that a small VM instance is 1 GB, medium VM instance is 

2 GB, a large VM instance is 4 GB and an extra-large VM instance is 8 GB. The RAM is 

128, 512, 768 and 1024 MB for small, medium, large and extra-large VM instances 

respectively. Regardless of its size, each instance is allocated one CPU and one vCPU. 

Figure 10.6 shows the results of placing the actual VMs at CTL zero on an OpenNebula 

cloud for the different sizes. Four runs were performed at CTL of zero, whereby VMs can 

be placed anywhere as long as there is sufficient storage capacity. In these four experiments, 

it took between 18 and 34 seconds to place the small VM instances. The medium VM 

instances took a turnaround time of between 32 and 57 seconds. Large instances took 

between 42 and 70 seconds and extra-large VMs were placed within 48 to 82 seconds. The 

results further show that the placement time increased with the size of the VMs. The results 

of Experiment 2 seemed to defy the odds, in that the time it took to place 10 large VM 

instances was almost the same as that of placing 25 extra-large VMs. This is despite the fact 

that in all four experiments, all VM instances were at CTL of zero, which does not cater for 

any conflicts. The only variable that changed was the number of VM instances. 

 

Figure 10.6:- VM Placement Performance across the Different VM Classes in OpenNebula at 

CTL 0 
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However, it can be postulated that this deviation might be as a result of large VM instances 

being placed with different physical hosts and the fact that most of the extra-large VM 

instances were placed on the same physical host. However, this is strange, and the deviation 

becomes the odd one out, even when one looks at the next results in Figure 10.7. 

Furthermore, the results in this experiment (Figure 10.6) show that decreasing the number 

of VM instances also reduces the time it takes to do the actual placement. This is 

demonstrated in Experiments 2 and 3 where the number of VM medium instances are 

reduced from 15 to 12 and the VM placement turnaround time also gets reduced from 

approximately 40 to 38 seconds. Moreover, there is a peculiar result between Experiments 2 

and 3 for the small VM instances. The number of VMs that are being placed is the same, 

namely 6, but the results in placement execution time differ. This is a result that requires 

further research to explain the noted deviation.  

Figure 10.7 shows the results of placing VMs at CTL zero to four. The small VM instances 

were placed between 18 and 35 seconds, while the medium VM instances required a 

turnaround time of between 31 and 45 seconds. Large instances took between 42 and 66 

seconds and extra-large VMs were placed within 48 to 68 seconds. As demonstrated in 

Figure 10.7, the results in Figure 10.8 also show that the placement time increased with a 

linear increase in the CTL and an exponential increase in the sizes of the VMs.  

 

Figure 10.7:- Experiment 1: VM Placement Performance across the Different VM Classes in 

OpenNebula at CTL 0 – 4 
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Figure 10.8 also shows that small VM instances took between 25 and 55 seconds to be 

placed. Medium VM instances required a turnaround time of between 40 and 59 seconds. 

Large instances took between 47 and 66 seconds and extra-large VMs were placed within 

45 to 79 seconds. These results reflect an insignificant increase between CTL zero and one 

for medium and large VM instances. However, for small and extra-large instances the 

difference was more significant. At CTL two, the difference in turnaround time between 

medium and large was very small, with medium instances taking more time than large 

instances. This is another unusual result that requires further analysis to correctly determine 

its cause.   

 

Figure 10.8:- Experiment 2: VM Placement Performance across the Different VM Classes in 

OpenNebula at CTL 0 – 4 

Figure 10.9 shows that small VM instances were placed within a timeframe of 24 to 43 

seconds. Medium VM instances were placed from a minimum of 24 to a maximum of 62 

seconds. Large VM instances took 60 seconds minimum and 73 seconds maximum. Lastly, 

placing extra-large VM instances took 69 to 87 seconds. The results of Figure 10.9 reflect a 

relatively linear increase right across all VM instance classes (i.e. small, medium, large and 

extra-large) and the different CTLs. 
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Figure 10.9:- Experiment 3: VM Placement Performance across the Different VM Classes in 

OpenNebula at CTL 0 – 4 

 

Figure 10.10:- Experiment 4: VM Placement Performance across the Different VM Classes in 

OpenNebula at CTL 0 - 4 
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10.10 are similar to those of Figure 10.9. Both figures reflect a relatively linear increase right 

across all VM instance classes and the different CTLs.  

In summary and without any loss of generality, one can deduce from the results that the 

higher the CTL of VM instance, the longer it took to do the actual placement. Moreover, one 

can also deduce that the size of the VM instances had a direct effect on the time it took to do 

the actual placement. Furthermore, when doing the actual placements of VMs, it was noted 

that the VM instance templates were created on the front-node and had to be transferred via 

the network for deployment to the respective physical nodes. This adds some latency to the 

response time. Hence, it would be better if the VM instances were created locally on the 

nodes where they were to be placed. In comparison, comparing the results of an actual VM 

placement on an OpenNebula cloud environment to those of CloudSim (simulated 

environment) clearly shows that a simulated environment produces results with a significant 

error margin. For example, CloudSim placed 150 instances of extra-large VMs in less than 

30 seconds, yet doing the actual placement on OpenNebula with less than half the number 

of instances took more than 80 seconds – almost three times the time it took to do a similar 

placement in CloudSim. Hence, it can be argued that although a simulated environment is 

fine to show an estimated glimpse of how much time it would take to place instances, it is 

nowhere close to the actual VM placement on an existing cloud. Having done the 

experiments in an OpenNebula cloud, it would be interesting to compare the results to other 

cloud computing environments such as CloudStack, Eucalyptus, and OpenStack. However, 

such a comparison is left as future work.  

The next section discusses the results of the strong risk-based MFA component.  

10.3 DISCUSSION OF THE RESULTS OF THE RISK-BASED MFA 

COMPONENT 

This section discusses the evaluation of the strong risk-based MFA component of the 

solution. Emphasis is placed on evaluating the effectiveness and efficiency of security 
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controls to secure login data in storage and processing. The login data includes usernames, 

passwords, geo-locations, OTPs, OOB tokens, SecurityPhrase and device identifiers. 

Furthermore, this section deals with the response time (i.e. performance) of the entire 

authentication component.  

10.3.1 Evaluation and Discussion of the Results of the Cryptographic Element 

Figure 10.11 illustrates eleven iterations of encrypting and decrypting login data (i.e. 10496-

bit stream) and its response times. 

 

Figure 10.11:- Performance of the Cryptography Algorithm on Encrypting and Decrypting 

Login Data  

The graph shows that both encryption and decryption of login data happen in a small fraction 

of a second. For an example, encryption takes approximately 0.12 to 0.16 seconds and 

decryption takes approximately 0.02 to 0.025 seconds. This is an indication that the 

cryptography algorithm employed in this study is effective, efficient and works without 

getting in the way of users. It also means that users would not even notice the effects of the 

encryption and decryption on their usual login process. This result is key, especially when 

one considers the on-going discussions around balancing security and usability of security 

mechanisms (Adams and Sasse, 1999; Shen, Yang and Zhou, 2018; Alashwali and 
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Rasmussen, 2018). Furthermore, the results show that encryption takes longer than 

decryption. Although there is a significant time difference, the effects of encryption would 

not have a negative impact on the login process. This is because the encryption process 

happens in the background after a user has already been authenticated, and therefore it has 

no effect on the login turnaround times. The good thing about the on-the-fly decryption of 

login data is that it ensures a good login turnaround time. Hence, to have it as low as it 

currently is, is good. Moreover, the results do not show any significant correlation between 

the encryption and decryption response time. However, it does appear that when the 

encryption’s response time increases, the decryption’s response time decreases at a different 

rate. For example, from iteration one to three, the encryption response time is increasing, yet 

the decryption response time is decreasing. The same can be noticed from iterations nine to 

eleven.  

Furthermore, the ciphertext is based on the entire ASCII table with 128 characters. This is 

beyond the normal 26-character set and nine numeric characters that are found in most 

cryptographic systems. The 128 ASCII characters make brute-forcing our solution to be 

computationally unfeasible. This is because it would require many more resources. Besides, 

the cryptographic solution based on the ASCII table is to a certain extent immune to 

frequency analysis attacks. This is mainly because some of the characters in the ASCII table 

are not recognisable. Moreover, the strength of the ciphertext comes from the noise that is 

added after encryption, which blends the key with the ciphertext. This is ‘security through 

obscurity’, where the solution depends on the attacker not being able to tell that the 

encryption key is embedded and hidden within the ciphertext. This element could be a 

vulnerability of the solution. Since there is still a need for a good key management system, 

future research will explore a keyless encryption option, where one encrypts, uses neural 

networks to learn the key, and then discards or destroys the key. This part is also left for 

future work and not part of this thesis.  

The next subsection evaluates and discusses the results of the steganography element of the 

strong risk-based MFA component. 
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10.3.2 Evaluation and Discussion of the Results of the Steganography    

This section evaluates and discusses the effectiveness and efficiency of the steganography 

aspect of the strong risk-based MFA solution. Steganography is used to embed both OTPs 

and OOB tokens for login attempts that are classified as high risk. This is done to secure 

OTPs and OOB tokens as they are transmitted to user login devices across sometimes 

vulnerable networks. Figure 10.12 depicts the response time to embed and decode OTPs and 

OOB tokens from a low-fidelity steganography image. 

The figure shows that both embedding and decoding of OTPs and OOB tokens take less than 

a fraction of a second to complete. Embedding an OTP or OOB token in the images appears 

to take more time than decoding it out of the image. This is almost the same sequence as the 

encryption and decryption showed in Figure 10.11. Furthermore, the results show that 

embedding an OTP or OOB token varies between 0.3 to below 0.5 seconds, with an average 

of 0.3772 seconds. On the other hand, the process of decoding OTPS and OOB tokens seems 

to be consistent, with negligible variations. Both these add insignificant time delays to the 

turnaround time of the overall authentication process. 

 

Figure 10.12 :- Performance of the Steganography Algorithm on Embedding and Decoding 

OTPs and OOB Tokens  
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It can be argued that embedding and decoding OTPs and OOB tokens happen on the fly and 

that it is seamlessly done in the background without disturbing the users. Since 

steganography was used effectively and efficiently to deliver OTPs and OOB tokens in this 

study, this has improved the authentication process without affecting the users. However, 

word processors have been used before by attackers to decode messages hidden in images 

(Ahvanooey et al., 2018; Kumari and Singh, 2018). In order to thwart such an attack, the 

author used the Least Significant Bit to change the first two bits of each and every pixel of 

the image. This is to ensure that word processor attacks would not be able to decode the text 

(i.e. OTPs or OOB tokens) from the image. 

The next subsection evaluates and discusses the results of user login risk analysis turnaround 

times. This refers to the time it takes for the strong risk-based MFA to evaluate the risk and 

eventually authenticate a user. It excludes the time that it takes the user to enter their 

credentials, OTPs and OOB tokens from the input device. The focus is now placed on the 

automated processes after the user has clicked login, to the time when the system finally 

grants or denies them access. Figure 10.13 shows that the response time of risk analysis and 

login. This is also a fraction of a second. At worst, it takes approximately 0.37 seconds to 

evaluate the risk of a login instance. At best, it takes approximately 0.24 seconds. This 

confirms that the authentication of users happens on the fly. 

  

Figure 10.13:- User Login Risk Analysis 
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Furthermore, the keystroke behavioural analytics element of the risk-based MFA component 

was tested using session duration time and typing speed. This was to see if the authentication 

mechanism would be able to deny access to illegitimate users with authentic login 

credentials. This test followed after a process of training the system with login credentials 

from authentic and authorised users. The test was done with a sample size of ten users, which 

might not be significant enough to draw conclusive results. Hence, it would be necessary to 

get a bigger sample size in future work. However, this small sample size was sufficient to 

illustrate the point and demonstrate the practicability and effectiveness of the solution to 

deny access to unauthorised users with the correct credentials. It was interesting to note that 

all login attempts of the illegitimate users were flagged as either second-order or first-order 

outliers. This means all users that needed either an OTP or OOB token on top of the normal 

user credentials were correctly classified as suspicious logins. Despite the fact that the 

unauthorised users were making login attempts with correct credentials, they were all denied 

access.  

 

Figure 10.14 :- A Login Attempt that Fails a Local Anomaly Check and Prompts for an OTP 

Figure 10.14 shows an example of a login that fails a local anomaly check. This is classified 

as a first-degree outlier and prompts the use of an OTP. In Figure 10.14, the cluster of context 
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is cluster one (i.e. blue circular dots). Existing behavioural keystroke dynamic models would 

classify such an anomaly (which is not necessarily too far from the centroid of cluster one) 

as a normal pattern and grant access to the user. However, this is not the case with the 

proposed solution, as this is correctly classified as an outlier. Figure 10.15 shows an example 

of a login attempt that failed a global anomaly check and was classified as a second-degree 

outlier. The user was consequently prompted for an OOB token. 

 

Figure 10.15:- A Login Attempt that Fails a Global Anomaly Check and Prompts for an OOB 

Token 

The login attempt is located far from any of the ten login clusters, i.e. at the top right corner 

of the x-y plot. This login attempt is correctly classified as a second-degree outlier even 

though the user credentials are correct. This would require a user to enter an OOB token. 

Sixty per cent of the testing users failed the global anomaly check.  

Figure 10.16 is a graph depicting the statistics of the different outliers based on the 

experiments.  

 
 
 



 

212 

 

 

Figure 10.16 :- Percentage of Users’ Login Attempts that Failed the Local vs Global Anomaly 

Check 

Figure 10.16 shows that 40% of the users’ login attempts failed the local anomaly check and 

they were therefore prompted for an OTP. It also shows that 60% of the login attempts failed 

the global anomaly check and were prompted for OOB tokens. This a good indication of the 

effectiveness of the solution. However, an ideal case would be to have all these test user 

login attempts classified as second-degree outliers. 

Despite the current work’s failure to reach an ideal case, it can be concluded that it yields a 

plausible solution to solve challenges posed by attackers using compromised user 

credentials. The results reflect that the strong risk-based MFA solution that is proposed in 

this thesis is effective and to a certain extent also efficient in preventing unauthorised users 

who are armed with legitimate credentials from gaining access to systems that they are not 

authorised to access. 

The results also demonstrate the uniqueness of this approach, in that even minor deviations 

from the norm are classified as anomalies. However, there is room for improvement. For 

example, more training data with a larger sample size would cause the classification of login 
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attempts to be very sensitive, in that the slightest deviation from the norm would result in a 

second-degree outlier. This could be done in future work.  

The next section discusses the evaluation of the DFR component. 

10.4 EVALUATION AND DISCUSSION OF RESULTS OF THE DFR 

COMPONENT 

This section evaluates and discusses the results of the DFR component. The DFR component 

was tested for performance, correct flagging of incidents, preserving integrity and for 

ensuring the security of digital evidence on a private cloud environment called OwnCloud. 

The first test evaluated the effects of the DFR component on performance. This is important 

in the security domain because most security solutions are associated with time lags. Most 

users try to find ways to circumvent security solutions that are meant to protect their data 

and systems from attackers. Hence the DFR component was tested for its response time for 

capturing, transmitting, writing and deleting a file of 973 KB which was considered to be 

potential digital evidence. This test file was quite big when compared to normal sizes of log 

entries. It can be argued that this would be a worst-case scenario, but it is important to use a 

worst-case scenario to avoid under-estimation. Hence, this test provided a good indication 

of what to expect. Figure 10.17 shows the response time of some operations when the DFR 

component had not yet been added and when it was added to OwnCloud. It must be 

mentioned though, that the scenario is based on a one-to-one relationship between the remote 

server and the client device. A more realistic scenario would have been to have multiple 

clients doing the same operation and to do a stress test on how the server could scale with 

more traffic. However, this scenario was not covered as part of this thesis. 

Figure 10.17 reflects that all the operations (capture, transmit, write and delete) on the 

potential digital evidence took almost double the time they would take when the DFR 

component was not added. This is an indication that the DFR adds a significant time lag to 

the normal operations. The expectation is that when the size of the digital evidence increases, 
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the response time would also increase. Furthermore, it could be deduced that adding more 

clients would also increase the time it takes to do each of the operations, especially writing 

and transmitting the potential digital evidence to the remote server. 

 

Figure 10.17:- The Performance of the DFR Component 

However, this might not necessarily affect the evidence-capturing operation. This is mainly 

because each client has its own capturing element and adding more, does not affect existing 

elements. Multiple distributed remote servers would come as a solution to help solve the 

performance issues. 

Moreover, the DFR component was evaluated in terms of its accuracy to correctly classify 

and flag anomalies. This exercise was conducted over a period of five weeks. Week 1 was 

used to collect the baseline users’ activity data. In the second week, monitoring started to 

identify possible deviations from the baseline data collected in the first week. The focus of 

the monitoring was on unusual login location and time. This was linked to the anomalies 

raised in the strong risk-based MFA. However, on the DFR component, the idea was to 

identify false positives and the results are reported in Figure 10.18. According to this figure, 

the false positives start on a high and they decrease with time. This result indicates that the 

DFR component gets better with time as it is being used. Its accuracy continues to improve 
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over time. For example, at the beginning of the experimentation, i.e. during Week 2, many 

login attempts were classified as anomalies, yet they were legitimate. 

 

Figure 10.18:- Classification and Flagging of Anomalies against the Number of False Positives 

By Week 5, the number of wrongly classified login attempts were reduced by 80%, with 

only 20% recorded false positives. Surely, in time the DFR component’s accuracy in terms 

of classification should improve even more.  

Furthermore, the DFR component was evaluated on how it preserves the integrity of 

potential digital evidence. Since preserving the integrity of potential digital evidence has a 

direct impact on its admissibility in a court of law, it was critical to find the best hashing 

algorithm. The collected dummy data in the remote server was hashed using CRC 32, CRC 

32b, MD5, SHA-1, SHA-256 and SHA-512. For each hashing algorithm, the results were 

recorded using a PHP script for the time it takes to hash. The remote server had a number of 

records of potential evidence. However, there were less than 100 records. Figure 10.19 

contains a diagram showing the results of the hashing algorithms. 

Figure 10.19 shows that CRC 32B is the best and SHA-512 is the worst hashing algorithm. 

Moreover, the CRC 32B hashing algorithm uses only eight characters as a hash. Compared 

to SHA-512, which requires 128 characters for each hash index, CRC 32B is far more cost-
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effective in terms of storage space. Furthermore, CRC 32B seems to be more sensitive than 

the other algorithms. 

 

Figure 10.19:- Performance of the Hash Algorithm 

A single character change in digital evidence would result in a different hash when CRC 

32B is used. Hence, CRC 32B has the best turnaround time and requires less storage than 

the other hashing algorithms. The integrity of digital evidence in this thesis is preserved 

using CRC 32B. Although the CRC 32B hashing algorithm has better performance (even 

only a fraction of a second), there is room for improvement to get to the best encryption and 

decryption performance. Overall, the DFR component introduces time lags. However, this 

is not too significant and can be improved with time.  

The next section provides a brief overall report of the components in an attempt to sum up 

the above discussion. 

10.5 OVERALL EVALUATION 

Overall, using the conflict-aware VM placement solution, it can be concluded that the CTL 

of the VM instances has a direct effect on the time it takes to do the actual placement. A high 
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CTL takes longer than a lower one to do the actual placement using the conflict-aware VM 

placement solution. The same is true about the size of each VM instance. Bigger VM 

instances add more time lag on the placement. Therefore, the conflict-aware VM placement 

can be argued to come at a lower performance cost, but it adds time delays to the placement 

of a VM. The positive is that the solution addresses the threat of inter-VM attacks by 

effectively isolating the VMs of conflicting tenants. Moreover, it was noted that the 

simulation results were three times more than the results of actual placement on a real cloud 

environment. This is a good result for all those who rely on simulations to make decisions 

on the actual placement. It gives a good indication of what should be factored into simulated 

results for them to give a true picture of what to expect in a live cloud environment. It would 

be even better if the author had considered multiple cloud platforms, for then it would be 

easy to tell if there are variations or a generalisation that could be made. The good part 

though – from both the simulated (CloudSim) environment and the real cloud (OpenNebula) 

environment – is that the results are to a certain extent similar. The higher the CTL and 

bigger the VM, the more time it took to do the placement. The trend is similar in both a 

simulated and a real cloud environment, which indicates that the author is indeed evaluating 

‘apples’ against ‘apples’. 

Overall, using the strong risk-based MFA shows that no unauthorised user was granted 

access, even though they had correct credentials. Moreover, a significant percentage of 

unauthorised users with the correct credentials failed a global anomaly check. This 

demonstrates the effectiveness of the solution to keep out criminals even if they have correct 

credentials. Only a small fraction of the unauthorised users’ login attempts failed the local 

anomaly check, which is to a certain extent a good result, because it is less than those who 

failed a global anomaly check. However, the best (an ideal) scenario would be to have all 

the test user login attempts classified as second-degree outliers for failing a global anomaly 

check. This would ensure that the solution is totally non-compromising to illegitimate users. 

Surely, this might be a far-fetched ideal to strive for, but it is indeed the best. However, and 

despite our solution’s failure to reach an ideal case, it can still be concluded that it is plausible 

to solve challenges posed by attackers that use compromised user credentials. Future work 
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could add to the work in hand by trying to further reduce the number of test user login 

attempts that fail the local anomaly check and to improve the results that are classified as a 

having failed the global anomaly check. The results show that the proposed strong risk-based 

MFA solution is effective and to a large extent efficient in preventing users who are armed 

with legitimate credentials from gaining access to systems that they are not authorised to 

access. 

Overall, using incident classifiers, the 3-tier digital forensic readiness solution can 

proactively prevent data leakage threats prior to their occurrence and help track who 

accessed what resource, where, how and when. The solution also stands to improve the 

admissibility of digital evidence in court or at a disciplinary hearing. It does this using its 

capability to preserve the integrity and confidentiality of potential digital evidence. Inherent 

in these results is the fact that the solution stands to shorten the digital investigation time 

because digital evidence is collected and stored prior to an investigation. This is done in a 

forensically sound manner and therefore able to stand legal scrutiny. The fact that the 

proposed 3-tier digital forensic readiness solution is based on an industry standard gives it 

the necessary credibility in the court rooms. Surely, this solution can also be used for 

corporate investigations. However, modelling it for legal battles in courtrooms would give 

it the trustworthiness that it deserves.  

The classification of incidents also seems to be improving as the solution continues to be 

used. However, this element of the solution requires a very large dataset for it to be able to 

accurately perform the classification of incidents on the fly. This classification might not be 

at the level the author wants it to be, but it proves the concept to be true. Thus, it may be 

concluded that the 3-tier digital forensic readiness solution has achieved its goal. It must be 

mentioned though, that while the current study was being carried out, the issue of cybercrime 

attribution came up a number of times. This is a critical issue today where attackers simply 

erase their tracks after completing their malicious acts. This study might to a certain extent 

be moving in the direction of cyberattack attribution. However, it must be categorically 

stated here, that the proposed model is not directly solving the attribution issue, though it 
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would be an interesting and yet challenging problem to solve. As it is, there are certain things 

that could still be learnt from this study in an attempt to solve cybercrime attribution, for 

example, how to keep digital evidence with the highest levels of integrity and confidentiality. 

This is only possible when the system is able to retrieve the digital evidence before it can be 

erased by attackers.  

The next section concludes this discussion and provides a high-level overview of the 

contents of Chapter 11. 

10.6 CONCLUSION 

From the perspective of the conflict-aware VM placement, it can be concluded that lower 

CTLs coupled with smaller VMs are better to place than higher CTLs coupled with large or 

extra-large CTLs in terms of their quick turnaround times. From this standpoint, CSPs would 

be advised to use many smaller VMs in favour of large or extra-large ones. However, this 

must be balanced with the cost of retrieving data from each of the small instances as 

compared to one large one. Unfortunately, this research did not cover the data retrieval aspect 

of VM placement. (This is part of future work.) Moreover, it can be concluded that large to 

extra-large VM instances that have the highest CTL of four are the worst to place (i.e. worst 

performance), whereas smaller ones with a CTL of zero are the best to place (i.e. best 

performance).  

From the strong risk-based MFA’s perspective, it can be concluded that additional 

authentication factors on top of the traditional usernames and passwords can help to address 

the problem of illegitimate users using compromised credentials to access systems that they 

are not authorised to access. Hence, CSPs could be advised to make use of extra 

authentication factors to make informed access decisions. Furthermore, it is also advisable 

to not discard the traditional form of authentication (i.e. username and password), but to use 

it to monitor keystroke dynamics when the user types these. More factors should be used to 

make the final decision of whether to grant or deny access. Finally, and to a certain extent, 
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CSPs can use the proposed strong risk-based MFA solution because it has demonstrated its 

effectiveness and efficiency in preventing unauthorised users who are armed with legitimate 

credentials from gaining access to systems that they are not authorised to access.  

From the digital forensic readiness point of view, it can be concluded that prior collection of 

digital evidence and its storage in a forensically sound manner can help improve the 

turnaround time of a digital forensic investigation process. It may be that the classification 

of incidents is not as perfect as one would want it to be, but this can be improved as the 

system continues to learn over time. From the performance costs that have been noticed in 

other components of the proposed solution, it can be concluded that confidentiality and 

integrity tools that might not be widely used but that have a quick turnaround time, might 

offer an alternative to tried-and-tested tools that take even longer to produce the desired 

results.     

In concluding this evaluation chapter, it is encouraging to note that the evaluation of results 

discussion has demonstrated the feasibility and appropriateness of the proposed solution to 

address data leakages in the cloud on all three fronts, i.e. VM placement, authentication and 

digital forensic readiness. Hence, the claims that were made in the research hypothesis in 

Chapter 1 have been validated and found to hold on all three fronts, though performance 

issues are still pending. Despite the fact that the solution comes with some performance cost 

in terms of minor delays that it introduces to the turnaround response time, it still performs 

well to achieve its main target goal – that of preventing data leakage in the cloud. The minor 

delays in turnaround response times were to a certain extent expected. This is because adding 

any plugin or application interface programming to an existing solution is often associated 

with time delays. However, and according to the author, these delays have been kept to the 

lowest possible figures, most of them as a fraction of a second. Surely, there will always be 

room for improvement, and future work can be aimed at making these time delays even 

shorter. Having said this, the next chapter concludes this study and considers further future 

work.    
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CHAPTER 11 CONCLUSION 

11.1 INTRODUCTION 

Chapter 10 provided an overall evaluation and discussion of results of the proposed solution. 

The main goal was to demonstrate the viability and appropriateness of the proposed solution 

in addressing data leakages in the cloud from all three fronts, i.e. VM placement, 

authentication, and digital forensic readiness (as outlined in Chapter 6). Despite the fact that 

the solution comes with some performance cost in terms of minor delays introduced to the 

turnaround response time, it still performs well enough to achieve its main goal, that of 

preventing data leakage in the cloud, from authentication, to VM placement to digital 

forensic readiness. 

Chapter 11 concludes this study and reflects on some of the pending issues that could be 

covered by future work. The chapter is structured as follows: Section 11.2 re-caps and re-

states the problem statement and the main research question. Section 11.3 reflects on how 

each of the research objectives were achieved. Section 11.4 summarises the contribution of 

the solution to the body of scholarly knowledge. Section 11.5 highlights and briefly discusses 

the limitations of the study. Section 11.6 builds on these limitations to provide possible 

future work that might extend the solution to further issues. Section 11.7 concludes the 

chapter.    

11.2 REVISITING THE PROBLEM STATEMENT 

The key problem that the researcher undertook to address, is that of a data leakage threat. At 

the time of writing this thesis, the researcher noted that the data leakage threat occupied the 

top three spots in most of the surveys on top security concerns for the cloud. This trend has 

continued over the past four to seven years, i.e. beginning from around 2012 to 2018. Hence, 

this study deduced that the data leakage threat can be argued to be the number one and major 
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security challenge that has damaged consumer confidence and resulted in the slow adoption 

of cloud services by consumers. Considering the number of data leakages that regularly 

make news headlines – the latest of which was the Equifax debacle (Equifax, 2018) – this is 

indeed a valid, relevant, timely and worthwhile challenge with which the information 

security industry is still battling. Its effects are strongly evident in the slow uptake of cloud 

computing services. It was on these grounds that the author decided to embark on this 

research to address the prevalent data leakage threats, with a specific focus on cloud 

computing. This focus is based on the finding that most security surveys show that the data 

leakage threat is prominent in cloud infrastructures. 

Consequently, this study has made a plausible attempt to restore the hampered consumer 

confidence in and security of cloud services. It started off by arguing that the data leakage 

threat in the cloud could be holistically addressed from a VM placement perspective, an 

authentication perspective and a digital forensic readiness perspective. The idea of taking a 

holistic approach came after it was discovered that most of the existing solutions in the 

related work focus on only one of these aspects in isolation, without considering the others. 

Furthermore, the study argues that conflict-aware VM placement might help prevent data 

leakage threats through inter-VM attacks by providing a physical separation of cloud-hosted 

data, based on conflict-of-interest classes between co-residing cloud clients. It must be noted 

though that for this particular point of view, there is a specific reference to data leakages as 

a result of inter-VM attacks. This was followed by the argument that a strong risk-based 

multi-factor authentication solution might help prevent data leakage in the cloud. Lastly, the 

study argues that digital forensic readiness might help to proactively detect and prevent data 

leakage threats prior to their occurrence, and that it might help track who accessed what 

resource, where, how and when.  

In order to find supporting evidence for, or to disprove these arguments, the author posed a 

challenging and thought-provoking research question, i.e. how can we restore the damaged 

consumer confidence and improve the uptake and security of cloud services?  
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In order to fully answer this crucial research question, the study identified and tackled three 

overarching research objectives that are derived from the research question. The next section 

first re-caps and re-states the research objectives and then shows how each of them was 

achieved and to what extent.  

11.3 ACHIEVEMENT OF RESEARCH OBJECTIVES 

Below follows a discussion on how each research objective was achieved and to what extent. 

 

 Objective 1: Critically analyse current cloud security trends with a specific focus on 

VM placement, authentication and digital forensic readiness. 

This study critically analysed the trends in security of cloud computing from all three these 

aspects (i.e. VM placement, authentication and digital forensic readiness). The critical 

analysis of existing literature was aimed at identifying cloud security trends. These were 

covered in three chapters, i.e. Chapters 2, 3 and 4. Chapters 2 and 3 are basically background 

work that ends by uncovering the key trends with regard to security challenges of cloud 

computing. One of the findings that is reached is that the security of cloud computing is 

indeed an important issue and its number one concern is data leakage threats.  

Furthermore, the critical analysis of existing work helped to uncover numerous digital 

forensic challenges to look out for when considering investigations in the cloud. This is a 

reflection on the finding that cloud computing presents a hostile and challenging 

environment for digital forensic investigators. After a careful and critical analysis of existing 

work, this study identified that most related work is moving towards a proactive approach 

for digital forensics in order to facilitate effective and efficient investigations in such a 

hostile and challenging environment. 

Chapters 2 and 3 established the baseline study for Chapter 4. However, Chapter 4 delved 

deeper to rigorously identify some of the most topical works and their contributions to the 

body of knowledge. The idea was basically to analyse the trends in the current contributions 
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and solutions to make informed decisions when identifying research gaps. For example, this 

study found that recent research efforts were now moving towards adaptive authentication 

systems. Another finding was that the security research community was moving towards 

making use of contextual data for multifactor authentication purposes. The trend analysis 

also uncovered that the research community has focused on other aspects of VM placement 

without really addressing the issue of conflict of interest and data security. In terms of digital 

forensics, the trends showed an over-dependency on CSPs to provide potential digital 

evidence. The trends also highlighted a research gap when it comes to securing potential 

digital evidence. Each of these research gaps were considered in the exercise of requirement 

elicitation for the high-level conceptual architecture. The formulation of the requirements 

based on the research gaps was critical to show the main contribution that this study could 

provide to the body of knowledge. Overall, Objective 1 was fully achieved by the outcomes 

of Chapters 2, 3 and 4.   

 Objective 2: Investigate, design and develop an innovative architecture that 

integrates conflict-aware VM placement, cutting-edge authentication and digital 

forensic readiness to address data leakage threats in the cloud. 

After some investigation and requirement elicitation, this study proposed a high-level 

conceptual architecture that was designed to meet each of the system requirements raised in 

Chapter 5. In so doing, it achieved Objective 2, as it models how this research integrates a 

strong risk-based MFA with 3-tier DFR and conflict-aware VM placement models to address 

data leakage threats in the cloud. This is indeed a unique contribution of this study in that 

most of the existing solutions in the related works focus on addressing only one aspect in 

isolation. The integrated solution as proposed in this thesis provides great value to the 

curbing of data leakage threats in the cloud. The focus is on preventing data leakages from 

the underlying CSP’s infrastructure by putting up conflict-aware VM placement algorithms 

that stand to deter inter-VM attacks. It goes further to ensure that hosted VMs that were 

placed using conflict-aware VM placement algorithms, are not accessed by unauthorised 

users who might be equipped with stolen user credentials. This solution authenticates users 

who use a risk-based approach. Moreover, the proposed solution monitors access and records 
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user activity in order to detect incidents before they happen. This DFR capability proactively 

gathers and preserves potential digital evidence in a forensically sound manner. This is done 

prior to a digital forensic investigation. In a nutshell: the research gaps in Chapter 4, which 

led to the identification of system requirements in Chapter 5 and eventually to the proposed 

high-level architecture in Chapter 6, together fully achieved Objective 2. 

 Objective 3: Implement and evaluate an innovative model as a proof-of-concept on 

a real cloud platform to demonstrate its practicability and suitability to prevent data 

leakage threats. 

The study achieved Objective 3 with the outcomes of Chapters 7, 8, 9 and 10. Chapters 7, 8 

and 9 provide the proof-of-concept implementation for each component of the high-level 

architecture and demonstrate the practicability and suitability of the architecture to prevent 

data leakage threats. But in general, these three chapters demonstrated how this thesis 

achieved the ‘implement’ element of Objective 3 in full.  

Chapter 10 evaluated and discussed the results of the proof-of-concept implementations in 

order to show how this study achieved the ‘evaluate’ element of Objective 3. This chapter 

evaluated the solution in detail to best demonstrate its appropriateness to address the data 

leakage threat in the cloud. Hence, both parts of this objective were fully achieved by the 

combination of Chapters 7, 8, 9 and 10.  

The fore-going section reflected on how the research objectives of the study were achieved. 

Achieving the research objectives is an indication that the proposed solution can help restore 

the hampered consumer confidence and improve the uptake and security of cloud services. 

Therefore, it can be argued that this study managed to answer the ultimate research question.  

The next section discusses the contribution of this thesis to the body of scholarly knowledge 

in the field. This is the part that separates this study from the rest of the existing work as it 

ties in nicely with the findings of Chapter 4 on related works. It also demonstrates how this 

study fills the existing research gaps that were identified in Chapter 4.  
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11.4 CONTRIBUTION OF THE STUDY 

The first contribution of this study comes in the form of the CBVMP model that makes use 

of varying degrees of conflict, the construct of sphere-of-conflict and sphere-of-non-conflict 

to provide for the physical separation of VMs belonging to conflicting tenants. According to 

the author, the focus on conflict-aware VM placement is the first of its kind in the body of 

cloud computing knowledge. This is also confirmed by the findings in Chapter 4, which 

assert that existing related work on VM placement focuses on quality of service, optimal 

utilisation of resources, energy consumption and others, without any consideration for 

addressing conflict-of-interest issues that arise among tenants sharing the same cloud 

infrastructure. Hence, it is considered as the first major contribution of this work.  

 

The second contribution of this study relates to the way it handles authentication. The point 

of departure for this work is that the ‘enemy’ is already at the gate and armed with the 

‘secret’, i.e. the user credentials. To date, none of the existing literature has started off from 

this extreme point of departure. Hence, the author argues that the research in hand proposes 

a solution to a problem that many researchers might not yet know to exist. Although a strong 

risk-based approach to authentication might already exist in literature, none of the existing 

implementations combine both contextual and behavioural keystroke dynamics to tackle the 

problem of weak or inadequate user credentials. This strategy is one major improvement to 

the body of knowledge. Moreover, none of the existing implementations as identified in 

Chapter 4 places as much focus on the security of the login data as this solution does with 

its encryption and secret shares approach.  

Thirdly, this study contributes to the body of knowledge by extending the capability of a 

digital forensic readiness model to proactively detect and potentially prevent security 

incidents from happening in the first place. According to the author, this is the first of its 

kind in the digital forensic field. Furthermore, this study’s 3-tier digital forensic readiness 

model is meant to validate the work of the ISO/IEC 27043:2015 standard. This in itself is a 

substantial contribution to the body of knowledge. 
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Finally, the major contribution and unique solution of this work comes from integrating all 

three components of the proposed solution into one comprehensive solution, as illustrated in 

the high-level conceptual architecture. The integrated solution has an added value beyond 

that which is independently contributed by each of the individual components. Existing work 

seems to focus on each component in isolation, without taking an integrated approach. 

Hence, and according to the author, this is also the first of its kind in the body of knowledge.  

This study has made significant contributions to the body of knowledge in terms of its 

features, how it achieved all the set research objectives and ultimately answered the main 

research question. However, some research efforts are lacking that could take the study a 

step further to become a fully-fledged data leakage prevention solution. These limitations 

are highlighted in the next section. 

11.5 LIMITATIONS OF THE STUDY 

As a reflexive exercise, this section briefly acknowledges and points out the limitations of 

the study.  

 The first limitation is that the results of this study may be biased, because the results are 

based solely on a two cloud platforms, i.e. OpenNebula and OwnCloud, without 

considering others. Moreover, the hierarchical structure of Location, Data Centre, 

Cluster, Physical Node, Virtual Machine is best suited for OpenNebula. For any other 

cloud platforms, the proposed CVMP solution might require a change to the underlying 

cloud infrastructure.  

 Secondly, the test data for authentication is limited to a few login data points on laptop 

devices and is also based on a few keystroke features. Increasing the test data, the 

features and using different devices could improve the results. On the VM placement 

front, the conflict-aware VM placement algorithms for the CBVMP model have not 

been optimised for efficiency in terms of memory and CPU consumption. Optimising 

these might improve the time lag that is introduced by the current solution.  
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 A third limitation is that the placement algorithms have not yet been subjected to a 

formal analysis. A formal analysis of the algorithms would ensure their correctness, 

completeness and termination.  

 Finally, the encryption and decryption solution that is employed in this study is not 

based on an industry cryptography standard. This might be a problem for users who 

prefer tried-and-tested security solutions.  

The above limitations (among others) reflect the need for further research. Hence, the next 

section briefly discusses the direction of future work that could build on this study.    

11.6 FUTURE WORK 

First of all, more experimentation must be conducted for the solution on other open source 

cloud platforms. Such an ideal case would help to remove biases and provide truly 

generalised results in order to give an accurate global view on the proposed solution’s 

performance across different platforms. This could be done component by component, 

before the entire system could be tested as a whole.  

Secondly, future research must focus on increasing the test data for user authentication. It is 

expected that the model would be more effective, and its efficiency would improve with 

more test data from different devices. This is one point to focus on to improve the resilience 

of the authentication component. Moreover, future work on authentication must focus on 

adding more features to the model. This would help to make the solution more sensitive to 

small changes in the data. This would in turn ensure that an even bigger percentage of 

unauthorised users would automatically be classified as posing a high risk and being required 

to authenticate with an OOB token. This is one way to improve the sensitivity and efficiency 

of the user authentication component. In addition, further studies could tap into conducting 

research to establish an optimal number of clusters and the best clustering algorithm. 

However, this is more of an optimisation problem and it can best be solved within the field 

of artificial intelligence.  
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Thirdly, future research may also focus on conflict-aware load balancing. This would help 

CSPs to ensure that load-balancing activities consider conflict-of-interest issues when 

migrating tenants’ VM from one destination to another. Moreover, there is a need for 

research that would conduct a formal analysis to provide proofs of and verify the correctness, 

completeness and termination of the proposed VM placement algorithms. It would also be 

interesting to perform a formal analysis on efficiency to establish the amount of resources 

(i.e. memory space and CPU time) that is required to execute the proposed algorithms.  

Finally, researchers may embark on improving the encryption scheme by making use of 

blocks and rounds, following the approaches in 3DES and AES cryptography systems. Such 

improvements must be balanced against the overall performance of both encryption and 

decryption. Hence, it might be a good approach to start with a small number of rounds or 

blocks and build upwards. 

11.7 CONCLUSION 

The data leakage threat is arguably the number one reason why some organisations are still 

hesitant to fully trust cloud service providers with their confidential data. Hence, this study 

attributes the slow uptake of cloud services to data leakage threats. The entire information 

security industry is still battling with this problem.  

This study took the initiative to try and address the data leakage problem. Despite some 

limitations, it has made plausible contributions toward addressing the prevalent data leakage 

threat in the cloud. This has been achieved by proposing a conceptual architecture that 

integrates conflict-aware VM placement, a strong risk-based multifactor authentication, and 

a three-tier digital forensic readiness model in one holistic solution. Each of the three 

components contributes and provides an added value to the overall solution. With minor 

customisations and improvements on the limitations, cloud service providers can use the 

proposed solution as a baseline to come up with a fully-fledged data leakage control system 

for their cloud offerings.       
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This research began a couple of years ago and has resulted in a number of publications, some 

of which are still in the pipeline. Furthermore, this study has produced a number of Computer 

Science BSc honours and MSc projects that have resulted in several postgraduate students 

graduating as part of the study’s deliverables. Surely, this has been an exciting and at times 

a frustrating journey. However, it was worth all the effort for the extensive research and 

priceless postgraduate supervision experience the author gained in the process. 
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APPENDIX ABSTRACTS OF 

PUBLICATION OUTPUTS 

A.1 SECURITY OF CLOUD COMPUTING: SEEING THROUGH THE 

FOG 

Abstract: Cloud computing is a new computing paradigm for the provisioning, delivery and 

consumption of IT resources and services on the Internet. This computing paradigm comes 

with huge benefits such as cost savings, increased resilience and service availability, 

improved IT operations efficiency and flexibility. However, most research cites security 

concerns as one of the biggest challenges for most of these organizations. This has led to 

fallacy or misconception about security challenges of the ‘cloud’ which needs to be clarified. 

This is a call for more research to separate reality from the hype. Hence, this paper aims to 

separate justified security concerns from the hype, fear of the unknown and confusion that 

currently prevails within cloud computing. This paper aims to advance the current 

discussions on cloud computing security in order to clear the ‘foggy cloud’ hovering over 

such a promising technology development. It seeks to inform and make decision makers 

aware of the real pertinent and justified security issues within cloud computing. 

Full Paper: 

http://www.satnac.org.za/proceedings/2011/papers/Internet_Services_and_Applications/17

8.pdf 
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Applications Conference (SATNAC 2011), East London, South Africa, 4 – 7 September 

2011. 
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A.2 AUTHENTICATION IN THE CLOUD: A RISK-BASED APPROACH 

Abstract: Most companies are moving their data and applications to the cloud in order to 

exploit the numerous benefits that this computing paradigm presents. Yet, there is still 

insufficient research on how user authentication is to be handled on cloud computing 

environments. Cloud computing challenges the way people think about authentication and 

how to manage user identity across multiple domains. Hence, this paper outlines the 

requirements for user authentication and handling identity in the cloud. It goes further to 

discuss real world scenarios that illustrates the multi-faceted nature of handling 

authentication within a cloud environment. The main contribution of this paper is our 

proposed cloud-based authentication architecture. Our architecture makes a proposal on how 

to provide flexible, robust and scalable authentication by taking a risk-based approach to 

user authentication on cloud environments. 

Full Paper: 

http://www.satnac.org.za/proceedings/2012/papers/8.Data_Centre_Cloud/108.pdf 

Full Reference: 
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Telecommunication Networks and Applications Conference (SATNAC 2012), Fancourt, 

George, South Africa, 2 – 5 September 2012. 
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A.3 REQUIREMENTS FOR PREPARING THE CLOUD TO BECOME 

READY FOR DIGITAL FORENSIC INVESTIGATION 

Abstract: Some research work claims that the adoption rates for cloud computing have not 

scaled as anticipated. This is mainly due to security concerns. Hence, most research efforts 

have been directed at the cloud security challenges. In the meantime, researchers have rarely 

focused on an equally important issue: that of digital forensics investigation in the cloud. It 

is on this premise that this paper makes an attempt to understand the challenges and 

complexities of conducting an effective digital forensics investigation in the cloud. The 

contribution is to provide a better understanding of the implications that cloud computing 

poses for digital forensics investigators. This paper proposes digital forensic readiness as a 

solution to help prepare the cloud for an effective investigation. The paper goes further to 

explain and motivate why the authors view digital forensic readiness as the most appropriate 

solution. It also discusses the major factors that are influencing the move towards digital 

forensic readiness for cloud computing. As a work‐in‐progress, this paper ends by proposing 

necessary requirements that must be considered in order to make the cloud become ready for 

an effective investigation. It also provides a glimpse to the proposed three‐tier digital 

forensic readiness model for the cloud which is grounded on these fundamental 

requirements. 

Full Paper: 

https://www.researchgate.net/profile/Andrew_Liaropoulos/publication/264337838_Procee

dings_of_the_13th_European_Conference_on_Cyber_Warfare_and_Security/links/53d904

af0cf2e38c6331db58/Proceedings-of-the-13th-European-Conference-on-Cyber-Warfare-

and-Security.pdf#page=256 
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A.4 CBAC4C: CONFLICT BASED ALLOCATION CONTROL FOR CLOUD 

Abstract: Cloud infrastructures are vulnerable to serious data leakage threats. Tenants with 

conflicting interests, residing on a shared cloud infrastructure, can potentially view the data 

of other potentially conflicting tenants' by means of inter-VM attacks. This paper discusses 

an innovative solution to overcome this data leakage problem by proposing the requirements 

for a so-called Conflict-Based Allocation Control for Cloud (CBAC4C) model. 

Full Paper: https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=7038854 

Full Reference: 
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A.5 AN INNOVATIVE RISK-BASED AUTHENTICATION MECHANISM 

FOR CLOSING THE NEW BANKING VAULT 

Abstract: Technology breakthroughs such as online, mobile banking and e-wallet services  

have empowered today's clients with a full self-service banking platform to access their  

accounts and transact from anywhere, at any time and using any device. Such innovations  

have caused a paradigm shift that has seen the new front door of financial banking shifts  

from physical access branch doors to online banking logical doors. Consequently, this has  

created a new banking vault which must be secured by strong authentication measures. As  

banks innovate on their products, the information security community must also innovate  

around security systems to protect the bank's new services and help prevent unauthorized  

access. This paper has employed a design thinking methodology to help innovate around  

authentication measures. The end result is a risk-based multi-factor 

authentication architecture that enforces strong passwords and provides several other factors 

such as the variable SurePhrase, geo-location, SIM card serial number, PC serial number etc 

to authenticate users based on their risk levels. A proof-of-concept is used to demonstrate 

the actual features of the proposed solution. 

Full Paper:  

https://books.google.co.za/books?hl=en&lr=&id=-

RB2BwAAQBAJ&oi=fnd&pg=PA72&ots=Mj8ZumEJLw&sig=AR1wdl1w5q_pecDNbO

R-kqFTzfI#v=onepage&q&f=false 

Full Reference: 
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International Conference on Innovation and Entrepreneurship (ICIE 2015), Durban, South 

Africa, March 2015, pp.: 72 – 80. ISBN: 978-1-910309-91-9 
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A.6 A CONFLICT-AWARE PLACEMENT OF CLIENT VMS IN A PUBLIC 

CLOUD 

Abstract: The usage and adoption of cloud computing as a private deployment model is 

continuously improving, regardless of its susceptibility to security issues. This can be 

attributed to the huge benefits that the cloud provides such as pay-per-use model, quick 

deployment, turn-around times, huge cost saving, flexible and on-demand self-service 

provision to cloud users. Since public cloud makes use of virtualization technology, VMs 

belonging to clients who are in competition may be placed within the same physical 

infrastructure. This raises the issue around hosting VMs from clients who might be in direct 

conflict on the same physical infrastructure. Malicious clients could exploit and launch inter-

VM attacks to leak confidential information with a competitive advantage. A lot could 

happen once confidential data is illegally disclosed to unauthorized users. This work makes 

an attempt to eliminate the confidential data leakage threat posed by inter-VM attacks within 

the cloud. Hence, it sets itself up to investigate and determine an approach to physically 

separate potentially conflicting client VMs within the cloud in order to mitigate the 

confidential data leakage threat posed by inter-VM attacks. In this paper we propose a 

conflict-aware VM allocation and placement architecture that is implemented with an 

algorithm modelled using a Chinese Wall Security Policy for physical separation of VMs. 

The solution is abstracted and applied to different levels of conflict and different levels of 

the cloud; the data centers, clusters and physical nodes, hence optimizing allocation in terms 

of conflict of interest. This solution focuses on optimally allocating computing space to 

client VMs depending on their CoI which then determines the separation distances between 

conflicting clients’ WM. This guarantees that clients who are in direct conflict have their 

VMs placed very far from each other and VMs belonging to clients that are not in conflict 

may be placed within the same physical node. 

Full Paper: 

https://books.google.co.za/books?hl=en&lr=&id=piikBwAAQBAJ&oi=fnd&pg=PA252&
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Placement of Client VMs in Public Cloud Computing, Proceedings of the 10th International 
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A.7 STRONG AUTHENTICATION: CLOSING THE FRONT DOOR TO 

PREVENT UNAUTHORIZED ACCESS TO CLOUD RESOURCES 

Abstract: Cloud computing is a computing paradigm where IT resources such as  

applications, software and hardware are made available over the Internet. However,  

inadequate authentication in the cloud is one of the major contributing factors to identity  

theft, leakage of sensitive data and security problems in general. Identity theft and leakage 

of sensitive data comes with a high risk for breached cloud customers. Such customers could  

suffer embarrassment, huge financial loss, bankruptcy or even lose their competitive edge.  

Hence, from the cloud customers' perspective, it is important that the cloud providers have  

the ability to protect their login credentials, prove their authenticity and prevent unauthorized  

access to their cloud-based IT resources through world class and proven authentication  

models, tools and architectures. Hence, this paper proposes strong authentication 

architecture to mitigate the leakage of sensitive information due to inadequate authentication 

in the cloud. The proposed architecture seamlessly authenticates end users with a number of 

attributes such as device ID, geo-location, time of access etc. Our findings reflect that even 

though strong authentication has been around it is a better solution to prove identity and 

authenticity of cloud customers, its adoption has been slow. However, current trends indicate 

that the adoption of strong authentication is on the rise and will become the dominant and 

best practice authentication scheme in the future for cloud computing. With proper cost, risk 

and benefit analysis strong authentication can be applied to most cloud providers or any 

other organizations. The main objective is to ultimately prevent unauthorized access to 

customer data in the cloud through strong authentication. 

Full paper: 
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International Conference on Cyber Warfare and Security (ICCWS 2015), Kruger National 
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A.8 INDUSTRIAL ESPIONAGE: CORPORATE DATA CONTINUES TO 

LEAK 

Abstract: A press release from the White House, dated 25 September 2015, states that the 

USA and China have agreed to collaborate in a number of global challenges. An agreement 

was reached that the two respective governments will not knowingly support theft of 

confidential business information. Access to advanced integrated IT infrastructures such as 

cloud has empowered many businesses economically but unfortunately also made them 

vulnerable to threats such as the leakage or theft of any confidential information, including 

business information. The problem is that it is nowadays much easier for confidential 

information to leak especially when businesses that are in competition with each other, share 

the same cloud infrastructure. Furthermore, it is difficult for Cloud Service Providers 

(CSP’s) to control the sharing of resources such as competitors sharing the same physical 

node in a cloud. The key contributions of this paper are the identification of security 

challenges, requirements for preventing leakage of confidential business information and an 

approach to show how the physical placement of a business’s data in the cloud can be 

controlled based on conflict-of-interest classes.  

Full Paper: 
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A.9 SECURING CLOUD COMPUTING'S BLIND-SPOTS USING STRONG 

AND RISK-BASED MFA 

Abstract: Cloud computing presents an innovative technique to deliver computing as a set 

of services that can be consumed and utilized over the Internet. This technology 

breakthrough opens new doors for cybercriminals. The process of authenticating a new breed 

of cloud users who connect to cloud resources from anywhere, using any Internet-enabled 

devices and at any time complicates things more. This paper presents an innovative strong 

and risk-based authentication system. This is to deal with the rising issue related to 

unauthorized access of cloud hosted resources as a result of inadequate or weak 

authentication or even stolen user credentials. The proposed solution makes use of a risk 

engine which monitors user behaviour in order to authenticate users based on specific risk 

indicators. Furthermore, this paper also makes use of an innovative encryption algorithm 

that takes chaotic random noise as input to generate encryption algorithms to help encrypt 

user authentication data at rest, in use and transit. The encrypted authentication data is then 

stored in multiple storage locations to improve its resiliency to cyber-attacks. This forms a 

key part of our contribution. The usage of multi-factor authentication systems can be argued 

to improve the overall system security by monitoring users interacting with a system and 

modifying defensive strategies to handle malicious behaviour in a proactive manner. Our 

main goal for this architecture is to try and reduce cyber-criminal activities that are normally 

caused by weak authentication or stolen user credentials. The proposed solution has already 

been implemented as a proof-of-concept prototype to evaluate its applicability and suitability 

to achieve its goals. Despite a 7% of reported false positives or negatives, this solution is 

guaranteed to take strong risk-based multi-factor authentication in the cloud to the next level. 
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A.10 BEHAVIOURAL ANALYTICS: BEYOND RISK-BASED MFA 

Abstract: This paper investigates how to effectively stop an attacker from using 

compromised user credentials to gain authorized entry to systems that they are otherwise not 

authorised to access. The proposed solution extends previous work to move beyond a risk-

based multi-factor authentication system. It adds a behavioural analytics component that 

uses keystroke dynamics to grant or deny users access. Given the increasing number of 

compromised user credential stores, we make the assumption that criminals already know 

the user credentials. Hence, to test our solution, users were given authentic user credentials 

and asked to login to our proof-of-concept. Despite the fact that all illegitimate users in our 

test cases were given the correct user credentials for legitimate users, none of these were 

granted access by the system. This demonstrates zero-tolerance to false positives. The results 

demonstrate the uniqueness of keystroke dynamics and its use to prevent users with stolen 

credentials from accessing systems they are not authorized to access. 
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