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ABSTRACT To make best use of the various radio resources in the heterogeneous network enabled by
the software defined network or cognitive radio (CR) technology, a resource allocation framework with
flexibility and quick reconfigurability in the network control layer is an important issue. In this paper,
the authors propose a channel allocation framework with configurable objectives and high computing
efficiency in the complicated context of a multi-user multi-channel CR network cell. First, a channel
allocation protocol named the distribution probability matrix (DPM) is applied to model the channel
allocation scenarios quantitatively. Then, a queueing analytical framework using DPM is built to model
the CR system and comprehensive performance evaluations of every individual secondary user are obtained
separately. An overall performance evaluation of the CR system is carried out using the concept of weighted
throughput, which is introduced to represent the importance of the users and the feature to distinguish
different types of users. Then, a parameter named overtime probability (OP) is introduced to describe the
measure of delay approximately with high computing efficiency. Thereby, an optimization of the system is
formulated to maximize the overall weighted throughput under delay constraints represented by OP and a
hill climbing algorithm is developed to find the solution in terms of DPM. The numerical results reveal how
to allocate the resources to achieve the optimization objective under various system settings and prove the
computing efficiency of the framework.

INDEX TERMS Cognitive radio, control layer, delay, hill climbing algorithm, optimization, resource
allocation, weighted throughput.

I. INTRODUCTION
The demand for wireless data transmission is growing rapidly
nowadays, with a massively increasing number of wireless
devices and various applications. Besides exploring more
radio spectrum bands to satisfy this demand, future wireless
communication technologies also aim at converging existing
technologies with emerging ones to create stronger and faster
networks. Among the technologies, software defined network
(SDN) [1] and cognitive radio (CR) technology [2], [3] pro-
vide the functionality to manage radio resources and devices
from different wireless technologies.

The associate editor coordinating the review of this article and approving
it for publication was Hayder Al-Hraishawi.

Orchestrating and managing radio spectrum resources
from different domains are important issues to enable the
applications of SDN and CR technology. The related proto-
cols or frameworks for radio resource allocation are applied
in a virtual control layer between the application layer and
infrastructure layer in SDN [4] or a central node in cog-
nitive radio networks (CRNs) or clusters. Compared to the
traditional telecommunication system, the crucial functional-
ities that the resource allocation(RA) frameworks must pro-
vide are the flexibility to fit the different data transmission
demands of users and fast reconfigurability to guarantee qual-
ity of service (QoS) under various scenarios.

Two preliminary objectives are essential to be considered
in the RA framework, but have not been studied well yet:
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The first is how to make the RA objectives configurable to
adapt to the different types of services in order to optimize
the service provider’s benefit. The second one is how to
reduce the computational cost, introduced by the complexity
of both the network structures and RA objectives, in order
to improve the QoS potential across different systems. The
access of the radio resource is limited and dynamic [5] in a
heterogeneous network (HetNet) enabled by the SDN or CR.
Queueing theory is an effective tool to study the dynamic
behavior of a communication system and the applications
of queueing theory are well developed [6]. In this research,
a queueing analytical framework is proposed for the objec-
tives mentioned above.

The first step in modeling the RA objectives is to distin-
guish different types of users, who may have various char-
acteristics [7], such as profit or importance to the service
provider. According to the publications that investigate the
method to represent these features of the users, weighted
throughput is considered appropriate. Theweights admit vari-
ous interpretations, including levels of importance, ‘‘utility’’,
and price [8]. Then, using the concept of weighted through-
put, the way to schedule different jobs with different weights
when resources are insufficient is studied in [9] and [10].
However, the effective application of theweighted throughput
in the HetNet has not been well studied sufficiently and
requires further research.

The next step is to model RA protocol using a queueing
analytical framework. In related publications, channel allo-
cation protocols such as opportunistic scheduling [11], [12]
and random allocation [13] are commonly applied to evaluate
the performance of the system. However, the protocols are
not configurable because they either have a fixed objective
built in (opportunistic scheduling) or do not consider any
objectives at all (random allocation). To make the channel
allocation protocol adaptable to various scenarios, the authors
applied a configurable and flexible channel allocation pro-
tocol named the distribution probability matrix (DPM) [14].
The flexibility of DPM enables the proposed framework to
describe all possible channel allocation results and conse-
quently to analyze the performance of any given channel
allocation scenario. In addition, when dealing with multiple
users, such as secondary users (SUs) in CRN, they are usually
described by an identical model in the related literature. This
makes it complicated to analyze multiple users separately,
especially when the users are of different types. To improve
this, the authors developed a queueing analytical framework
using the DPM that is capable of modeling the HetNet sys-
tem with every individual user independently configurable.
Moreover, the performance of every individual user can be
obtained separately using this framework.

Performance evaluations during the RA process that are
used to optimize the RA objectives consume a large part of the
computational resources and time. Among the performance
evaluations, the calculation of the measure of delay is compli-
cated if the delay is one of the concerns in the RA objectives.
A lot of research on delay analysis in the HetNet focuses

on the process of transmission of the packets ahead of the
tagged one [15]. This method is accurate; however it requires
consideration of every step of the transmission of the packets
ahead, which makes the calculation time-consuming. Since
the radio resources are dynamic in the HetNet, performance
evaluations must be carried out first to direct the allocation of
the radio resources. Thus, to make the best use of the limited
and dynamic resources available to the system, not only the
accuracy of the performance evaluation is of concern, but
also its efficiency. Considering this, the authors developed a
method to estimate the measure of delay with high efficiency.

In summary, the main contributions of this research that
adopt the approaches above are listed below:
• the design and implement of a novel channel allocation
protocol named DPM that can analyze the performance
of any given channel allocation scheme with multiple
users.

• advanced and realistic performance evaluation that is
able to configure and analyze every individual user inde-
pendently within the system, such as weighted through-
put and fast delay evaluation, from which the authors
formed a realistic RA optimization problem.

• a heuristic algorithm to find the solution of the above-
mentioned RA optimization problem.

The detailed process are as follows. First, the authors model
a multi-user multi-channel cognitive radio network, which
can also describe a SDN HetNet by ignoring the activity of
the primary user (PU). Then, a queueing analytical frame-
work that is able to evaluate each individual user in the sys-
tem simultaneously is established to reveal the relationship
between various performance measures and channel alloca-
tion protocols. With the help of the framework, an objec-
tive considering both the overall performance in terms of
weighted throughput and the delay constraints that are used to
guarantee the transmission of SUs with low priority is formu-
lated as an optimization problem to find the optimal channel
allocation solutions. Analysis of how the system settings and
environmental parameters affect the optimal allocation results
is carried out afterwards.

The rest of the paper is organized as follows. The sys-
tem model and assumptions are introduced in Section II.
Then, the calculation of performance evaluations and the
way in which the optimization problem is built are shown in
Section III. Numerical results and discussions are shown in
Section IV. Section V concludes the paper.

II. SYSTEM MODEL AND ASSUMPTIONS
A. BASIC MODEL SETTINGS
In this research, an overlay [16] CRN with multiple SUs
carrying different type of services inside a CRN cell or cluster
is considered. Multiple PU channels are available to this
SU system while there is no PU transmitting through them.
Perfect control information exchange between the PU and SU
system is assumed. The SU system comprises a base station
(or a center node) andmultiple SUs of different types working
within the coverage of one or more PU networks. The number
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FIGURE 1. System model.

of SUs is denoted by M . The number of PU channels that
are available to the SU system is denoted by J . Both the
PU and SU systems work under the same time slot structure
that is mutually synchronized. In this research, the focus is
on uplink data transmission. Each SU has a finite buffer to
store the packets waiting to be transmitted. The buffer size
of the i-th SU is denoted by Ki. An example of the system
model is shown in Figure 1. This study can also be applied to
investigate a SDN-based HetNet by ignoring the existence of
the PUs.

The channel allocation protocol is the rule that the SU sys-
tem uses to determine which SU can transmit on the channel
where the PU is sensed to be absent. The common objective of
the channel allocation protocol in the CRN is to satisfy QoS
requirements such asmaximizing the throughput, minimizing
the packet transmission failure rate and minimizing the delay.

B. PRIMARY USER ACTIVITY MODEL
In an overlay CRN, the SU system can use a channel when
there is a PU transmitting on it. In this research, the PU
activities on a channel are modeled as a time-homogeneous
first-order Markov process with two states. This process is
independent of the behavior of the SU system. Let Oj(t) =
{0, 1} represent the PU activity state of the j-th channel at the
t-th time slot. When there is a PU transmitting, the state is
called ‘‘busy’’ and Oj(t) = 0, otherwise the state is called
‘‘free’’ and Oj(t) = 1. The transition matrix of the process
can be written as:

P jPU =

(
pjb→b 1− pjb→b

1− pjf→f pjf→f

)
, (1)

where pjb→b = Pr{Oj(t) = 0|Oj(t − 1) = 0} denotes the
probability that there is PU transmitting on the j-th channel
(the ‘‘busy’’ state), given that there was a PU transmitting on
the channel (the ‘‘busy’’ state) in the previous time slot, and
pjf→f = Pr{Oj(t) = 1|Oj(t − 1) = 1} denotes the probability
that the j-th channel state changes from ‘‘free’’ to ‘‘free’’.

C. SECONDARY SYSTEM TRANSMISSION MODEL
The SU system transmits the data within time slots that are
synchronized with the PU system. An SU time slot consists of

three parts: the spectrum sensing part, the channel allocation
part and the data transmission part.

The SU base station and the mobile stations keep sensing
the existence of the PU transmission and the base station
collects all the information at the beginning of a time slot to
estimate whether the PU is absent on every PU channel. In our
model perfect spectrum sensing is assumed. Besides the PU’s
presence, the transmission conditions (e.g. the signal-to-noise
ratio (SNR) at transceivers) of each SUmobile station are also
collected by the SU base station and used to guide the channel
allocation.

According to the estimation of available PU channels in the
spectrum sensing part, the SU system allocates the available
channels to the SUs to transmit data in the current time
slot. The channel allocation protocol applied in this paper is
named the DPM [14]. This protocol works as follows: First,
an J -by-M distribution probability matrix is set up as indi-
cated below:

D =

d
1
1 · · · d1M
...

. . .
...

dJ1 · · · dJM

 , (2)

where d ji represents the probability that the SU system allo-
cates the j-th channel to the i-th SU when the channel is not
occupied by the PU. It is assumed that one PU channel can
only be assigned to one SU, thus in D,

∑M
i=1 d

j
i = 1 holds for

any j ∈ [1, J ].
If a PU channel is allocated to one SU, the SU transmits its

data during the remainder of the time slot. To make better
use of the channel resources, an adaptive modulation and
coding (AMC) scheme is applied by the SU system [17]. The
modulation schemes are determined by the channel condition
and the channel condition is modeled as a Markov process.
A transition matrix of channel condition states denoted by
P jCS is used to represent this model. Details of the data
transmission are shown in Appendix A. As the error recovery
method, a stop-n-wait automatic request and repeat (ARQ) is
applied. The average packet error rate is Per .

After data transmission, the packets arriving during the
current time slot will enter the SU buffer. If the total number
of packets exceeds the buffer size, the overflow packets will
be rejected. This model is illustrated in Figure 2.

D. QUEUEING MODEL
1) ARRIVAL PROCESS
The number of arrival packets at each SU during one time
slot is assumed to follow a Batch Bernoulli process [18].
A probability vector αi describes the process of the i-th SU
as follows:

αi =
(
αi(0), αi(1), · · · , αi(vi)

)
, (3)

where αi(j) is the probability that j packets arrive during
one time slot at the i-th SU and vi is the maximum number
of packets that can arrive at the i-th SU during one time
slot.
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FIGURE 2. Illustration of DPM, time slot structure of SU system and the
PU activity model.

2) QUEUEING MODEL
With the analysis above, the queueing analytical model of
the SU system can be built. To make the proposed model
capable of evaluating the performance of the SU system
comprehensively, the setup of the state space of the system
must include as many details as possible about the entire SU
system, such as the states of the number of packets in the
buffer of each SU, the states of PU activities on each channel
and the state of channel conditions. The states of the number
of packets in the buffer of each SU are denoted by:

b ∈ B = {(b1, b2, · · · , bM )|bi ∈ {0, 1, · · · ,Ki}, i ∈ [1,M ]} ,

(4)

where bi ∈ {0, 1, · · · ,Ki} is the number of packets in the
buffer of the i-th SU. The PU occupancy state of all J channels
at the t-th time slot is represented by:

o ∈ O =
{(
O1,O2, . . . ,OJ

)
|Oj ∈ {0, 1}

}
, (5)

where Oj represents the PU activity state of the j-th channel
at the t-th time slot. The channel condition state of J channels
to M SUs is denoted by:

c ∈ C = {(c1, c2, · · · , cM ) | ci ∈ [1,NSNR(i)]}, (6)

where ci is the channel condition state of the PU channels,
and NSNR(i) is the number of channel condition states of the
i-th SU. Details are discussed in Appendix A.

Finally, the state space of the system can be denoted using
b, o, c in Equations (4) to (6) as follows:

8 , {(b, o, c)|b ∈ B, o ∈ O, c ∈ C}. (7)

Then, the transition matrix of the system P(D) can be
derived, given any DPM D. The derivation of P(D) is shown
in Appendix B.

III. PERFORMANCE EVALUATION AND
OPTIMIZATION METHOD
A. PERFORMANCE MEASURES DERIVATION
The QR algorithm [19] can be applied to the transition matrix
P(D) to get the steady probability vector: π ′, which is a 1
by

∏M
i=1(Ki + 1) × 2J ·

∏M
i=1 NSNR(i) vector. Then, π ′ is

reorganized in the form of π (b, o, c) by mapping a vector
{b, o, c} to any system state.

1) QUEUE LENGTH DISTRIBUTION
Let P(qi = l) denote the probability that l packets are waiting
to be transmitted in the i-th SU’s buffer; it can be calculated
as follows:

P(qi = l) =
∑
b∈Bi(l)

π (b, o, c), (8)

where Bi(l) = {(b1, · · · , bM )|bi = l, bj ∈ [0,Kj], j 6= i},
which represents the set of states of SU buffers when there
are l packets in the i-th SU’s buffer.

2) AVERAGE THROUGHPUT
In this research, the expected number of packets that can
be transmitted during one time slot is used to represent the
average throughput of an SU. First, the distribution of the
number of packets the i-th SU can transmit during one time
slot under each system state denoted by t i(b, o, c) can be
obtained as:

t i(b, o, c) =
∑
A∈A

d jiO
jµi(A, o, c), (9)

where µi(A, o, c) is the distribution of number of packets that
can be transmitted by the i-th SU when the allocation result
is A ∈ A = {a1, · · · , aJ | aj ∈ {0, 1, · · · ,M}}. A is the set of
all possible allocation results: aj = 0 represents that the j-th
channel is occupied by PU, and aj = i represents that the j-th
channel is allocated to the i-th SU. The PU occupancy state is
o and the channel condition state is c from eq. (26). d ji is the
element of the DPM D and Oj is the occupancy state of the
j-th channel obtained from o. Then, the average throughput
under state (b, o, c) can be calculated as:

Thri(b, o, c) =
∑
β

min(β, bi) · ti(b, o, c, β), (10)

where ti(b, o, c, β) is the (β + 1)-th element of t i(b, o, c),
which is the probability that β transmissions have been made
by the i-th SU under (b, o, c). Thus the average throughput of
the i-th SU can be derived as:

Thri =
∑

(b,o,c)∈8

Thr(b, o, c) · π (b, o, c). (11)

B. WEIGHTED THROUGHPUT
With the average throughput of every SU obtained by the
proposed framework, it is easy to carry out the overall anal-
ysis based on the average throughput. Here, the concept
of weighted throughput mentioned in Section I is applied:
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A parameter of weight is assigned to each SU that represents
the level of importance. The weights of all SUs is represented
by a set of positive parameters: w = {(w1,w2, · · · ,wM ) |
wi ∈ R+}, where wi is the weight of the throughput of the
i-th SU. The total weighted throughput of the SU system
given the DPM D can be obtained as follows:

W(D) =
M∑

i=1

wi · Thri. (12)

With the help of the weighted throughputW(D), evaluation
and optimization of the performance of a CR system that
serves SUs with different priorities can be carried out.

C. MEASURE OF DELAY
1) DISCUSSION ON CALCULATION OF DELAY
The common approach to delay calculation is to make use
of the arrival rates, service rates and the buffers’ settings to
evaluate the length of time it takes a packet to be transmitted
from its arrival. In the queueing analysis of the CR system,
the delay is usually calculated as the time interval from when
one tagged packet arrives to when it has been transmitted,
which is actually the transmission time of the packets ahead
of the tagged one. Therefore, all transmissions of the packets
in front of the tagged packet need to be considered step by
step, which makes the analysis complicated, especially when
there are multiple transmission rates (e.g. when the AMC
is used).

Accuracy is one of the advantages of the calculation of
delay mentioned above. However, the computing resource
consumption of the calculation of delay is high. Therefore,
if computing efficiency is required in a CR system, it may be
inappropriate to apply this calculation to evaluate the system.
For instance, a CR system uses the measure of delay as a
reference to allocate the PU channels at the beginning of a
time slot, which is probable if the performance of delay is a
matter of concern. In this CR system, the longer it takes to
calculate the measure of delay, the less time remains for the
data transmission. To make the calculation of delay simple,
a different approach to themeasure of delay is proposed based
on the following idea: When a packet was transmitted, there
should be a certain number of packets remaining in the buffer.
Thus, the time interval during which all the remaining packets
arrive at the buffer can be used to represent the measure of
delay of the transmitted packet. The principle behind this
approach is that since the information on the service rates are
already contained in the number of packets left in the buffer
(which is represented by the distribution of the queue length),
it is possible to use the distribution of the queue length as the
replacement of the service rates to estimate the measure of
delay.

2) CALCULATION OF THE MEASURE OF DELAY
According to the discussion above, the measure of delay is
defined as the waiting time of a packet from the time slot
when it arrives at the buffer to the time slot when it leaves

the buffer. In the time slot a packet is being transmitted,
it is assumed that there are x packets in the buffer. Thus,
the estimation of the time interval during which x packets
have arrived can be used to estimate the waiting time of the
packet being transmitted. The actual waiting time t ′ consists
of two parts: The first part is the time t during which x
packets have arrived; the second part is the time slots when
continuous packet rejection occurs when the buffer is full.
It is obvious that when the buffer size of the SU in the model
goes to infinity, the rejection probability of packets converges
to zero. Thus, to trade accuracy for efficiency, only the first
part can be used to estimate the measure of delay. The error
caused by the omission of the second part can be eliminated
by increasing the buffer size in our model.

Then, the probability that the packet arrival time t is greater
than a preset length of time is used to estimate the measure of
delay in the framework. This probability is named overtime
probability (OP) and the preset length of time is named
the delay reference. The OP is obtained as follows: First,
the delay reference is represented by an integer dref, which
is the number of time slots. For the i-th SU, when there are x
packets in the buffer, the probability that arrival time t equals
j time slots is:

Pi(t = j) =
v∑

y=1

αi(y) · Conv(αi, j− 1, x − y), (13)

where Conv(α, i, j) is the j-th element of vector α∗α∗ · · · ∗α︸ ︷︷ ︸
i‘α’s

,

∗ is the discrete convolution of vectors andαi is the vector that
represents the arrival process of the i-th SU in eq. (3).
Finally, the OP can be obtained, given the delay reference

dref time slots:

Pi(dref) = P(qi = 0)α(0)dref +
Ki∑
x=1

P(qi = x)

· (1−
dref∑
i=1

v∑
y=1

αi(y) · Conv(αi, i−1, x−y)), (14)

where P(qi = l) is the probability that there are l packets in
the i-th SU’s buffer as in eq. (8).

D. OPTIMIZATION PROBLEM FORMULATION
AND SOLUTION
Now, using the proposed framework, theweighted throughput
of the SU system and delay measures of each SU given any
DPM D can be obtained. The method to obtain the optimal
channel allocation using the criterion including requirements
of the weighted throughput and the delay can be investigated
thereafter. In this research, an optimization objective is set
up with the requirements of the weighted throughput and
the delay as follows: Find a DPM D that can maximize the
overall weighted throughput of the whole SU system, while
the measure of delay of every SU, which is represented by
OP in eq. (14), is no greater than a threshold Pdelay. Here,
the weighted throughput represents the utility or benefits
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that the CR system can get from serving the SUs, while
the delay constraints represent the guarantee of the mini-
mum services that one SU can get from the CR system.
The optimization problem can be written in the following
form:

maximize
D

W (D)

subject to Pi(dref) < Pdelay, for ∀i ∈ [1,M ]. (15)

With the same concern of computing efficiency as men-
tioned in the delay calculation part, the SU system needs an
efficient method to obtain an approximate solution of DPM
under certain precisions rather than a closed form solution
of the DPM. To find an approximate DPM solution of our
optimization problem efficiently, a modified hill climbing
algorithm [20] is applied.

The detail of the algorithm is shown in Algorithm 1. The
main processes of this algorithm is: First, set a series of
decreasing steps(probability): S. Then, pick the first step
as the initial step and pick an arbitrary DPM as the initial
start DPM. Then, construct a set of neighborhood DPM L.
The distance between every DPM in L and the start DPM
is the length of the step(as the Manhattan Distance in each
DPM dimension). Calculate the weighted throughput and
delay reference of every DPM in L and find the DPM that
satisfies Pi < Pdelay with the maximumweighted throughput.
Reconstruct L using the DPM we get and repeat this until we
cannot find a better weighted throughput. Then, use the next
step in the step series and set the the optimal DPM we get
above as the initial start DPM. Repeat the whole process until
all the steps in S are used. Themaximumweighted throughput
and the DPM we get are the optimum solutions.

One concern about the validity of hill climbing algorithm
is that it may be stuck at the local optimum if the target
function is not convex. Luckily, although the convexity of
the weighted throughput is difficult to prove or to falsify,
the numerical results (for example, the data in Figure 3 and
Figure 7) show that in most cases, the weighted throughput is
a convex function of DPM.

IV. NUMERICAL RESULTS AND ANALYSIS
In the following part, the framework is implemented to reveal
its potential to configure the radio resources to achieve certain
RA objectives. Evaluation of the performance of the SU sys-
tem and qualified DPM from eq. (15) under various system
configurations are carried out. To make the results simple,
intuitive and meanwhile without loss of generality, a model
with two users and two PU channels is built. The default
settings of the parameters are as follows:

• Channel condition: Ptarget = 0.01, fm = 10Hz
• PU activity model: p1b→b = p2b→b = p1f→f =

p2f→f = 0.5

• Arrival process: α1 = α2 = {0.5, 0.5}
• SU buffer size: K1 = 6, K2 = 6
• ARQ setting: Per = 0.01.

Algorithm 1 Discrete Space Hill Climbing Algorithm
Input: Weighted throughput function: W
Delay evaluation function of SU i: Pi
Delay reference: dref
Set of step lengths: S = {Step1, · · · ,Stepn}

Initial DPM: Dstart =

d
1
1 · · · d

1
M

...
. . .

...

dJ1 · · · d
J
M


Output: optimal weighted throughput: Wopt

optimal DPM: Dopt
D← Dstart;
i← 1
Step← Stepi;
repeat
Wcurrent← W (D);
Let L be a set of DPM;
for j in [1, J − 1] do
for m in [1,M ] do

if d jm + Step ∈ [0, 1] then
d jm← d jm + Step
add D to L

end if
if d jm − Step ∈ [0, 1] then
d jm← d jm − Step
add D to L

end if
end for

end for
findOpt← False;
for all D in L do
T (D)← maximum in Pi of all SU given D
if W (D) > Wcurrent AND T (D) < dref then
Dnext← D;
Wcurrent← W (D);
findOpt← True;

end if
end for
if findOpt then
D← Dnext;

else
if Step = Stepn then
endCondition← True;

else
i← i+ 1;
Step← Stepi;

end if
end if

until endCondition = True;
Wopt← Wcurrent;
Dopt← D;

A. THROUGHPUT AND WEIGHTED THROUGHPUT
The average throughputs of both SU can be obtained simulta-
neously and the weighted throughput of the SU system under
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FIGURE 3. The throughput of each SU and weighted throughput function
of the SU system versus the DPM. d j

i is the probability that the
j-th channel is allocated to the i -th SU.

any weights can be also obtained directly with one single run
of calculation using the proposed framework. The framework
makes it convenient to compare the throughputs between
different SUs and analyze the overall performance of the SUs.
The comparison of throughputs of both SUs and the analysis
of the weighted throughput with different weight settings
under different channel conditions are shown in Figure 3.
In Figure 3(a)(b), the influence of DPM on the throughput
of both SUs is shown. It is evident that improvement of
throughput caused by increased distribution probability is
greater when the DPM is lower. However, when the DPM
to an SU is high (greater than 50%), the further increase of
the DPM does not improve the throughput significantly. The
effect of this trend on the weighted throughput is shown in
Figure 3(c) and (d). Figure 3(c) shows the weighted through-
put function versus the DPM when the throughputs of both
SU have the same weights (w1 = w2), while Figure 3(d)
shows the weighted throughput function versus the DPM
when the weight of SU 2 is greater than that of SU 1 (w2 :

w1 = 3). All the trends of the weighted throughput function
are identical when the SNR conditions (in terms of SNR) of
SUs vary.

B. THE OVERTIME PROBABILITY
In this part, the OP that serves as an estimation of the measure
of delay in this research is analyzed. Figure 4 illustrates
how the delay reference affects the relationship between the
probability OP andDPM. The OP of SUswith different SNRs
versus the DPM is shown in Figure 5 and it is obvious that
an SU with a higher SNR has a lower OP. The advantages
of the proposed framework are as follows: First, the OP is
determined only by the queue length distribution and the
delay reference dref. Since the queue length distribution is
independent of the reference, as long as the queue length
distribution under certain system settings and environmental

FIGURE 4. Overtime probability versus DPM under different dref. d j
i is the

probability that the j-th channel is allocated to the i -th SU. The vertical
axis is the overtime probability.

FIGURE 5. Overtime probability of SUs with different SNRs versus DPM.
dref = 20. The SNR of SU 1 is 30dB, the SNR of SU 2 is 10dB. The vertical
axis is the overtime probability.

parameters is obtained, the OP with any delay reference can
be determined by simple calculations. Second, since our cal-
culation of themeasure of delay is an efficient approximation,
the computing time is significantly reduced compared to
other delay calculation methods. A comparison of run time
statistics between our method (Method I) and an example
(Method II) of other methods in the related literature, such
as [15], is shown in Figure 6. The details of Method II are
shown in Appendix C. After repetitive calculations under
identical settings, significant improvement on run time using
the OP can be observed.
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FIGURE 6. Comparison of delay computing time statistics.

FIGURE 7. Illustration of the optimization problem. The settings are as
follows: SNR of SU1 and SU2: 10dB, w2 : w1 = 10, dref = 20,
P(1)

delay = 2× 10−3, P(2)
delay = 4× 10−3, P(3)

delay = 8× 10−3.

C. OPTIMIZATION AND DISCUSSION
After the weighted throughput and the OP have been obtained
with the proposed framework, the proposed hill climbing
algorithm can be applied to find the optimal DPM that
can achieve the best weighted throughput under delay con-
straints. An example of the optimization problem is illustrated
in Figure 7. The objective of the algorithm is to find the best
weighted throughput when the OPs of both SUs are feasible.
The feasible area in Figure 7 is the area between the contour
lines of delay constraint Pdelay.

The processes of the algorithm under different settings are
shown in Table 1 and Table 2. It is obvious that if there are no
delay constraints the algorithm can converge to the solution
rapidly and the rate of convergence becomes worse if there
are delay constraints.

The optimal DPM under different weights and delay con-
straints is shown in Figure 8. From Figure 8(a), it is evi-
dent that when there is no delay constraint (Pdelay = 1),
the channels need to be allocated more frequently to SU 2 to
achieve better overall weighted throughput as the weight of

TABLE 1. Optimization process with no delay constraints.

FIGURE 8. Optimal DPM versus weights under different delay constraints.
P(1)

delay = 1, P(2)
delay = 6.5× 10−3, P(3)

delay = 5.2× 10−3.

SU 2 increases. However, the decrease in the DPM of one
SU (d11 and d21 ) makes its OP increase. Thus when there are
delay constraints, the increase of optimal DPM caused by the
increase of weight reaches a critical point where the OP is
equal to the delay constraint Pdelay. The weight setting under
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TABLE 2. Optimization process with delay constraints.

which the delay constraints meet is shown in Figure 8(b). The
changes of the optimal DPM with delay constraints are also
shown in Figure 8(a).

V. CONCLUSION
In this paper, the authors applied a method named DPM
that works at the network control layer to describe the chan-
nel allocation protocol quantitatively in a multi-user multi-
channel CRN. Using the DPM as one of the configurable
parameters, a queueing analytical framework is established to
obtain various performancemeasures. Using the performance
measures obtained, first, an overall performance evaluation
of the whole SU system is introduced with the concept of
weighted throughput. The weight of each SU, which repre-
sents the level of importance to the CR system, can be con-
figured flexibly to evaluate the benefit gained by providing
services to various types of users. Then, an approximation
calculation of the measure of delay, named OP, is introduced.
The calculation of OP proves to be more efficient than the
other measure of delay calculation methods. The OP is used
to describe the delay constraints. Afterwards, an optimization
objective of the SU system is set up as follows: Given all
the environmental parameters and system settings as input,
to determine how to set the DPM to maximize the overall
weighted throughput of the whole SU system while each
SU is under certain delay constraints represented by the OP.
Applying a modified hill climbing algorithm, the numerical
solution of the optimization problem is obtained. With the
series of numerical results, the effects of various factors,
such as channel conditions, delay constraints and weights on
the optimal DPM are investigated. The proposed analytical
framework provides comprehensive performance evaluations
and key factors such as system settings and environmental
parameters can easily be configured. Moreover, the perfor-
mance evaluations and optimization solution obtained by the

framework can serve as a comprehensive and accurate ref-
erence to design the inter-cell or inter-cluster RA allocation
algorithms for the entire network. The proposed framework
can serve as a convenient tool at the virtual network control
layer in a CRN or HetNet, which is capable of managing and
making efficient use of radio resources.

APPENDIX A
SECONDARY USER DATA TRANSMISSION MODEL
In this paper, the transmission mode on the physical layer is
convolutionally coded Mn-ary rectangular or square quadra-
ture amplitude modulation (QAM) modes, which are adopted
from the HIPERLAN/2 or IEEE 802.11a standards [21].

The channel condition that determines what modula-
tion scheme should be used at the secondary users (SU’s)
transceiver is divided into N j

SNR states according to the
signal-to-noise ratio (SNR). Under each state, the modulation
schemes are set to guarantee that the average packet error
rates equal a preset packet error rate Ptarget. Thus, the bound-
ary of these states in terms of SNR can be written in [22] as:

0n =
1
gn

ln
(

an
Ptarget

)
, (16)

where 0n ∈ {00, 01, . . . , 0N j
SNR
} are the SNR boundaries of

each state. Here, 00 = 0 and 0N j
SNR+1

= ∞ and the N j
SNR+1

SNR boundaries of the N j
SNR states can be obtained. When

the SNR at an SU’s receiver is low (γ ∈ (00, 01)), the SU
cannot make any transmission and when γ ∈ (0n, 0n+1), n ∈
{1, 2, . . . ,N j

SNR − 1}, the SU is transmitting using mode n.

The model through which the channel condition state
evolves from time slot to time slot can be analyzed by finite-
state Markov model [25] and can be applied in the form of
finite-stateMarkov chain in the proposedmodel.Without loss
of generality, the channel model is assumed to be Rayleigh:
the SNR is exponentially distributed with the probability
density function:

p(γ ji ) =
1

γ̄
j
i

exp

(
−
γ
j
i

γ̄
j
i

)
, γ

j
i ≥ 0 (17)

where γ ji is the SNR at the i-th SU on the j-th channel and
γ̄
j
i is the average SNR. The steady state probability of the
i-th SU on the j-th channel in state k can consequently be
obtained by:

π
j
CSi(k) =

∫ 0k+1

0k

p(γ ji ) dx. (18)

Let P jCSi =


p0,0 · · · p0,N j

SNR−1
...

. . .
...

pN j
SNR−1,0

· · · pN j
SNR−1,N

j
SNR−1

 denote the

state transition probability matrix of the i-th SU on the j-th
channel, where pa,b is the transition probability from state a to
state b. According to [23] and [24], the transition probabilities
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can be obtained by:

pk,k+1 ≈
fmTp

π
j
CSi(k)

√
2π0k+1

γ̄
j
i

exp

(
−
0k+1

γ̄
j
i

)
, (19)

pk,k−1 ≈
fmTp

π
j
CSi(k)

√
2π0k

γ̄
j
i

exp

(
−
0k

γ̄
j
i

)
, (20)

where fm is the maximum Doppler frequency of the mobile
station. The transition is assumed to occur only between
adjacent states (pj,k = 0, for any |j − k| > 1, and pk,k =
1−pk,k+1−pk,k−1).With eqs. (16) to (20), the transition prob-
ability matrix P jCSi can be obtained. Let V rate = {Vrate(k)|k ∈
{0, · · · ,N j

SNR}} represent the number of packets that can be
transmitted in one time slot when the channel condition state
is k . The settings of the parameters above are listed in Table 3
and V rate = {0, 1, 2}.

TABLE 3. Transmission modes with convolutionally coded modulation.

APPENDIX B
THE DERIVATION OF THE TRANSITION MATRIX
The state space of the SU system is denoted by:

8 , {b, o, c}. (21)

The transition matrix between all the channel states {o, c} is
denoted by matrix B and B is obtained as:

B = (P1
PU ⊗ · · · ⊗ PJPU)⊗ PCS,1 ⊗ · · · ⊗ PCS,M , (22)

where PCS,i is the channel condition state transition probabil-
ity matrix of the i-th SU in Appendix A.
First, the distribution of the number of packets that can be

transmitted needs to be derived. The distribution of transmit-
ted packets of each SU through each channel can be obtained,
given the channel condition state c according to the AMC
settings in Appendix A. The number of transmission attempts
that the i-th SU can make through the j-th channel is denoted
as C j

i .

C j
i =

{
Vrate(ci) for Oj 6= 0
0 for Oj = 0.

(23)

From the ARQ settings, the probability that x packets can be
transmitted can be calculated as given below:

µ(x) =

{(C ji
x

)
(1− Per)x for 0 ≤ x ≤ C j

i

PerC
j
i for x = 0,

(24)

where
(C ji
x

)
is C j

i choose x. Here, A = {a1, · · · , aJ | aj ∈
{0, 1, · · · ,M}}, which is used to represent the channel alloca-
tion results. aj = 0 represents that the j-th channel is occupied
by PU, and aj = i represents that the j-th channel is allocated
to the i-th SU. Then, the distribution of the number of packets
that can be transmitted by the i-th SU through the j-th channel
can be calculated:

µ
j
i =

{
{µ

j
i(0), . . . , µ

j
i(C

j
i )} for aj = i

{0} otherwise.
(25)

The distribution of the number of packets that can be trans-
mitted by the i-th SU given the channel state {o, c} can be
obtained as follows:

µi(A, o, c) = µ
1
i ∗ µ

2
i ∗ · · · ∗ µ

J
i , (26)

where ∗ is convolution. The transition matrix describes that
the number of packets in the i-th SU’s buffer changes from bi
to b′i under A:

P(bi, b′i,A)=

αi0(0, 0)µi(A) · · · αi0(0,K )µi(A)
...

. . .
...

αi0(K , 0)µi(A) · · · αi0(K ,K )µi(A)

,
(27)

where 0(i, i′) is an auxiliary matrix; the elements of the
matrix are derived as follows:

0v,c(i, i′)=

{
1 when i′ = min(v+ i−min(i, c),K )
0 otherwise.

(28)

Let set b = {b1, b2, · · · , bM } denote the number of pack-
ets in each SU’s buffer at the current time slot, and b′ =
{b′1, b

′

2, · · · , b
′
M } denote the number of packets at the next

time slot. Then, a coefficient matrix can be obtained, given b,
b′ and A:

T (b, b′,A) = P(b1, b′1,A)⊗ P(b2, b′2,A)

⊗ · · · ⊗ P(bM , b′M ,A). (29)

Given the DPM D and the PU occupancy state o, the coeffi-
cient matrix can be obtained:

Tb,b′ (D, o) =
∑
A∈A

 J∏
j=1

d jajT (b, b
′,A)

 , (30)

where d ji is from the DPM D and A is the set of all possible
allocation results. All the coefficients according to the index
of channel condition states are enumerated, and extended to
a matrix with the same dimensions as B:

Tb,b′ =



Tb,b′ (D, o(1))
...

Tb,b′ (D, o(φ))
...

Tb,b′ (D, o(NCS))

⊗ 11×(
∏M
i=1(Ki+1)·NCS)

, (31)

where o(φ) is the occupancy state that can be obtained given
the system states φ, NCS is the total number of system states.
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To enumerate all coefficient matrices, βindex is mapped to any
{b1, b2, · · · , bM } using the following equation:

index =
M∑
i=1

bi × basei−1, (32)

where basei =
∏M

j=i(Ki + 1).
The transition matrix is divided into

∏M
i=1(Ki + 1) ×∏M

i=1(Ki + 1) blocks and obtained as follows:

P(D) =

Tβ0,β0 ◦ B . . . Tβ0,βB ◦ B
...

. . .
...

TβB,β0 ◦ B . . . TβB,βB ◦ B

 , (33)

where ◦ is the entrywise product.

APPENDIX C
DELAY CALCULATION METHOD II
In this part, a method to calculate the measure of delay using
the idea applied in related literature, such as [15], is intro-
duced. The measure of delay is represented by the expected
time to transmit all packets that are in the buffer when the
packet we consider arrives. Since the adaptive modulation
and coding (AMC) is applied and the transmission rate varies,
the state space is extended with another state f that represents
the number of packets that have already been transmitted
by a selected secondary user (SU) to trace the transmission
process of the packets ahead of the tagged one. The extended
system state is8′ , {b, o, c, f }. The delay of a tagged packet
can be interpreted as the first passage time from the system
state when this packet arrives to the system state that all
packets ahead of it are transmitted (number of packets in the
i-th SU buffer bi = 0 or f equals the number of packets in the
buffer).

To calculate the first passage time above, the transition
matrix based on P(D) is modified (to make it concise, the D
in the equations is omitted), given that there are F packets in
the selected SU’s buffer. First, an extending band matrix is
built, given {b, o, c} and t i obtained as in eq. (9):

Pex(b, o, c, f ) =

P0,0 · · · P0,f
...

. . .
...

Pf ,0 · · · Pf ,f

 , (34)

where

Pj,j′ =

{
ti(b, o, c, j′ − j) for j′ − j ∈ [0,max(t i(b, o, c))]
0 otherwise,

wheremax(t i(b, o, c)) is themaximumnumber of packets that
can be transmitted when the system state is (b, o, c). Then,
the P is extended row by row as illustrated below:

P ′delay(f ) =

 P(φ(0))⊗ Pex(φ(0), f )
...

P(φ(Rm))⊗ Pex(φ(Rm), f ),

 (35)

where Rm =
∏M

i=1(Ki+ 1) ·NCS is the size of P, and P(φ(r))
is the r-th row of matrix P. φ(i) represents the system state of

the i-th row in P. The absorbing states are reached when all
the packets in the buffer are transmitted (bi = 0 or f = F).
Then, Pdelay is obtained by removing the absorbing states
from P ′delay. The average first passage time to the absorbing
states under each state is denoted as S, which is a (Ks ·∏

i 6=s(Ki + 1) · NCS)-by-1 column vector (s is the label of
the selected SU). Then, S can be solved from the following
equation system:

(I − Pdelay) · S = 1 (36)

where I is the identity matrix, 1 is a column vector whose
elements are all 1 and the size is the same as S. Let S(F) be
the solution of S given F . Thus the average first passage time
from the state of F packets in the buffer to the empty buffer
state is:

d(F) =
∑

b∈Bs(F)

S(F, b, o, c) · π (b, o, c), (37)

where Bs(F) is the set of all states of SU buffers when the
selected SU’s buffer has F packets in it and S(F, b, o, c) are
the elements in S when the system state is (b, o, c). Finally
the average delay of the i-th SU can be obtained as:

Dly =
Ki∑
t=1

d(t). (38)
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