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Abstract

Members of a given social group often favour members of their own group

identity over people with di¤erent group identities. We construct a trust game in

which the principal delegates the decision about an investment into a receiver to

an agent who either favours the principal�s or the receiver�s group identity. When

choosing the agent�s group identity the principal faces a trade-o¤ between a loyal

agent and an agent who might increase the receiver�s willingness to cooperate. We

solve for the principal�s decision in a subgame-perfect Nash equilibrium for the

two scenarios of a risk-neutral and risk-averse agent, respectively.
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1 Introduction

Starting with Tajfel (1970) there exists an extensive empirical literature at the inter-

section between psychology, sociology, and behavioral economics which demonstrates

that considerations about group identity play an important role for individual prefer-

ences. A persistent �nding in this literature are manifestations of an �in-group bias�

according to which an individual of a given social group tends to favour�or to trust�

individuals of her own group identity over individuals that belong to a di¤erent social

group (see, e.g., Tajfel and Turner (1986); Kuwabara et al. (2007); Chen and Li (2009);

Sherif (2010); Balliet and van Lange (2013); Currarini and Mengel (2016); Morton et

al. (2019)). Experiments that establish the existence of an �in-group bias�in strategic

situations typically take the form of dictator games�where one individual can allocate

money to another individual�or of trust games�where one individual can invest money

into another individual with the prospect of receiving some money in return.1

Applied to a situation in which a principal has to choose between employing either

an agent of her own or of a di¤erent group identity, the existence of an �in-group bias�

seems to suggest that the principal will always favor the agent of her own over the agent

of a di¤erent identity. However, this seemingly straightforward relationship between

identity considerations and employment decisions does not capture the more complex�

but relevant�strategic situations in which an agent with an in-group bias has to interact

on behalf of the principal with a receiver who cares about the agent�s group identity.

Examples of such situations with delegated decision making that involve a receiver who

is of a di¤erent group identity than the principal are aplenty. The original idea to our

model goes back to a discussion about the historical question why the British East Indian

Company (principal) might have chosen gomasthas (agents with local identity) rather

than her own British employees to deal on her behalf with the local population (receiver).

But there exist more mundane everyday situations where group identity considerations

concerning the agent and the receiver are relevant to the principal and which, therefore,

fall broadly under our modeling framework.2

1For early discussions of trust games see Berg et al. (1995) and references therein. For more recent

studies see, e.g., Glaeser et al. (2000); Fershtman and Gneezy (2001); Ashraf et al. (2006); Burns

(2006); Güth et al. (2008); Bornhorst et al. (2010); Chowdhury et al. (2016); Weisel and Zultan

(2016); Daskalova (2018); Hamann and Nicholls (2018). Whereas Johnson and Mislin (2011) provide

a meta-analysis for trust game experiments, Buchan et al. (2002) discuss the empirical evidence of an

�in-group bias�for a great variety of strategic set-ups, including dictator- as well as trust games.
2To quote an associate editor: �The white CEO who has sta¤ that are mainly black �should he hire

a white or black store manager. The charity trying to raise money in the US for disaster relief victims

in Africa �who to hire as fundraisers. The micro�nance bank that has rich managers but wants to

appeal to lower income families �should she hire a rich or poor local representative. The white store
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This paper develops a theoretical model about the possible impact of group iden-

tity considerations on the principal�s employment decision in a strategic environment

that involves the three players �principal�, �agent�, and �receiver�, respectively.3 The

�principal� of a given group identity has to bankroll an investment into a �receiver�

of a di¤erent group identity. The principal will only receive a positive return on this

investment if the receiver cooperates towards the principal�s objectives. We further as-

sume that the principal has to delegate the decision about this investment to an �agent�

whereby the principal cannot impose any enforceable contract about the agent�s deci-

sion. As her only decision the principal can either choose an agent of her own or of

the receiver�s group identity. The choice of the agent�s identity matters to the principal

for two reasons. First, the agent has a strong in-group bias: whereas the agent with

the principal�s identity favors the principal, the agent with the receiver�s identity favors

the receiver. Second, by choosing the agent�s identity, the principal might be able to

in�uence the likelihood that the receiver will be of a cooperative type. In a nutshell, our

model thus describes a situation in which the principal faces the trade-o¤between choos-

ing an agent who is loyal to her versus an agent who is not loyal but might positively

in�uence the receiver�s willingness to cooperate.

Intuition suggests that the principal should choose the �disloyal�agent with the re-

ceiver�s identity only if this agent su¢ ciently increases the likelihood of a cooperative

receiver. To make this intuition precise�and to go beyond it�we construct a trust game

with delegated decision making for which we characterize the principal�s choice as the

outcome of a subgame-perfect Nash equilibrium (SPNE) in dependence on the model�s

payo¤ parameters. Recall that the original trust game is a two-stage game in which

the principal decides about the amount a of money to be invested in the receiver. This

amount becomes multiplied by a gross-return factor k � 1. In the second�and �nal�

stage the receiver sends back some proportion � of the gross return ka to the principal.

We describe the principal as a risk-neutral expected utility maximizer who exclusively

cares about material payo¤s. In line with the experimental evidence from trust games,

according to which receivers typically send back some money to the principal, we assume

that the receiver is driven by fairness considerations.4 To this purpose, we adopt the

manager trying to sell products to black or Asian customers �who to hire as store reps.�
3To distinguish between these players, we refer throughout the paper to the �principal�as she, to

the �receiver�as he, and to the �agent�as it.
4The behavioral economics literature on fairness is huge and can be, roughly, divided into two

di¤erent strands. First�and relevant to our model�there is the payo¤ distribution approach according

to which players care, in addition to their own material payo¤s, about the allocation of other players�

payo¤ by expressing, e.g., inequality aversion (cf., e.g., Fehr et al. 1993; Fehr et al. 1996; Fehr and

Schmidt 1999; Bolton and Ockenfels 2000). Second, there is the reciprocal/sequential kindness approach

according to which players care about the intentions with which they are treated by others (cf., e.g.,
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proposed utility function in Fehr and Schmidt (1999) which measures the receiver�s dis-

like of an advantageous inequality by some parameter � 2 [0; 1]: the greater the value of
�, the more the receiver dislikes the allocational unfairness that arises from him having

a greater material payo¤ than the principal. We prefer to interpret � as the cooperation

type of the receiver whereby we distinguish between a non-cooperative type, denoted �,

and a cooperative type, denoted �, such that � < 1
2
< �. In contrast to the cooperative

receiver type, the non-cooperative type does not care much about any allocational un-

fairness arising for the principal. The receiver�s cooperation type is private knowledge

which is not observable by the principal.

As a modi�cation of the original trust game, we assume that the principal has to

delegate her investment decision to a third player, the agent, who decides about the

amount a to be sent to the receiver. For reasons that lie outside of the model, the agent

cannot be committed by the principal to any course of action. The principal�s only

decision is therefore the choice between the agent�s two possible group identities: the

principal�s identity, denoted P, or the receiver�s identity, denoted R, respectively. For

a given common prior � de�ned over the receiver�s type space, we denote by �
�
� j P

�
and �

�
� j R

�
the conditional probabilities that the receiver is of the cooperative type

when the principal chooses an agent with identity P or R, respectively. Through these

conditional probabilities we formalize the notion that the agent�s group identity has an

impact on the receiver�s willingness to cooperate with the principal. Central to our

analysis will be the inequality

�
�
� j P

�
< �

�
� j R

�
(1)

according to which the probability of a cooperative receiver type is greater for an agent

who shares the receiver�s group identity than for an agent who shares the principal�s

group identity. Simply put, (1) means that the receiver�s willingness to cooperate is

greater when the agent is of his own group identity.

The agent of our model expresses a strong in-group bias by favoring members of its

own identity group. For the agent with the receiver�s identity we simply model this in-

group bias through a utility function which coincides with the receiver�s utility function.

For the agent with the principal�s identity we distinguish between two di¤erent scenarios.

In a �rst scenario, we consider an agent who has the same risk-neutral expected utility

function as the principal. In a second scenario, we consider a risk-averse agent who

maximizes the expected utility over the principal�s material payo¤s such that the agent�s

Bernoulli utility function becomes in�nitely steep when the payo¤s approach zero. We

comprehensively characterize the principal�s choice of the agent�s identity as the outcome

Rabin 1993; Dufwenberg and Kirchsteiger 2004; Falk and Fischbacher 2006).
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of the subgame-perfect Nash equilibrium of the game (which is essentially unique). For

the �rst scenario of a risk-neutral agent we identify the range of payo¤ parameter values

such that the inequality (1) is necessary and su¢ cient for the principal to choose the

agent with the receiver�s identity (cf. Theorem 1).5 This �rst scenario thus con�rms

our original intuition according to which the principal would only choose the �disloyal�

agent with the receiver�s identity if this choice leads to a greater willingness to cooperate

from the receiver. More precisely, for a relevant range of payo¤ parameters the principal

chooses the agent with the receiver�s identity over the loyal agent of her own identity if

and only if this choice comes with a greater likelihood of a cooperative receiver.

The situation is di¤erent for our second scenario which drives a wedge between the

principal�s and the loyal agent�s risk preferences (cf. Theorem 2). Now there exist

situations in which the principal strictly prefers the agent with the receiver�s identity R

over the agent with her own identity P even if the inequality (1) is violated. The key to

this �nding lies in the fact that the risk-neutral principal of our model will always prefer

either a maximal or a zero-investment. A loyal agent who strongly abhors the possibility

of a zero payo¤, however, will never go for the maximal investment amount. In such

situations, the principal might, by a continuity argument, strictly prefer the agent with

the receiver�s identity over the loyal agent of her own identity even if this choice (slightly)

decreases the likelihood of a cooperative receiver. We make this argument precise for

the special case of a risk-averse agent with logarithmic Bernoulli utility function.

The remainder of the paper proceeds as follows. Section 2 constructs the game, which

is solved for the �rst scenario of a risk-neutral agent in Section 3. Section 4 analyzes the

second scenario of a risk-averse agent. Section 5 concludes. Formal proofs are relegated

to the Appendix.

2 Trust game with delegated decision making

2.1 Game structure

There are three players: the principal, the agent, and the receiver. The principal and

the receiver have, by assumption, di¤erent group identities. The receiver can be of two

di¤erent cooperation types: he is either cooperative (�) or non-cooperative (�) from the

perspective of the principal. The trust game with delegated decision making consists of

5To be precise, the model�s payo¤ parameters have to satisfy the threshold condition k�
�
� j R

�
> 2

according to which the expected return from choosing R is su¢ ciently large.
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three di¤erent stages at which strategic decisions are made as well as a chance move by

nature following the principal�s choice of the agent�s identity.

2.1.1 First stage

The principal chooses either an agent of her own (P) or of the receiver�s (R) group

identity. While doing so, the principal cannot observe the receiver�s cooperation type.

A strategy of the principal, denoted sp (or simply i for identity), is thus simply either

P or R.

2.1.2 Chance move by nature

Conditional on the principal�s choice of the agent�s identity nature randomly determines

the receiver�s cooperation type � 2
�
�; �
	
. Denote by � (� j i) the conditional probability

that the receiver will be of type � when the agent�s identity is i 2 fP;Rg.
It seems natural that the receiver is strictly more likely to cooperate whenever the

agent is of his own identity R, i.e., �
�
� j P

�
< �

�
� j R

�
. However, there are also

perceivable situations where it is plausible to observe �
�
� j P

�
= �

�
� j R

�
or even

�
�
� j P

�
> �

�
� j R

�
. The latter case may arise if the receiver particularly despises

agents of his own identity as �traitors�or �enemy collaborators�. The former case cor-

responds to situations in which the receiver simply does not care about the identity of

the �middleman�but only about the amount invested into him. Our analysis imposes

as only restriction that these conditional probabilities are non-degenerate, i.e., we only

assume that

0 < �
�
� j P

�
; �
�
� j R

�
< 1

2.1.3 Second stage

The agent observes its identity i 2 fP;Rg chosen by the principal. If the agent has
the same identity as the principal, P, it cannot observe the receiver�s true cooperation

type. In contrast, the agent with the receiver�s identity, R, knows the true cooperation

type of the receiver. Although this di¤erence in the information of both agent types

is not substantial to our results, we feel that it is more appropriate whenever people

of the same identity have �a better understanding of each other�.6 The agent has to

allocate an amount a 2 [0; 1] to the receiver. Our preferred interpretation is that a

stands for a social investment in the receiver paid for by the principal. A strategy of the

6In a previous version of this paper we assumed that both agent types could not observe the co-

operation type of the receiver. While the equilibrium outcomes were basically the same, the notation

became signi�cantly more complicated.
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agent, denoted sA, assigns to every possible observation P and fR;�g, � 2
�
�; �
	
, an

amount a 2 [0; 1]. We write sA (P) for the action that strategy sA assigns to the agent
of identity P and sA (R; �) for the action that sA assigns to the agent of identity R who

has observed the cooperation type � 2
�
�; �
	
.

2.1.4 Third stage

The receiver observes the agent�s identity i 2 fP;Rg, the amount a 2 [0; 1] allocated
to him, as well as his own cooperation type � 2

�
�; �
	
. The receiver gets awarded a

multiplied payment ka such that the gross-return parameter k satis�es k � 1. The

receiver has to decide about the proportion � 2 [0; 1] of the total amount ka that will
be sent to the principal. Our preferred interpretation is that the amount �ka stands for

the principal�s return on the social investment a. A strategy of the receiver, denoted sR,

assigns to every possible observation

(i; a; �) 2 fP;Rg � [0; 1]�
�
�; �
	

some proportion � 2 [0; 1]. We write sR (i; a; �) for the action that strategy sR assigns
to the receiver of cooperation type � 2

�
�; �
	
who has observed the agent�s identity

i 2 fP;Rg and the agent�s action a 2 [0; 1].

2.2 Payo¤s and utilities

2.2.1 Principal

For �xed actions a and � of the agent and the receiver, respectively, the principal�s

material payo¤ is given as

�P (a; �) = 1� a+ �ka (2)

The principal is a risk-neutral expected utility maximizer who only cares about her

expected material payo¤s. Fix the strategies (sA; sR) of the agent and the receiver,

respectively. The principal�s expected utility from choosing the agent with her own

identity P is then given as

Up (P; sA; sR) =
X

�2f�;�g
(1� sA (P) + sR (P; �; sA (P)) ksA (P))� (� j P) (3)

If the principal chooses instead the agent with the receiver�s identity R, her expected

utility becomes

Up (R; sA; sR) =
X

�2f�;�g
(1� sA (R; �) + sR (R; �; sA (R; �)) ksA (R; �))� (� j R)
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2.2.2 Receiver

In line with the literature on fairness we assume that the receiver cares about a combi-

nation of (i) the principal�s material payo¤ (2) and (ii) his own material payo¤which is,

for �xed actions a and �, given as

�R (a; �) = (1� �) ka

More speci�cally, we now assume that the cooperation type � of the receiver takes on

some numerical value in the unit interval whereby we �x the values of � and � such that

� 2
�
0; 1

2

�
and � 2

�
1
2
; 1
�
. This assumption allows us to de�ne the utility of a receiver

of cooperation type � 2
�
�; �
	
for �xed actions a and � by a piecewise-linear utility

function adopted from Fehr and Schmidt (1999, equation 1):

UR (a; �; �) =

(
�R (a; �)� � (�R (a; �)� �P (a; �)) if �R (a; �) � �P (a; �)
�R (a; �)� (�P (a; �)� �R (a; �)) else

(4)

If the di¤erence �R (a; �)� �P (a; �) between receiver�s and principal�s material pay-
o¤s is strictly negative, the fairness literature speaks of a �disadvantageous inequality�.

The greater this �disadvantageous inequality�the smaller becomes the receiver�s utility.

Consequently, if the receiver is allocated a positive amount a > 0 we will never observe

a choice �� such that the receiver gets a strictly smaller payo¤ than the principal, i.e.,

we cannot have that �R (a; �
�) < �P (a; �

�) whenever a > 0.

Focus therefore on the case �R (a; �) � �P (a; �) where the receiver�s payo¤ is

(weakly) greater than the principal�s payo¤. A strictly positive di¤erence �R (a; �) �
�P (a; �) stands for an �advantageous inequality�. If the receiver has fairness considera-

tions described by (4), such an �advantageous inequality�comes with a utility-loss that

is weighted by the receiver�s cooperation type: for the non-cooperative type � the loss

from an �advantageous inequality�matters less than for the cooperative type �.7

2.2.3 Agent

This paper considers agents who are extremely biased towards their own group identity.

To model the in-group bias of the agent with the receiver�s identity R, we simply assume

that this agent has the same utility function as the receiver. That is, for a �xed strategy

sR of the receiver satisfying sR (R; a; �) = � the agent�s utility from action a is

UA (a; sR;R; �) = UR (a; �; �) (5)

7The fairness literature typically assumes that an �advantageous inequality� results in a smaller

utility loss than a �disadvantageous inequality� of the same size. For the utility function (4) this

assumption is equivalent to � � 1 which is satis�ed for the cooperation parameter values of our model.
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such that UR (a; �; �) is given by (4).

Turn now to the agent with the principal�s identity P who cannot observe the re-

ceiver�s cooperation type. We assume, in a �rst scenario, that the preferences of principal

and agent are perfectly aligned.8 That is, the agent�s expected utility coincides with the

principal�s expected payo¤ (3): for a �xed strategy sR of the receiver, the expected

utility of the agent with identity P from action a 2 [0; 1] is given as

UA (a; sR;P) =
X

�2f�;�g
(1� a+ sR (P; a; �) ka)� (� j P)

3 Solving the game

We solve the game for a subgame-perfect Nash equilibrium whereby we proceed by

backward induction.

3.1 Receiver

In the �nal stage, the receiver of cooperation type � 2
�
�; �
	
decides about the amount

of money he sends back to the principal after he has observed the identity i 2 fP;Rg
and the choice a 2 [0; 1] of the agent. Technically speaking, every observation

(i; a; �) 2 fP;Rg � [0; 1]�
�
�; �
	

stands for a node at which a subgame starts which simply corresponds to the receiver�s

decision.

If the receiver has been sent the zero amount a = 0, both receiver types are completely

indi¤erent between all their possible actions on the unit interval. To keep our analysis

simple, we discard non-interesting cases of multiple best responses and focus on the best

response fR (0; �) = 0 for both types � 2
�
�; �
	
. Consider now on the case a > 0. Even

the cooperative type of the receiver who cares about fairness will not send back a greater

amount to the principal than he keeps for himself. This gives us an upper boundary

for the receiver�s possible best responses with zero being the lower boundary. The next

proposition (formally proved in the Appendix) uses the fact that the receiver�s utility

function UR (a; �; �) is strictly increasing for � > 1
2
whereas it is strictly increasing for

� < 1
2
on the relevant interval of possible best responses. To keep the notation simple,

we write

s�R (a; �) � s�R (R; a; �) = s�R (P; a; �)
8A second scenario will be discussed in Section 4 where we consider a �misalignment�between the

risk-preferences of the principal and the agent with the principal�s identity.
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for the receiver�s SPNE strategy because the receiver�s utility does not depend on the

principal�s choice of the agent�s identity.

Proposition 1.

(a) The SPNE action of the non-cooperative receiver type � is given as s�R (a; �) = 0.

(b) The SPNE action of the cooperative receiver type � is given as

s�R
�
a; �
�
=

(
0 if a � 1

1+k
(1+k)a�1

2ka
if a � 1

1+k

(6)

Observe that the share s�R
�
a; �
�
of the total cake that the cooperative receiver type

will send back to principal depends on the parameter k which determines the size of the

cake. To see why, suppose that the cooperative receiver type has been sent the amount

a 2
�
1
1+k
; 1
�
. Because this receiver type cares about fairness, he wants to minimize the

di¤erence between his and the principal�s payo¤s so that the optimal share �� is pinned

down by the equation

�R (a; �
�) = �P (a; �

�)

,
(1 + k) a� 1

2ka
= ��

This share is strictly increasing in a on the interval
�
1
1+k
; 1
�
reaching with 1

2
its maximum

at a = 1. For smaller investment amounts a 2
�
1
1+k
; 1
�
, however, the cooperative receiver

sends back a strictly smaller share than 1
2
, which can be seen from the following inequality

(1 + k) a� 1
2ka

<
1

2
,

a < 1

3.2 Agent

Following the chance move of nature the agent with identity R observes the receiver�s

cooperation type � 2
�
�; �
	
. This agent has to choose SPNE actions for the two sub-

games starting at the nodes (R; �) and
�
R; �

�
, respectively. In contrast, the agent with

the same identity P as the principal does not observe the receiver�s cooperation type.

This agent has to choose a SPNE action for the subgame starting with the (unobserved)

chance move by nature after the principal has chosen identity P.
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3.2.1 Agent with identity R

By assumption, the agent who has the same identity R as the receiver has also the same

utility as the receiver. Substituting the receiver�s SPNE strategy from Proposition 1

into the agent�s utility (5) results in

UA (a; s
�
R (a; �) ;R; �) = �R (a; s

�
R (a; �))� � (�R (a; s�R (a; �))� �P (a; s�R (a; �)))

= (1� �) (1� s�R (a; �)) ka+ � (1� a+ s�R (a; �) ka) (7)

provided that the receiver�s payo¤ is (weakly) greater than the principal�s payo¤. Intu-

itively, we would expect that an agent who shares the receiver�s utility function is going

to send the maximal amount a = 1 to the receiver. The following proposition (formally

proved in the Appendix) con�rms this intuition�up to a case of indi¤erence for k = 1�for

the utility speci�cation (7).

Proposition 2. Fix the receiver�s SPNE strategy s�R. The SPNE action of the agent
with identity R�which is the same for both cooperation types of the receiver�is

given as

s�A (R) � s�A (R; �) = s�A
�
R; �

�
= 1

Proposition 2 seems to be straightforward. And indeed, sending the maximal amount

a = 1 is the unique best response of the agent with identity R whenever (i) the receiver

type is non-cooperative or (ii) the receiver type is cooperative and the return parameter

satis�es k > 1. The situation is more complex, however, when the receiver type is

cooperative but k = 1. In this case, the overall size of the �cake� is not increased

by sending any money to the receiver. If the cooperative type received, for example,

the maximal amount a = 1 from the agent, he would therefore maximize his utility

(4) by sending half of this amount back to the principal so that principal and receiver

end up with material payo¤ 1
2
. This optimal allocation from the cooperative receiver�s

perspective could be alternatively obtained if the agent only sent amount a = 1
2
to the

receiver who then keeps the whole amount. Similarly, any amount a 2
�
1
2
; 1
�
sent to the

receiver would result in the allocation where principal and receiver end up with material

payo¤ 1
2
.9

9Again, in order to avoid keeping track of non-relevant indi¤erences, we restrict attention to the

unique SPNE action speci�ed in Proposition 2.
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3.2.2 Agent with identity P

Given the SPNE strategy s�R of the receiver, the expected utility of the risk-neutral agent

with identity P from choosing a is given as

UA (a; s
�
R;P) =

X
�2f�;�g

(1� a+ s�R (a; �) ka)� (� j P) (8)

which becomes after substituting (6) for s�R
�
�; a
�
:

UA (a; s
�
R;P) =

(
1� a if a � 1

1+k

1� a+ (1+k)a�1
2

�
�
� j P

�
if a � 1

1+k

As UA (a; s�R;P) is strictly decreasing in a on
�
0; 1

1+k

�
and strictly increasing in a on�

1
1+k
; 1
�
if and only if

(1 + k)�
�
� j P

�
> 2

the only candidates for best responses are the boundary solutions zero or one, respec-

tively. Because of

UA (0; s
�
R;P) � UA (1; s

�
R;P) (9)

,
1 � k

2
�
�
� j P

�
we obtain the following result.

Proposition 3. Fix the receiver�s SPNE strategy s�R. Depending on the return para-
meter k � 1 the best responses of the risk-neutral agent with identity P are given
as follows

fA (P) =

8><>:
0 if k�

�
� j P

�
< 2

f0; 1g if k�
�
� j P

�
= 2

1 if k�
�
� j P

�
> 2

To deal with the (non-generic) case of indi¤erence, we restrict attention to the agent�s

SPNE strategy s�A such that

s�A (P) =

(
0 if k�

�
� j P

�
� 2

1 if k�
�
� j P

�
> 2

The agent with the principal�s identity will send the maximal amount to the receiver if

the expected return k�
�
� j P

�
is su¢ ciently high. Else the agent will not send anything.

In particular, the receiver will never receive any money from this agent if k < 2 regardless

of how large the probability of cooperation might be.

12



3.3 Principal

Having solved for the SPNE strategies s�A; s
�
R of the agent and the receiver, respectively,

we can move up to the �rst stage of the game. The principal strictly prefers in an SPNE

the agent with the receiver�s identity R over the agent with her own identity P if and

and only if

UP (R; s
�
A; s

�
R) > UP (P; s

�
A; s

�
R)

where

UP (R; s
�
A; s

�
R) =

X
�2f�;�g

(1� s�A (R) + s�R (s�A (R) ; �) ks�A (R))� (� j R) (10)

and

UP (P; s
�
A; s

�
R) =

X
�2f�;�g

(1� s�A (P) + s�R (s�A (P) ; �) ks�A (P))� (� j P) (11)

Substituting the SPNE strategies s�A; s
�
R from the previous analysis in (10) and (11),

respectively, results in

Up (R; s
�
A; s

�
R) =

k

2
�
�
� j R

�
and

UP (P; s
�
A; s

�
R) =

(
1 if k�

�
� j P

�
� 2

k
2
�
�
� j P

�
if k�

�
� j P

�
� 2

If k�
�
� j P

�
� 2, the principal strictly prefers the agent with identity R over the agent

with identity P if and only if
k

2
�
�
� j R

�
> 1

If we have instead k�
�
� j P

�
� 2, the principal strictly prefers the agent with identity

R over the agent with identity P if and only if

k

2
�
�
� j R

�
>
k

2
�
�
� j P

�
Let us summarize these �ndings.

Theorem 1.

(i) Suppose that the model�s parameters satisfy

k�
�
� j P

�
� 2

Then the principal strictly prefers in an SPNE the agent with the receiver�s identity

R over the agent with her own identity P if and only if

k�
�
� j R

�
> 2

13



(ii) Suppose that the model�s parameters satisfy instead

k�
�
� j P

�
� 2 (12)

Then the principal strictly prefers in an SPNE the agent with the receiver�s identity

R over the agent with her own identity P if and only if

�
�
� j P

�
< �

�
� j R

�

Observe that Theorem 1 implies that the principal strictly prefers the agent with

the receiver�s identity if and only if (i) the expected return k�
�
� j R

�
is strictly above

the model-speci�c threshold value of two and (ii) the likelihood of cooperation is strictly

greater for the agent with the receiver�s than with the principal�s identity. The fact that

the expected material payo¤maximizing principal of our model would never choose the

agent with the receiver�s identity if

k�
�
� j R

�
� 2 (13)

is directly driven by our choice of the Fehr and Schmidt (1999) utility speci�cation (4)

which implies that the receiver will share half of the total return on a maximal investment

with the principal. If (13) holds, the zero-investment, which would be chosen by the

agent with the principal�s identity, is therefore optimal from the principal�s perspective.

4 Introducing a risk-averse agent

So far we had assumed that the agent with the principal�s identityP has exactly the same

preferences as the principal. This section drives a wedge between the preferences of the

risk-neutral principal and the loyal agent, who cannot observe the receiver�s cooperation

type, by assuming that the agent is risk-averse. To distinguish between a risk-neutral

principal and a risk-averse agent has a long tradition in the classical principal-agent

literature. This di¤erence in risk-preferences for a given principal-agent relationship

is typically justi�ed by the assumption that the principal is, in contrast to the single-

individual agent, a large organization that exploits the law of large numbers by operating

many agents.10 This section follows this standard assumption.

10To quote from the standard textbook on contract theory by Bolton and Dewatripont (2005, p.68):

�Because of imperfect insurance markets, moreover, parties to the contract are risk averse. This obser-

vation is especially true of workers, whose human capital is much less easily diversi�able than �nancial

capital.�

14



4.1 Agent with identity P

We consider a risk-averse agent who is an expected utility maximizer with a strictly

concave Bernoulli utility function u : [0; 1]! R[f�1g which is strictly increasing and
continuously di¤erentiable on (0; 1]. We call this agent risk-averse� if u becomes in�nitely

steep whenever x converges to zero, i.e., limx!0 u
0 (x) =1. Risk-averse� Bernoulli utility

functions are, for example, CRRA (constant relative risk aversion) utility functions.

Fix the SPNE strategy s�R of the receiver. The expected utility of the risk-averse

agent with identity P from action a 2 [0; 1] is then given as

UA (a; s
�
R;P) =

X
�2f�;�g

u (1� a+ s�R (�; a) ka)� (� j P) (14)

= u (1� a)
�
1� �

�
� j P

��
+ u

�
1� a+ s�R

�
�; a
�
ka
�
�
�
� j P

�
We derive in the Appendix the following proposition.

Proposition 4. Fix the receiver�s SPNE strategy s�R.

(a) If k = 1, the unique best response, and therefore the unique SPNE action, of the

(strictly) risk-averse agent with identity P is given as follows

s�A (P) = fA (P) = 0

(b) If k > 1, there are exactly two candidates for a best response of the risk-averse�

agent: either fA (P) = 0 or fA (P) = â such that â 2
�

1
1+k
; 1
�
and â is pinned

down by the following �rst order condition

u0
�
1
2
+ k�1

2
â
�

u0 (1� â) =
2

k � 1

�
1� �

�
� j P

��
�
�
� j P

� (15)

The important insight of Proposition 4 is that â is always bounded away from one for

arbitrary values of k � 1. For k > 1 this property is guaranteed by the assumption that
the concave u becomes in�nitely steep whenever the payo¤s converge to zero. This can

be directly seen from the �rst-order condition (15): if â! 1, the equation (15) would be

violated as we have a strictly positive number on the RHS whereas the LHS converges

towards zero because of limâ!1 u
0 (1� â) =1.

In words: it can never be optimal for the risk-averse� agent to send the maximal

amount of one to the receiver because this agent fears too much the possibility that the

15



receiver turns out to be of the non-cooperative type. As a consequence, we can restrict in

the subsequent analysis (i.e., Theorem 2) attention to either the interior solution pinned

down by the �rst-order condition (15) or the boundary solution where the agent does

not send any money to the receiver.

Remark. The risk-averse� agent of Proposition 4(b) chooses as SPNE action s�A (P) =
â over s�A (P) = 0 if and only if

UA (0; s
�
R;P) � UA (â; s�R;P) (16)

Proposition 4(b) remains silent about any parameter conditions that would establish

inequality (16) for general Bernoulli utility functions. We will come back to inequality

(16) in Section 4.3 when we consider the special case of a logarithmic Bernoulli utility

function.

4.2 Principal

Suppose that the principal has chosen the agent with identity P who sends amount

sA (P) = a to the receiver. Given the receiver�s SPNE strategy s�R the expected utility

of the risk-neutral principal is then identical to the expected utility (8) of the risk-neutral

agent with identity P, i.e.,

UP (P; sA (P) = a; s
�
R) =

(
1� a if a � 1

1+k

1� a+ (1+k)a�1
2

�
�
� j P

�
if a � 1

1+k

(17)

By the same argument (9) as for the risk-neutral agent, the risk-neutral principal wants

this agent to send either zero, i.e., sA (P) = 0, or the maximal amount of one, i.e.,

sA (P) = 1, whereby

UP (P; sA (P) = 0; s
�
R) � UP (P; sA (P) = 1; s

�
R)

,
1 � 1

2
k�
�
� j P

�
which is equivalent to parameter condition (12). In contrast to the risk-neutral agent,

however, the risk-averse� agent will either choose sA (P) = 0 or sA (P) = â 2
�

1
1+k
; 1
�

as an SPNE action. Let us assume that this agent chooses â. Under the parameter

condition (12), we obtain

Up (P; s
�
A (P) = â; s

�
R) < Up (P; s

�
A (P) = 1; s

�
R)

=

�
1

2
k

�
�
�
� j P

�
16



By continuity of the principal�s expected utility function (17) in �
�
� j P

�
, there exists

some su¢ ciently small " > 0 such that

�
�
� j R

�
= �

�
� j P

�
� " (18)

and

Up (P; s
�
A (P) = 0; s

�
R) < Up (P; s

�
A (P) = â; s

�
R)

<

�
1

2
k

�
�
�
� j R

�
= Up (R; s

�
A (R) = 1; s

�
R)

That is, whenever the agent of Proposition 4(b) chooses â we can always �nd some " > 0

in (18) such that the principal strictly prefers the agent with identity R. To be precise

about the possible values of ", observe that

Up (P; s
�
A (P) = â; s

�
R) � Up (R; s

�
A (R) = 1; s

�
R)

,

1� â+ (1 + k) â� 1
2

�
�
� j P

�
�

�
1

2
k

��
�
�
� j P

�
� "
�

,

" �
(1 + k)�

�
� j P

�
� 2

k
(1� â)

Let us summarize the above analysis.

Theorem 2. Suppose that the model�s parameters satisfy

k�
�
� j P

�
� 2 (19)

If the risk-averse� agent with identity P chooses the SPNE action sA (P) = â of

Proposition 4(b), the principal strictly prefers in an SPNE the agent with identity

R if and only if

�
�
� j R

�
> �

�
� j P

�
� "�

such that

"� =
(1 + k)�

�
� j P

�
� 2

k
(1� â)

Observe that "� is always strictly positive. In situations where the loyal but risk-

averse� agent chooses â over zero, the principal thus strictly prefers the agent with the

receiver�s identity R even if the cooperation probability �
�
� j R

�
is (slightly) smaller

17



than �
�
� j P

�
. This implication of Theorem 2 for the risk-averse� agent is in contrast

to Theorem 1 where parameter condition (19) implied that the principal will choose

the agent with identity R over the risk-neutral agent with identity P if and only if the

probability �
�
� j R

�
is strictly greater than the probability �

�
� j P

�
.

4.3 Illustrative example: Logarithmic Bernoulli utility

To illustrate Proposition 4 and Theorem 2 through a closed-form example, let us consider

the logarithmic Bernoulli utility function which is of the CRRA form with relative risk

aversion parameter one:

u (x) =

(
�1 if x = 0

ln (x) else

The following result is proved in the Appendix.

Proposition 5. Suppose that the parameter condition (19) is satis�ed. If the agent with
identity P has a logarithmic Bernoulli utility function, its unique best response,

and therefore its unique SPNE action, is given as follows

s�A (P) = fA (P) =
k�
�
� j P

�
� 1

k � 1

Moreover, "� > 0 of Theorem 2 becomes

"� =
(1 + k)�

�
� j P

�
� 2

k � 1
�
1� �

�
� j P

��
(20)

To give a concrete example, suppose that k = 4 and �
�
� j P

�
= 1

2
. For these

parameter values condition (19) holds with equality so that the risk-neutral principal

would like the agent with her own identity to either make a zero-investment or to invest

the maximal amount of one whereby the principal is exactly indi¤erent between both

actions. The risk-averse� agent with identity P, however, will choose as SPNE action

s�A (P) = fA (P) =
1

3

which is strictly suboptimal from the principal�s perspective. Note that (20) becomes

"� = 1
12
so that the principal strictly prefers an agent with the receiver�s identity R if

and only if

�
�
� j R

�
>
1

2
� 1

12
=
5

12

18



or, equivalently, if and only if the expected return from this choice satis�es

k�
�
� j R

�
> 4 � 5

12
=
5

3
(21)

In words: the principal will choose the agent with the receiver�s identity even if this

agent only brings about a 41:7% chance of cooperation compared to the 50% chance

of cooperation that would result from choosing the loyal agent. Moreover, by (21), the

principal would now choose the agent with the receiver�s identity even in situations where

the expected return k�
�
� j R

�
falls below the threshold value of two (cf. Theorem 1) as

long as the expected return is above 1:667.

5 Concluding remarks

Members of a given social group often exhibit an in-group bias in their preferences

according to which they favour members of their own group identity over people with

di¤erent group-identities. We have constructed a trust game with delegated decision

making to study the impact of such in-group bias in situations where a principal has to

choose the group identity of an agent who deals with a receiver on the principal�s behalf

. By assumption, the principal and the receiver have di¤erent group identities so that

the principal has to choose either an agent with her own or with the receiver�s group

identity. Given that the agent of our model exhibits a strong in-group bias, the answer

to the principal�s choice problem seems to be straightforward: The principal is going

to choose a loyal agent of her own group identity over a disloyal agent of the receiver�s

group identity.

To make things interesting�and to make our model more relevant for real-life choice

situations�we have introduced two additional layers of complexity. In a �rst scenario, we

assume that an agent with the receiver�s group identity might increase the likelihood that

the receiver will cooperate towards the principal�s objectives. In a second scenario, we

additionally consider the possibility that the principal and the agent with the principal�s

identity have misaligned preferences in the sense that the principal is risk-neutral whereas

the agent is risk-averse. With these two added layers of complexity we have addressed

the following research question:

Under which conditions on the model�s structure and payo¤ parameters will the princi-

pal choose the agent of her own identity over the agent with the receiver�s identity

and vice versa?

To answer this question, we have solved for the principal�s choice of the agent�s group

identity as the outcome of a subgame-perfect Nash equilibrium. All our analytical results
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have been sharp with respect to the model�s parameter values. Let us summarize the

qualitative main insights from our analysis. Under suitable parameter conditions, the

principal chooses the agent of the receiver�s group identity over the loyal agent of her own

identity if and only if this choice increases the likelihood of the receiver being cooperative.

But even without such increase in the receiver�s willingness to cooperate, the risk-neutral

principal might strictly prefer the agent of the receiver�s identity whenever the agent of

her own identity is too risk-averse from her perspective.
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Appendix: Formal proofs

Proof of Proposition 1. If a = 0, we trivially have that �� 2 [0; 1], i.e., any type
of agent is indi¤erent between all possible actions if he cannot send back any money

anyway.

Suppose now that a > 0. The utility speci�cation (4) implies that there cannot be a

maximizer �� > 0 such that �R (a; �
�) < �P (a; �

�). Focus therefore on the relevant case

�R (a; �
�) � �P (a; �

�)

,
(1 + k) a� 1

2ka
� ��

implying that any maximizer �� � 0 must lie in the interval�
0;max

�
0;
(1 + k) a� 1

2ka

��
(22)

Taking the �rst-order derivative of

UR (a; �; �) = �R (a; �)� � (�R (a; �)� �P (a; �))
= (1� �) (1� �) ka+ � (1� a+ �ka)

with respect to �

d

d�
UR (a; �; �) � 0

,
� (1� �) ka+ � (ka) � 0

shows that

d

d�
UR (a; �; �) = 0 if and only if a = 0 or � =

1

2
d

d�
UR (a; �; �) > 0 if and only if a > 0 and � >

1

2
d

d�
UR (a; �; �) < 0 if and only if a > 0 and � <

1

2

For � 2
�
0; 1

2

�
the maximizing �� must coincide with the lower boundary in (22). For

� 2
�
1
2
; 1
�
the maximizing �� must coincide with the upper boundary in (22). Collecting

the above results gives us Proposition 1.

��
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Proof of Proposition 2. Part (a). Consider at �rst the non-cooperative type �.
Since s�R (a; �) = 0, (7) becomes

UA (a; 0;R; �) = (1� �) ka+ � (1� a) (23)

= (k � (k + 1) �) a+ �

Consequently, the agent�s utility (23) is strictly increasing in a if and only if

k � (k + 1) � > 0

,
k

k + 1
> �

which is always satis�ed under our parameter assumptions k � 1 and � < 1
2
. This proves

part (a) of the proposition.

Part (b). Turn now to the cooperative type �. Recall from the proof of Proposition
1 that the receiver�s payo¤ is weakly greater than the principal�s payo¤ if and only if

(1 + k) a� 1
2ka

� s�R
�
a; �
�

In what follows we compare the two possible cases s�R
�
a; �
�
= 0 and s�R

�
a; �
�
= (1+k)a�1

2ka
,

respectively.

Case (i). Suppose that s�R
�
a; �
�
= 0. Then any utility maximizing a� must thus

satisfy the lower boundary condition

a� � 1

1 + k
(24)

Substituting s�R
�
a; �
�
= 0 in (7) gives

UA
�
a; 0;R; �

�
=
�
k � (k + 1) �

�
a+ �

which is strictly increasing in a if and only if

k � (k + 1) � > 0 (25)

,
k

k + 1
> �

Note that (25) together with the boundary condition (24) implies

a� =

8><>:
1 if k

k+1
> ��

1
1+k
; 1
�
if k
k+1

= �
1
1+k

if k
k+1

< �
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By Proposition 1, s�R
�
a�; �

�
= 0 requires

a� � 1

1 + k

Consequently, s�R
�
a�; �

�
= 0 together with

a� =
1

1 + k

are candidate SPNE actions if and only if the model parameters satisfy

k

k + 1
� �. (26)

The corresponding utility for case (i) is

UA

�
a� =

1

1 + k
; s�R

�
a�; �

�
= 0;R; �

�
=

k

k + 1
(27)

Case (ii). Suppose now that

s�R
�
a; �
�
=

(1 + k) a� 1
2ka

> 0

,
a >

1

1 + k

Substitution in (7) gives after some transformations

UA
�
a; s�R

�
a; �
�
;R; �

�
(28)

=
�
1� �

��
1� (1 + k) a� 1

2ka

�
ka+ �

�
1� a+ (1 + k) a� 1

2ka
ka

�
=

(k � 1) a+ 1
2

If k > 1, the utility (28) is strictly increasing in a so that a�� = 1 is the unique maximizer

of (28). The corresponding utility for case (ii) is

UA

�
a�� = 1; s�R

�
a��; �

�
=
1

2
;R; �

�
=
k

2

Comparing the utilities of both candidate solutions, (27) and (28) respectively, shows

that

UA

�
a�� = 1; s�R

�
a��; �

�
=
1

2
;R; �

�
> UA

�
a� =

1

1 + k
; s�R

�
a�; �

�
= 0;R; �

�
,

k > 1

23



Thus, for k > 1 the unique SPNE action of this agent will be a�� = 1. If k = 1, the

utility (28) is constantly

UA
�
a; s�R

�
a; �
�
;R; �

�
=
1

2

for all a > 1
2
. Similarly, the utility (27) becomes

UA
�
a; s�R

�
a; �
�
= 0;R; �

�
=
1

2

for a = 1
2
whereby condition (26) is satis�ed. This shows that any a� 2

�
1
2
; 1
�
is a best

response given s�R
�
a; �
�
for the special case k = 1.

��

Proof of Proposition 4. Part (a). For k = 1 we have

s�R
�
a; �
�
=

(
0 if a � 1

2
2a�1
2a

if a � 1
2

Case (i). Suppose that a � 1
2
so that (14) becomes

UA (a; s
�
R;P) = u (1� a)

which is maximized at a�� = 0. That is, a�� = 0 is, as the unique local maximizer on

the interval
�
0; 1

2

�
, one candidate for the global maximizer on [0; 1].

Case (ii). Suppose now that a � 1
2
. Substitution in (14) gives

UA (a; s
�
R;P) = u (1� a)

�
1� �

�
� j P

��
+ u

�
1

2

�
�
�
� j P

�
which strictly decreases in a. Consequently, a� = 1

2
is the local maximizer on the interval�

1
2
; 1
�
. As we had already established under Case (i) that

UA (0; s
�
R;P) > UA

�
1

2
; s�R;P

�
a�� = 0 is the global maximizer on [0; 1].

Part (b). For k > 1 we have

s�R
�
a; �
�
=

(
0 if a � 1

1+k
(1+k)a�1

2ka
if a � 1

1+k

If a � 1
1+k
, we trivially obtain

UA (a; s
�
R;P) = u (1� a)
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so that a�� = 0 is the unique local maximizer on the interval
�
0; 1

1+k

�
. By continuity

of UA (a; s�R;P), the only other candidate for a global maximizer would be the local

maximizer, denoted a�, on the interval
�

1
1+k
; 1
�
(provided that it exists).

Suppose therefore that a > 1
1+k
. Substitution in (14) gives after some transformation

UA (a; s
�
R;P) = u (1� a)

�
1� �

�
� j P

��
+ u

�
1

2
+
k � 1
2
a

�
�
�
� j P

�
Taking the �rst order derivative

�u0 (1� a)
�
1� �

�
� j P

��
+
k � 1
2
u0
�
1

2
+
k � 1
2
a

�
�
�
� j P

�
� 0

,

u0
�
1
2
+ k�1

2
a
�

u0 (1� a) � 2

k � 1

�
1� �

�
� j P

��
�
�
� j P

�
shows that UA (a; s�R;P) is either strictly decreasing in a because of lima!1 u

0 �1
2
+ k�1

2
a
�
<

1 together with our assumption lima!1 u
0 (1� a) =1, or we have a unique maximizer

â on (�1; 1) pinned down by the �rst order condition

u0
�
1
2
+ k�1

2
â
�

u0 (1� â) =
2

k � 1

�
1� �

�
� j P

��
�
�
� j P

� (29)

Consequently, a� = â < 1 is the unique local maximizer on the interval
�

1
1+k
; 1
�
if and

only if â > 1
1+k
.

To summarize for k > 1. If the global maximizer is unique on [0; 1], it is either zero

or â > 1
1+k

pinned down by (29). For the non-generic case that

UA (0; s
�
R;P) = UA (â; s

�
R;P)

the set of global maximizers on [0; 1] is non-convex and consists exactly of zero and â.

��

Proof of Proposition 5. The �rst order condition (15) becomes for a logarithmic
Bernoulli utility function

k � 1
2

(1� â)
1
2
+ k�1

2
â

=

�
1� �

�
� j P

��
�
�
� j P

�
,

â =
k�
�
� j P

�
� 1

k � 1
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First, note that â satis�es the necessary boundary condition

â >
1

1 + k

if and only if

k�
�
� j P

�
� 1

k � 1 >
1

1 + k
,

k�
�
� j P

�
> 2� �

�
� j P

�
(30)

Next observe that the agent strictly prefers the non-zero amount â > 1
1+k

to zero if

and only if

UA (â; s
�
R;P) > UA (0; s

�
R;P) (31)

We have

UA (0; s
�
R;P) = ln (1) = 0

and

UA (â; s
�
R;P) = ln

�
k

k � 1
�
1� �

�
� j P

��� �
1� �

�
� j P

��
+ ln

�
1

2
k�
�
� j P

��
�
�
� j P

�
so that inequality (31) becomes

ln

�
k

k � 1
�
1� �

�
� j P

���
> ln

 
2

k � 1

�
1� �

�
� j P

��
�
�
� j P

� !
�
�
� j P

�
(32)

To interpret (32), observe that

k

k � 1
�
1� �

�
� j P

��
� 2

k � 1

�
1� �

�
� j P

��
�
�
� j P

�
,

k�
�
� j P

�
� 2

Consequently, (32) holds for any given value �
�
� j P

�
< 1 whenever the parameter

condition (19) is satis�ed. Finally note that the boundary condition (30) is automatically

satis�ed whenever (19) holds.

In words: If the payo¤ parameter condition (19) of Theorem 2 is satis�ed, the agent

with logarithmic Bernoulli utility function will choose the investment amount â of Propo-

sition 4(b) over the zero-investment. Collecting the above results gives us Proposition

5.

��
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