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Abstract 

Purpose 

This paper aims to describe requirements for a model that can assist in identity 

deception detection (IDD) on social media platforms (SMPs). The model that was 

discovered demonstrates the usefulness of the requirements. The aim of the model is 

to identify humans lying about their identity on SMPs. 

Design/Methodology/Approach 

The requirements of a model for IDD will be determined through a literature study 

combined with a study that identifies currently available identity related metadata on 

SMPs. This metadata refers to the attributes that describe a user account on an SMP. 

The aim is to restrict IDD to be only based on these types of attributes, as opposed to 

or combined with the contents of a single or multiple communications.  

Findings 

Data science experiments were conducted and in particular supervised machine learning 

models were discovered that indeed detects identity deception on SMPs with an area 

under the receiver operator characteristics curve (ROC-AUC) of 75.5%.  

Originality/value 

SMPs allow any user to easily communicate with their friends or the general public 

at large. People can now be targeted at great scale, most often for malicious 

purposes. The reality is that many of these cyber-attacks involve some form of 

identity deception, where the attackers lie about who they are. Much focus to date 

has been on the identification of non-human deceptive accounts. This paper focuses 

on deceptive human accounts that target vulnerable individuals on SMPs. 
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1. Introduction

Social media platforms (SMPs) are used for various purposes in the daily lives of 

individuals and companies alike. These purposes include amongst others online 

social networking, blogging, wikis, media sharing, online reviews, news groups, 

microblogging, and geo-location services (McCay-Peet and Quan-Haase, 2017). In 

2017, Facebook announced reaching their 2 billionth active online identity (Constine, 

2017). An online identity is an individual or company who logged into the Facebook 

platform in the last 30 days (Facebook, 2018). Facebook continues to report a 10% 

year on year growth in the total number of active users (Facebook, 2018). This 

growth has not only connected many individuals with each other but also permitted 

many capabilities proposing to improve society at large. These capabilities include, 

amongst others, finding long lost family members given up at birth (Samuels, 2018) 

and tracking natural disasters (Chun et al., 2014). 

The growth in the number of online identities on SMPs and the resulting voluminous 

data has however made it very difficult, if not impossible, to know who to trust on 

SMPs (Warner-Søderholm et al., 2018). Furthermore, humans are gullible and do 

not, for example, have the ability to discern truth from lies (Sandy et al., 2017). 

Twitter’s loss in revenue (Kastrenakes, 2018) prior to 2018 has, for example, been 

attributed to the abusive behaviour amongst its online users (Jhaver et al., 2018). 

Lately, Facebook has been scrutinised for similar deceitful activities. Consider for 

example the online activities in February 2018 where 13 Russians were charged by 

the United States Justice Department for subverting the 2016 political campaign 

(Apuzzo and LaFraniere, 2018). They created social media accounts as if they were 

American citizens with the assumed intention to create discord in the democracy 

system through the content they posted. In another example from 2017, women were 

groomed via Facebook, and then raped and killed (de Villiers, 2017) in South Africa. 

The victims were lured through a fake profile and killed by the very same person 

they trusted. Within the cyber-security world, these types of activities are commonly 

known as impersonation or identity deception (Donath, 1999).  

This paper focuses on countering the act of identity deception as executed by 

humans. The fact that non-human online identities, also known as bots, can deceive 

will be out of scope for this research. It is also acknowledged that humans can lie to 

protect themselves without malicious intent. The focus of this research will be on 

malicious humans only. For this paper in particular, an attempt is made to determine 

requirements for a model suitable for identity deception detection as well as 

attributes of online identities on SMPs that have the potential to assist in the 

automatic detection of identity deception. The contributions of the research results 

reported on in this paper are summarized as follows: 

 To identify the attributes freely available on SMPs that can play a role in

detecting identity deception through a literature review.

 To define the requirements for approaching online identity deception.

 To show how these requirements could potentially be implemented through

an experimental supervised machine learning prototype.

2



Section 2 of this paper identifies existing identity related attributes found on SMPs. 

The section furthermore discusses how these attributes have been applied in related 

work on identity deception detection. This discussion leads into a definition for the 

requirements, such as to use content from humans only, expected of a prototype 

aiming to assist in the automatic detection of identity deception on SMPs by humans 

in section 3. Section 4 shows how these requirements could potentially be 

implemented through a high-level design of a prototype. Sections 5 discusses the 

experiment and section 6 gives further insight into the results of the IDD 

experimental prototype. Section 7 concludes and poses further considerations to 

implement the requirements expected of a model that detects identity deception by 

humans.   

2. Background and related work

Many examples of cyber threats that have materialised in real-life incidents can be 

found on SMPs. A literature study, as illustrated in Table 1, revealed threats like 

identity theft, trolling, flaming, identity deception, cyber stalking, cyber bullying, 

grooming, and phishing. Take for example the case where a 23-year-old British 

woman was jailed for grooming a 13-year-old boy via Facebook and later physically 

abusing the boy (Association, 2017). In another example, two teenagers were 

arrested for the cyber bullying of another teenager which potentially resulted in her 

death (Dearen, 2018). These examples illustrate that cyber threats delivered through 

SMPs can target humans in particular, whereas in the past, cyber threats were more 

likely to be directed at hardware devices and infrastructure (Chandramouli, 2011). 

Those past attacks required great skill from malicious individuals, whereas cyber 

criminals now use SMPs to exploit the vulnerabilities of the typical user. For 

example, it is nowadays possible to bully another individual anonymously and at 

very low risk to the attacker (Peddinti et al., 2017). 

In these cases of deception, the attackers lie by changing various of their social 

media account attributes that defines their identities to hide who they are. When 

looking at how to assist in the automated detection of identity deception on SMPs, it 

is important to understand not only which attributes exist, but also which attributes 

can potentially contain false information and therefore have a bigger impact on 

identity deception. SMP data are mostly known for the content added by its users.  

Besides posting content, information about the user’s relationships, behaviour, 

account and profile can be found on SMPs as illustrated in Table 2. SMP users are 

required to open an account with the SMP before they can start posting content 

(Facebook, 2017). During this registration process they are requested to give 

information like their name (Facebook, 2017), location (Twitter, 2018), and even 

birth date in some cases (LinkedIn, 2017). This additional data is also generally 

referred to as metadata or attributes (Sloan et al., 2015). These attributes not only 

identify the user but also serves to distinguish them from another user. Take Twitter 

for example. In Twitter, the name of the user and the location are examples of 

attributes describing the user. It is noticeable that the same attributes are found across 

the different SMPs. This indicates that a proposal towards detecting identity 

deception could somehow also apply to other SMPs. 
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Cyber threats
(Jakobsson,

2018)
(Gharibi and
shaabi, 2012)

(Perez,
2011)

(Willard,
2007)

(Fire et al.,
2014a)

(Kirichenko
et al., 2017)

(Patel
et al., 2017)

(Trivedi
et al., 2016)

(Pradhan
et al., 2016)

(Broome
et al., 2018)

(Acar,
2016)

x x x x x
x

x
x x x

x x x x x
x x x x

x x x x

Identity theft Trolling 
(defamation) Flaming 
(a short-lived 
argument)
Identity deception 
Cyber stalking Cyber 
bullying Grooming 
(extremism, 
paedophilia, etc.) 
Phishing x x x x x x

Table 1 : Cyber threats found on SMPs against humans

4



Past related work proposed various identity attributes, and also combined some 

identity attributes to engineer new features to detect identity deception (Van Der 

Walt and Eloff, 2018a). Feature engineering is the process of using domain 

knowledge to construct new pieces of information (Domingos, 2012). These features 

can be constructed from the content, also known as linguistic features (Scott and 

Matwin, 1999).  In this case, the attributes available in SMPs are used to create new 

information about the identity of a user. Lee et al. (Lee et al., 2010), Ribeiro et al. 

(Ribeiro et al., 2018), and Thomas et al. (Thomas et al., 2013) used linguistic 

features extracted from various SMPs to detect identity deception. Examples of such 

linguistic features are: the collection of specific words (Ribeiro et al., 2018), 

repetitions of content (Lee et al., 2010), and sharing the same naming structure. 

Chiang and Grant (Chiang and Grant, 2018) extracted the intent from a sentence. 

They then used the sequence of intents, for example a greeting following by a 

question, to find users with multiple online deceptive profiles. Similarly, Halawi et 

al. (Halawi et al., 2018) used ontologies to find similar online profiles. An ontology 

can be used to group conversations about similar topics. Non-verbal attributes like 

the date the account was opened (Tsikerdekis, 2017), the type of SMP (Thomas et 

al., 2013), and profile update time (Gurajala et al., 2016) were useful where the 

information provided for an account is scarce. Network features, like accounts in the 

same domain (Thomas et al., 2013), friends (Gurajala et al., 2016), and followers 

(Gurajala et al., 2016) were used to detect deception. Lastly, identity attributes like 

gender (Hancock and Toma, 2009), location (Alowibdi et al., 2015), profile image 

(Hancock and Toma, 2009), age (Tuna et al., 2016), profession (Tuna et al., 2016), 

name (Peddinti et al., 2017), and email (Xiao et al., 2015) were proposed indicators 

towards detecting identity deception. Many of the attributes used to detect identity 

deception, required additional processing to extract knowledge about the identity of a 

user. For example, the content had to be parsed for specific words to determine 

sentiment (Ribeiro et al., 2018) and each profile image was manually labelled to 

determine if that user was an adult or not (Tuna et al., 2016). This additional work 

required, adds overhead to a model proposing to assist in the automated detection of 

human identity deception on SMPs.   
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Cresci et al. (Cresci et al., 2015) and Varol et al. (Varol et al., 2017) used a 

combination of attributes and features in their research with the aim of reducing the 

overhead required to develop an identity deception detection model. They showed 

that the identity and non-verbal attributes were not only easy to mine, but also just as 

accurate at detecting identity deception for bots, compared to using network, 

linguistics, or other content related features. Even though Cresci et al. (Cresci et al., 

2015) and Varol et. al (Varol et al., 2017) focussed on detecting deceptive non-

human accounts on SMPs, these same SMP attributes apply to humans. For this 

reason, the authors propose to use the identity and non-verbal attributes on SMPs in 

an experiment to not only assist in the automated detection of human identity 

deception, but also to understand which attributes are more indicative of such 

deceptiveness.  

Different approaches were also found to be used in the detection of identity 

deception on SMPs. Concepción-Sánchez et al. (Concepción-Sánchez et al., 2018) 

proposes fuzzy logic to identify identity deception on SMPs from the content posted 

by users. Krishnamurthy et al.(Krishnamurthy et al., 2018) followed a deep learning 

approach which combined audio, video, text and facial micro expressions. These 

studies both however did not use the attributes of an account but rather its content 

which could be costly to construe. Cresci et al. (Cresci et al., 2015), on the other 

hand, proposed machine learning algorithms like decision tree, random forest, 

support vector machines (SVMs), adaptive boosting, k-nearest neighbours and 

logistic regression for their research experiments. Gupta et al. (Gupta et al., 2013) in 

turn suggested Naïve Bayes and decision trees to detect bots successfully. Xiao et al. 

(Xiao et al., 2015) proposed logistic regression, random forests, and SVMs to detect 

deceptive accounts. Although this research focussed on detecting bots, they achieved 

success with detecting deceptive identities using the attributes freely available on 

SMPs alone. Supervised machine learning also requires a labelled dataset (Galán-

GarcÍa et al., 2016), which was available for the research at hand. For these reasons, 

this paper will use supervised machine learning as a method to develop a model that 

can assist to detect identity deception by humans on SMPs. 

3. Establishing the requirements

The following are the requirements for discovering machine learning models for 

automated identity deception detection. These requirements are based on the 

literature discussed in the previous section as well as the research results presented in 

this paper:  

 Use a big dataset that consists of a large volume of identity related

heterogeneous data (Van der Walt and Eloff, 2015) - SMPs, being a big data

platform, are a good source of such data. Other examples of sources of such

datasets could be police records (Wang et al., 2004) or known chat logs

(Ebrahimi et al., 2016).

 Use attributes freely available on an SMP (Twitter, 2018) (Facebook, 2017)

(LinkedIn, 2017) – To support automated identity deception detection, the

attributes should be readily available for easy and fast identification. In some
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of these cases time is of the essence and could prevent further or more severe 

actions of the deceptive human (Dearen, 2018). 

 Ignore non-human accounts in the SMP data (Cresci et al., 2015) – The

researchers believe that the detection of bots should be handled separately from

the detection of humans lying about their identity as they have different goals

(Van der Walt and Eloff, 2018b).

 Ignore content posted by users on an SMP (Varol et al., 2017) (Cresci et al.,

2015) – It has been showed by related research that identity deception can be

detected just as accurately without the additional overhead required to process

and extract features from the content posted by users.

 The attributes used for the model, should describe the identity of the user

(Meligy et al., 2017) – By using attributes that describe an identity, the risk of

drawing conclusions from attributes unrelated to identity deception will be

minimized. This is also known as the risk that exists in inferring that

correlation implies causation (Domingos, 2012).

 The data should contain both examples of deceptive and trustworthy people

(Kuhn  et al., 2016) - Supervised machine learning requires a labelled dataset.

 Develop a machine learning model (Cresci et al., 2015) – When dealing with a

labelled dataset, supervised machine learning has been shown as a method to

detect identity deception (van der Walt and Eloff, 2017).

 Compare the results from various machine learning models (Varol et al., 2017) –

The results should be reproducible to deduce its relevance in aiding in the

detection of human identity deception.

 Automate the detection due to SMPs’ big data nature (Chaffey, 2018) – To assist

in the automated detection of identity deception and dealing with the

voluminous datasets, automation is required.

The next section provides a high-level design for the prototype. 

4. High-level design of a prototype for the automated assistance

of identity deception detection on SMPs

The proposed prototype aims to validate initial ideas (Drasch et al., 2015), implement 

requirements, allow for experimentation (Fallman, 2003), and furthers collaboration 

with the industry and/or fellow academics (Gundecha and Liu, 2012, Fallman, 2003).  

There are three components of the prototype namely: feature extraction, model 

construction, and results, as proposed by the work of Bhat et al. (Bhat et al., 2018) to 

resolve a user’s online identity: 

 Feature extraction – For the prototype, freely available SMP attributes are

available for feature extraction. The attributes should describe the identity of the

user and not include any content they posted. The data should also contain

examples of both deceptive and trustworthy accounts. To adhere to these

requirements, this component retrieves the data from Twitter, cleans the data

from any non-human accounts, labels the data for supervised machine learning,

and finally prepares the data for supervised machine learning.
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 Model construction – Supervised machine learning is required to construct and

evaluate models assisting in the detection of human identity deception on SMPs.

This component allows for experimentation by using the prepared data to train

various supervised machine learning algorithms using different parameters, such

as resampling (Domingos, 2012), and hyperparameters (Dickerson et al., 2014).

 Results – Due to the nature of the data, more specifically its volume and

heterogeneity, the process if identity deception detection should be automated.

This component allows for unassisted identity deception detection and uses the

most accurate machine learning model discovered during experimentation. The

results will highlight those individuals most likely being deceptive and

warranting further in-depth investigation.

For this research, the proposed prototype was built using infrastructure provided by 

the Future SOC Lab in Potsdam, Germany (FSOC, 2018). The Twitter data was 

mined using Apache Flume (Apache, 2018), HDFS (Apache Software Foundation, 

2014), and finally stored in a SAP HANA (SAP, 2017) in-memory database 

consisting of 2TB of RAM and 8TB of storage. Machine learning models were built 

using the Caret package in R (Kuhn  et al., 2016). The prototype components, their 

functions, and how each component addresses the requirements expected of a 

prototype assisting in the automated detection of human identity deception on SMPs 

are illustrated in Figure 1. The next section shows some results delivered by the 

running prototype.  

Figure 1: The components of the proposed prototype 

8



5. Experimental results

Identity attributes from Twitter accounts were mined, using a Java API (Yamamoto, 

2018) together with Apache Flume (Apache, 2018) during 2016. Apache Flume was 

able to import volumes of data whilst ignoring non-English-speaking accounts. A 

total of 606 914 240 tweets were gathered for this research from Twitter. This 

equates to 200GB of data consisting out of the account profiles of 223 796 Twitter 

users. 53 091 of the Twitter accounts were discarded at this point, using rules from 

the research of Cresci et al. (Cresci et al., 2015) that identifies non-human or bot 

accounts. The contents of the tweets were ignored as the prototype requires only 

those attributes describing the identity of the user. An additional 15 000 deceptive 

human accounts were generated using two random human data generator APIs 

(Armstrong and Hunt, 2017) (Keen, 2017). These fabricated examples of deceptive 

accounts each had one or more identity attributes not representative of the truth. For 

example, the location would be a place different from their indicated GPS location. 

The Pearson’s chi-square test of independence (Kothari, 2004) proofed that the 

fabricated examples were representative of the population. It is expected that the 

original gathered corpus also includes deceptive accounts. However, deceptive 

accounts are in the minority and should therefore not have an effect on the results 

(Halevy et al., 2014). 

The experiment used the aforementioned prepared identity data. The results from this 

experiment, using supervised machine learning and 10-fold cross validation (Peddinti 

et al., 2017) (Fire et al., 2014b), is shown in Table 3. Given ROC-AUC, which 

measures the Receiver-Operator Area Under the Curve performance of a machine 

learning model (Davis and Goadrich, 2006), it is shown that at best, the random 

forest and nnet (neural net) algorithms detected identity deception by humans with a 

score of 75.5% and 73.4% (100% being the best, 0 being the worst) respectively. 

Figure 2 displays the corresponding true positive rate (detecting the deception 

correctly) vs the false positive rate (indicating a non-deceptive account as deceptive). 
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Figure 2 : Experimental results (ROC curve) 

The experimental results are discussed in more detail next.  

6. Discussion of results

For this paper, the Accuracy, F1-score, and ROC-AUC (area under the receiver 

operator curve) was considered to assist in the evaluation of the models. The F1-

score and AUC metrics are often used in research detecting spam and bot accounts to 

determine the effectiveness of the machine learning models (Ferrara et al., 2016) 

(Fire et al., 2014b) (Xiao et al., 2015). Although 10-fold cross validation was used to 

train the models, it is known that the F1-score suffers (Menardi and Torelli, 2014) 

(Jeni et al., 2013) in skewed distributions. More recently the PR-AUC (Precision-

Recall Curve) has been recommended as an alternative to ROC-AUC (Saito and 

Rehmsmeier, 2017) (Davis and Goadrich, 2006).  

The following recommendations are proposed to address the potential misleading 

model performances and to further verify the results from the prototype: 

 Ensure that the labelled dataset is equally distributed. Techniques like over- and

under-sampling can be used (Dal Pozzolo et al., 2013). 

 Additional metrics can be used to measure the success of the models. These

metrics can include, amongst others, Kappa (Powers, 2011) and PR-AUC (Saito 

and Rehmsmeier, 2017). 
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 Experiment with additional features to increase the accuracy of the prototype. For 

example, by combining SMP attributes like whether the gender on the profile 

image matches the gender of the SMP user, further lies can potentially be 

identified. These attributes should still be freely available on SMPs. 

 Improve the completeness of attributes on SMPs as many identity attributes were 

found to be incomplete i.e. not completed by the users at the time of creating the 

user account. If some of these attributes, like location and profile image were 

made compulsory by the SMP provider, identity deception detection accuracy 

could potentially increase. 

 Additional validation could be performed by SMPs upon user registration to 

ensure the veracity of SMP attributes. By, for example, getting someone else to 

validate that the profile image is representative of that user, could prevent 

potential identity deception.  

7. Conclusion and future work 

Requirements that can be useful for the discovery of identity deception detection  

models are described in this paper. The paper shows that there are multiple attributes, 

or metadata entities, currently available on SMPs, that could be employed to detect 

identity deception by humans. It is also shown that data belonging to these attributes 

could be easily gathered enabling automated human identity deception detection. An 

experimental prototype shows how supervised machine learning models can be 

discovered that best assist in the task of automatically detecting identity deception. 

Future work will focus on increasing the accuracy of the machine learning models. 

One way of achieving this will be to introduce engineered features such as “age-

determined-from-profile-image”.  
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