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Abstract—This paper investigates highly efficient network restoration models for wireless sensor networks (WSNs) to be deployed for next-generation (xG) applications. The developed network restoration models are designed with two main goals in mind. The first goal is to optimise network resource utilisation, the second is to protect the network against failures. In realising the goal of optimising resource usage, a peculiar feature of WSNs is exploited, namely, their ability to remain in active service even when one or more of their active elements (sensor nodes and/or connecting links) fail. To achieve the second goal of network protection, we leverage the advantage of p-cycle-based restoration solutions - the fact that they can provide ring-like recovery speeds with mesh-like capacity efficiencies - in developing optimal p-cycle restoration models that provide sufficient protection for the network against both link and node failures. In the restoration models developed, we employ a selection process that jointly considers the shortest lengths, best topologies and capacity requirements of the available p-cycles in achieving new capacity-optimal p-cycle-based restoration solutions for the network. Comparative results obtained show that our developed selection-based capacity-efficient p-cycle restoration solutions for WSNs outperform other similar approaches for both network realisation and protection, making them particularly ideal for xG applications.
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I. INTRODUCTION

The wireless sensor network (WSN) is a well-established and frequently researched wireless communications paradigm. To date, WSNs have been one of the most successfully deployed and significantly effective wireless communications concepts. As a basic description of WSNs, sensing devices (or sensors) are attached to objects and deployed within a geographical area to sense certain localised conditions and to send in timely reports. In the distributed topologies of WSNs, reports of sensed local conditions are sent from sensor to sensor(s) in the network, while in the centralised topologies, reports are sent from each sensor to a centrally located controlling unit. In both cases, the reports are used to make important network decisions, which can help the network in taking swift action(s) for the overall operation and sustenance of the communication system for which the WSNs have been deployed [1], [2]. Although WSNs are no longer a new technology, their relevance continues to grow exponentially with the advent of new and/or improved technologies that require sensing, observation and feedback in carrying out their operations. In today’s field of wireless communications, WSNs have become one of the most important technologies in driving next-generation (xG) wireless communications possibilities.

In recent times, there has been significant progress in the development of new and modern WSNs prototypes. However, there are still limitations of size, quality, durability, etc. of the sensor nodes (SNs) being developed and deployed for WSNs. Most SNs are still battery-powered, hence they have a limited lifetime. Again, probably because of their size, the processing capacities and memory spaces of most SNs are still very low, limiting their resource capability. These and other limitations of SNs and WSNs mean that failures in the deployment and applications of WSNs are still a possibility. Failures can affect the performance and reliability of WSNs negatively if they are not properly managed [3]. The effects of failures in WSNs applications are exacerbated for xG technologies where the desired level of latency, throughput, reliability etc. are highly critical. For instance, failure of SNs in WSNs can result in the loss of the network’s shortest path for transmission. This can elongate the transmission’s path, which could then result in an increase in the transmission delay or in the overall energy consumption of the network [4]. Hence, if not adequately addressed, failures can have catastrophic effects on WSNs, especially when such WSNs are to be employed or deployed for xG applications.

To address the potential damage of network failures in WSNs employed for xG applications, developing network restoration models that provide adequate backup and/or recovery for such networks in the event of a failure is imperative [5]. A good network restoration model, when incorporated into the WSNs designed for xG applications, can help in ensuring that communication is not severely disrupted as a result of the occurrence of a failure, because alternative transmission routes are almost instantaneously provided to continue network operation while the failed elements are being repaired or replaced [6], [7]. Usually, the alternative routes are either quickly computed at the point of failure (reactive restoration) or they could have been pre-planned in the network design (proactive restoration) [8]. The important point is that the network restoration designs to be employed must be such that they are both time and resource efficient, and that they are capable of actively providing the needed backup for the
In this paper, we address the problem of network failures in WSNs for xG applications by developing appropriate and highly efficient network restoration solutions against both link and node failures. The network restoration models investigated leveraged an important advantage that WSNs have over most other types of wireless communication, namely, their ability to remain fully active even when one or more of their network elements fail at any given time. Exploiting this possibility, the WSNs are designed to keep some of their SNs inactive methodically for some intermediate periods of time. This makes it possible for the overall network resource usage to be fully optimised, while at the same time providing sufficient protection and/or recovery for the network when failures occur. Results are obtained to show improvement in the performance of the WSNs for xG applications when appropriate network restoration strategies are inculcated. The improvements achieved are very significant in helping xG networks achieve their much-acclaimed promises of providing reliable, secure and timeous autonomous wireless communication services in the near future. The contributions of the paper are summarised as:

- developing an appropriate WSNs model that is designed particularly for xG applications. The model considers and incorporates the peculiar properties of xG communication technologies in its WSNs design;
- investigating a capacity-efficient network restoration model that addresses link failures in the WSNs model designed for xG applications. The restoration model achieves optimal capacity efficiency by selecting only the best protection paths among all the possible and/or available paths for each link in the network;
- developing and analysing a new, capacity-efficient network restoration model that addresses node failures in the WSNs model designed for xG applications. The new restoration model jointly combines the ideas of shortest path lengths, the best topologies and the most capacity-efficient designs in selecting the best protection paths for the network.

The remainder of this paper is organised as follows: Section 2 provides a review of relevant literature on failures and network restoration in WSNs for xG applications, Section 3 presents the basic ideas in our network restoration models for WSNs xG applications, Section 4 provides the analysis of the developed network restoration models, Section 5 discusses the results obtained and Section 6 gives the concluding remarks.

II. REVIEW OF RELATED LITERATURE

In this section, we explore the important aspect of network failures and the restoration/protection of networks against failures in wireless communications. Particularly, we examine current/ongoing efforts that are being developed in the research space to ensure that communication networks are protected against failures through current network restoration ideas and solutions.

A communication failure can be defined as a forced, temporary modification of a network, typically as a result of a disruption to actual design of flow or traffic, which usually results in a decrease in the capacity of affected links and/or nodes in the network, sometimes decreasing their capacity completely to zero [10]. Failures can generally be classified into two types - link failures and node failures. In wireless communication, a link failure is deemed to have occurred when the connection between two nodes in the network (or a node and the central control unit for the network) fails [11]. Solving a link failure problem is usually achieved by redirecting and/or redistributing the traffic of the failed link to some neighbouring functional links that have sufficient capacity to carry the additional traffic from the failed link. On the other hand, a node failure is said to have occurred when one or more nodes (switches, routers, control hub, etc.) fail [12].

As a general observation, there seem to have been a lot more work on protection and/or restoration of communication networks from link failures than from node failures. This may be due to a number of reasons. One such reason is the understanding that solving node failure problems is much more demanding and usually requires more resources than solving link failure problems. Another possible reason is the misconception that since link failures occur more frequently, they are of more importance than node failures. However, in modern wireless communication designs (such as new-generation WSNs), node failures may occur equally frequently as link failures. Node failures are therefore of equal significance, if not even more, than link failures. Besides, newly-evolving xG applications of wireless communication simultaneously combines the use of various technologies such as the internet-of-things (IoT), fifth-generation, cloud computing and heterogeneous networks technologies. A very good example of the application of such combined technologies is vehicle-to-vehicle communication. In such xG applications, the requirements of very high accuracy, low latency and undisrupted service provisioning demand that the occurrence of any and all types of failures (link or node) is equally undesirable and must be kept at the barest minimum, if not completely eliminated. Furthermore, these xG demands require that all failures (whether link or node) must be quick to detect, while complete network restoration must be achievable in very short time frames if/when such failures occur. In the remaining part of this section, we review recent works on failure detection and possible network restoration solutions, particularly the ones that have some relevance to our discourse on WSNs for xG communications.

In both [13] and [14], the authors established that node failures in WSNs can result in multiple nodes being disconnected from the network and can potentially cause the network to separate into segments. The authors promulgated that to avoid such problem, faulty SNs must be detected quickly during normal operations of WSNs so as to ensure the preservation of the network’s quality of service, and to avoid further degradation in network operations. The authors in [13] presented two low-cost fault detection approaches, which they claimed can work independently without creating any hindrance to actual data packet routing in the WSNs operations. The main idea in the algorithms developed was to use an agent to carry out the detection. The agent created a query path that led to dead or
faulty nodes, while also providing feedback on the status of each node. The feedback received from the nodes revealed their health status, and further decisions could then be made by the network based on the reported health status received via the query path. The authors in [14] developed a bi-connected inter-partition topology which minimised the maximum path length between pairs of partitions, and then deployed the least count of relay nodes in achieving full recovery of the network.

A failure detection model for identifying permanent and intermittent faults in WSNs was developed in [15]. In the model, a node was declared faulty if it did not broadcast its own sensed reading so that other neighbouring nodes could receive it within a given time. Furthermore, a node was still to be declared faulty even though it broadcasts its readings if such readings were deemed to be incorrect. This was achieved by comparing each node’s readings with those from a set of other neighbouring nodes. The authors used multi-objective particle swarm optimisation to simultaneously minimise detection latency and energy overhead, while a fuzzy-based mechanism was also used to determine the best compromised solution on the optimal Pareto front. The authors claimed that their model achieved failure detection with high accuracy within a short time with as few message exchanges as possible and a minimal energy overhead. Particle swarm optimisation based on random weight was also employed in [16] to address the performance degradation problem caused by node failures in photovoltaic monitoring network.

Authors in [17] proposed an energy-efficient failure recovery scheme for WSNs. The model used a coverage preserving failure recovery mechanism to achieve energy-efficient network restoration when a failure occurred. The authors argued that the proposed scheme was able to diagnose failures with a very low false alarm rate and was able to recover failures by maintaining coverage above a given acceptable threshold value. Similarly, the authors in [3] developed a failure recovery model for WSNs based on grade diffusion. The model used the saved shortest path approach to determine the best recovery path with minimal energy consumption for WSNs. The grade diffusion method kept the sensors working for the longest period possible, thus increasing the lifetime of the network. The authors argued that the grade diffusion, enhanced by the shortest path approach, which used routing tables with saved shortest paths, was able to identify faulty nodes quickly and to recover the network in good time. Genetic algorithm was employed by the authors in [18] for achieving effective network restoration against failures.

In [19], the authors proposed a recovery method to deal with the failure of an articulation node (a node whose failure can lead to the network being broken into different segments, isolated from one another) in a multi-channel WSNs scenario. The problem was formulated as a multi-objective optimisation problem. In the centralised solution approach developed, the sink carried out the entire recovery procedure from failure detection to the reallocation of channels after the connectivity had been restored. The recovery solution developed used graph theory heuristics, such as graph colouring and Steiner points, to rearrange the nodes around the failed node, recover the network from network partitioning and to restore network connectivity. In [20], the articulate nodes were referred to as actors. A proactive-reactive hybrid restoration model was proposed to protect such nodes. A backup node was pre-assigned to each actor among its one-hop neighbours. If the actor failed, the backup node, in a reactive manner, moved quickly to the best position to restore the connectivity of the failed node’s neighbours, which triggered a local recovery process at the backup node. The process was repeated until network connectivity was restored.

In the failure detection and/or network restoration solution models for WSNs developed in the works reviewed above, we note that the peculiarities of xG communications were not adequately considered were consequently not sufficiently designed for xG applications. Furthermore, the restoration strategies developed and/or employed in these works may not be able to provide sufficient protection and/or backup for the high-demand, low-latency expectations of xG networks. To bridge this research gap, therefore, in this paper, we develop network restoration models for WSNs that are designed particularly for xG applications. The models leveraged the peculiarities of WSNs and the understanding of the demands and expectations of xG networks in designing network restoration strategies that optimise resource usage and provide adequate protection for the network, thus helping to achieve the expectations and promises xG communications.

III. NETWORK MODEL

The developed network model shown in Fig. 1 is a general WSN model that is adaptable to, and applicable to, most xG communication networks such as the IoT, advanced WSNs, cognitive radio networks and so on. In this paper, to make the model practical, the WSNs model is particularly adapted for the IoT application. However, the model can be adapted for other xG networks as well. In the IoT network set-up, the SNs represent the objects in the network. This is a realistic
consideration, since each object employs one or more sensors in communicating with other neighbouring objects. Each SN can transmit over multiple channels within a sufficiently large communication area. The communication model assumed for the IoT network is the device-to-device communication model. With this communication model, two or more devices can directly connect and communicate with one another without the need of an intermediary. The IP-based protocols are used to establish connection among devices and to minimise messaging cost for the IoT application. In IoT networks, as in most other xG technologies, traffic loads are heterogeneous and wireless link conditions can fluctuate. Therefore, in the xG model developed and studied, autonomous network services provided by the network are achieved by transmitting data via the SNs in a distributed manner. The distributed network topology is adopted for most xG networks, particularly for IoT applications, because of its advantages over centralised network topology. The advantages of distributed topology over centralised topology are threefold: cost-effectiveness, the possibility of keeping multiple components for each function in order to achieve quick recovery from failures and finally, the possibility of sharing the entire workload over multiple components, thereby improving the scalability of the network [21]. These advantages make a distributed network the better topology for most xG applications, particularly IoT networking.

The two main design goals for the WSNs for xG applications investigated in this paper are optimising overall network resource usage and providing sufficient restoration and/or recovery for the network in the event of failure of one or more SNs or their connecting links. Next, we present the description of how the network is designed in order to achieve these two goals.

A. Resource Optimisation Design

To achieve the goal of resource optimisation, we devise a network strategy that is most effective in conserving network resource usage for the WSNs designed for xG applications. The strategy is that, at every given time in the overall network lifetime, only an appropriate number of SNs that are required for data transmission and network restoration are engaged and/or activated. This implies that only the SNs that are needed for both data transmission and network recovery/backup are set in an active state, while the other SNs that are not used for either data transmission or backup remain inactive during that period, thus conserving their limited resources. Then, at other times, some or all of the formerly inactive SNs become active for transmission and backup, allowing the initially active SNs to go into the inactive state to conserve their own resources as well. The network is then designed in such a way that the ‘active’ and ‘inactive’ timing for different SNs are flexible and can overlap. Hence, if/when the need arises (for instance, in cases of emergency or unexpected high/low traffic demand), the SNs are swiftly informed to change their status from either active to inactive or vice versa. The implication of this is that, through proper design of the network, each SN can help the network achieve constant, continuous data transmission, as well as protecting the network against failure, while optimising its resource usage.

Two critical conditions are necessary for these WSNs resource optimisation design strategy to work efficiently for xG communication, such as the IoT. The first condition is the right decision on the selection of the active SNs necessary for data transfer and network protection at any given time. The other condition is the proper decision on the time appropriation within each time frame for which selected SNs are to remain active before going into the inactive state (conversely, this also defines the time appropriation for which the inactive SNs would remain in their inactive state within the time frame). The optimal decisions on the above-mentioned conditions can be investigated by the use of network scheduling or queueing theory. The solutions must take several factors of the network into consideration, such as the network demand, network policy, etc. With this arrangement, the first goal (that is, optimising resource usage in the WSNs for xG communication) is successfully achieved. Further discussions on the use of scheduling or queueing theory in achieving this goal are not conducted in this paper. Rather, more work is dedicated to achieving the second goal of providing network restoration solutions for the developed WSNs to be employed for xG communication.

B. Network Restoration Design

Once the goal of optimising network resource usage has been achieved, the other goal of providing adequate restoration for the network to mitigate the effects of either link or node failures has to be realised as well. To accomplish this second goal, appropriate network restoration models have to be investigated and incorporated in the network design. In the remaining parts of this section, we investigate an appropriate network restoration solution that can achieve optimal capacity efficiencies in the WSNs employed for xG applications.

1) p-Cycle-based Restoration: The network restoration strategy being deployed to achieve optimal network restoration for the WSNs designed for xG communications is the pre-planned or pre-configured cycle (referred to as the p-cycle) restoration strategy. The p-cycle-based restoration strategy is a well-developed restoration strategy for providing protection against network failures. A p-cycle is defined as a pre-configured cycle formed out of the spare capacities of links in a network. Notably, there is already a sizeable amount of literature that has discussed and employed p-cycles as the method for achieving network protection and/or restoration, especially for transport networks.

2) Approaches and Advantages of p-Cycle-based Restoration: The decision to employ p-cycle protection as the preferred network restoration strategy for the WSNs designed for xG applications is based on its advantages over most other network restoration strategies that have been developed and/or are currently employed to recover and protect networks against failures. The authors in [22] have already documented a detailed review of the characteristics, approaches and potential benefits of p-cycles over most other types of protection mechanisms for communication networks. In summary, the
p-cycle design methods or approaches can be centralised or distributed, while p-cycles can be used to protect nodes, paths and segments of a network. More so, the major benefit of p-cycle restoration over other types of restoration schemes is the fact that p-cycles make it possible to achieve recovery from failures at speeds that are comparable to ring-based protection, while ensuring that the capacity efficiencies are as good as in mesh-based protection [22], [23]. Arguably, this makes p-cycles the ideal restoration mechanism for xG networks.

In their designs, p-cycle-based restorations are able to achieve near-perfect network protection by pre-connecting the spare capacities of the network to form a ring-like structure. As a result, in the event of a failure, only two switching actions (as in rings) at the end nodes of the failed link are needed to switch the traffic to the restoration route provided by the p-cycles [22]. Another important advantage of p-cycles that makes them particularly ideal for protecting WSNs designed for xG applications is that, in the network they protect, p-cycles have the capacity not only to protect spanning (or on-cycle) links, but also their straddling links. The final benefit of p-cycles is that since they are constructed on virtual and not real paths, they do not consume any capacity during normal operation of the network they are protecting. It is only when the p-cycles are actively employed in protection and restoration of the network that they use up any capacity at all.

3) Added Benefits of the Proposed p-Cycle Approach: As promising and beneficial as p-cycle-based restoration solutions are, there are some challenges that have to be overcome if they are to be the ideal restoration strategy in the WSNs designed for xG applications. Two main challenges of p-cycles are the most critical when considering them for providing restoration in the WSNs designed for xG applications. Two main challenges of p-cycles have been identified: first, the observable fact that p-cycles tend to provide restoration routes with many hops, which may then result in less-than-optimal backup paths for the network, and secondly, the fact that p-cycles are mostly designed to provide protection against link failures only, whereas both link and node failures are of great relevance in WSNs. These two concerns must be properly addressed in the p-cycle design for restoring WSNs being employed for xG communication. Addressing the two problems will provide capacity-efficient, optimal p-cycle-based protection against link and node failures in the WSNs designed for xG applications. In the next section, we develop and analyse solution approaches for addressing these two concerns and discuss them in greater detail.

In concluding this section, it is important to note that in our design of p-cycle-based network restoration solutions for the WSNs employed for xG applications, we have assumed that the WSNs being considered are planar networks or that, at the least, they can be easily converted to planar networks. This is important, because it is only in planar networks that all possible candidate p-cycles can be obtained, and from which the ‘best’ ones can be selected. Well-established methods are already developed in the literature for obtaining the set of all possible p-cycles available in planar networks. Therefore, by simply employing one of those established methods, all possible p-cycles for the WSNs being considered can be determined.

IV. Network Analysis

In the developed WSNs designed for xG applications, we represent the set of available nodes (that is, all the SNs) in the network by $N$ and represent the set of connecting links by $L$. Simply, the link $ij$ connects the two SNs $i$ and $j$. The working capacity on link $ij$ is represented as $w_{ij}$, its spare capacity is represented as $s_{ij}$ and its total capacity is represented as $t_{ij}$, $(\forall ij \in L)$. It is assumed that within each short time frame, the network conditions are stationary, therefore, the capacities for each time frame and total traffic do not change with time. The network contains a set of source nodes $N_s$ and destination nodes $N_d$ ($N_s, N_d \in N$), which make up the end-nodes. Let $r_{sd}$ be the traffic demand from the node $s \in N_s$ to node $d \in N_d$. The paths that are originally assigned to transmit traffic from $s$ to $d$ are referred to as the working paths (WPs). The paths that are assigned to protect or restore traffic from $s$ to $d$ in case of a failure along its WPs are referred to as the restoration paths (RPs) for the network. The total traffic flow on any link $ij$ is the sum of all the traffic flows between the source and destination nodes that passes through that link and is represented by $f_{ij}$ ($f_{ij} \leq t_{ij}$). In the subsequent subsections, we present and analyse the techniques for achieving optimal protection (restoration) for the network against both link and node failures using the p-cycle-based restoration strategy.

A. Link Failure Restoration in the WSNs designed for xG Applications

Fig. 2. shows an example of a p-cycle employed to protect a network from link failure. The goal is to investigate a p-cycle-based restoration that overcomes the multi-hop challenge, thereby providing optimal restoration for the network against link failures. To achieve this goal, we explore the concept of selecting the ideal candidate p-cycles from all the available p-cycles for the network. The selected p-cycles are such that they achieve complete network restoration at optimal cost in...
the WSNs designed for xG communications. This concept of selecting some candidate p-cycles from among all available p-cycles for network restoration evolves from a previous work of one of the authors of this paper [24]. The main ideas in this concept are presented as follows:

The optimal set of p-cycles to be selected are the p-cycles that minimise the costs associated with selecting them. This is subject to the constraint that the traffic flow that can be restored over a given link cannot be greater than the maximum available spare capacity on that link.

Let:

\[ P \]
be the set of all possible p-cycles from which the RPs can be selected; \( P(ij) \) is the set of distinct cycles selected for restoring link \( ij \).

\[ c_p \]
be the cost associated with selecting p-cycle \( p \); \( c_{ij} \) be the cost of selecting link \( ij \).

\[ s_{ij,p} \]
be the maximum available spare capacity for traffic flow \( f_{ij} \) on the p-cycle \( p \) for link \( ij \).

\[ X_p \in \{0, 1\} \]
be the parameter that encodes which p-cycle is selected. \( X_p = 1 \) if p-cycle \( p \) is selected and \( X_p = 0 \) otherwise.

In selecting the optimal subset of p-cycles to be used as RPs for the network, appropriate costs are assigned to each p-cycle in consideration of possible selection. The total cost of using a p-cycle is determined by evaluating the cost on each link that makes up that ring. The goal is then to select the subset of the p-cycles that minimise the total cost of restoring the network, while also guaranteeing that every link can be restored once a failure occurs. The optimisation problem is given as:

\[
\min_{X_p} \sum_{p \in P} c_p \cdot X_p,
\]
subject to

\[
f_{ij} \leq \sum_{p \in P(ij)} s_{ij,p} \cdot X_p \quad \forall ij \in L,
\]

\[
X_p \in \{0, 1\} \quad \forall p \in P.
\]

In the developed optimisation problem above, the RPs to be employed must be such that traffic being restored does not interfere with the original traffic in the links that are selected to form the p-cycles for restoration or backup. We explain how this is achieved. The total amount of traffic that can be restored by a selected p-cycle \( p \) without interference is determined by the link with the minimum unused capacity on each RP. In p-cycles, each spanning (on-cycle) link \( ij \) has only one RP, that is, there is only one route for restoring the node pair \( i \) and \( j \) when the link \( ij \) fails. However, the straddling links usually have two distinct routes. Hence, if \( \nu \) represents the possible level of diverse routes for p-cycle \( p \), \( \nu = 1 \) for spanning links and \( \nu = 2 \) for straddling links. For each diverse route \( \nu \), the amount of flow that can be restored with p-cycle \( p \) on link \( ij \), represented as \( \alpha_{ij,p}(\nu) \), is obtained as [24]:

\[
\alpha_{ij,p}(\nu) = \min\{t_{gh} - f_{gh} + f_{gh,ij}\} \quad \forall gh \in e_p(\nu),
\]

where \( e_p(\nu) \) are all the links along path \( \nu \), excluding \( ij \) \((e^p(\nu) = e_1(\nu) \cup e_2(\nu))\).

When link \( ij \) fails, the total amount of traffic that can be restored through p-cycle \( p \) without interference \( \alpha_{ij,p} \) for spanning link \( ij \) is simply:

\[
\alpha_{ij,p} = \alpha_{ij,p}^1(ij)
\]

while for straddling link \( ij \), the total amount of traffic that can be restored is:

\[
\alpha_{ij,p} = \alpha_{ij,p}^1(ij) + \alpha_{ij,p}^2(ij).
\]

Hence, when link \( ij \) fails, the maximum available spare capacity for restoration of all the traffic on the failed link \( ij \) without interference by all the p-cycles selected for the RPs is given as:

\[
\alpha_{ij} = \sum_{\nu \in P(ij)} \alpha_{ij,p}.
\]

B. Node Failure Restoration in the WSNs designed for xG Applications

In WSN technology, node failures may occur as frequently (and probably even more frequently) as link failures. In a practical sense, a node failure can be seen as the simultaneous failure of all the links connected to that failed node. Therefore, to provide sufficient ‘recovery’ for a failed node, all traffic that should have been routed through the failed node from all the links connected to it must be instantaneously rerouted. This makes the task of addressing node failures somewhat more complicated and/or demanding than that of addressing link failures. We note here that in reality, the actual recovery of failed nodes is technically impossible, except for instance in the type of WSNs application where the network is designed in such a way that some SNs are deliberately temporarily made inactive for some time periods and can therefore be put back to active service at other time periods, or if the failure is due to battery depletion. If the failure is due to low battery, the SNs may be recharged. However, some data transmission may occur between the period of battery depletion and its recharge, while the failure may also be due to other causes apart from battery depletion as well, hence, the need for network restoration. It must be said that the task of developing appropriate p-cycle-based solutions that can achieve optimally efficient network restoration against node failures in WSNs for xG applications is quite a demanding task.

In this paper, we employ the concept of node-encircling p-cycles (NEPCs) in achieving network restoration and protecting the network against node failures in the WSNs designed for xG applications. The original idea on NEPCs was proposed in [25]. Fig. 3. is an example of NEPC. The NEPC restoration is considered ideal for xG networks because it is well equipped to provide restoration for IP-based networks, the likely protocol for most xG networks such as the IoT. The underlining condition for any NEPC to be able to restore a failed node sufficiently is simply that the NEPC must traverse all adjacent (one-hop) neighbour nodes of the failed node that it is meant to restore, but not the failed node itself. The NEPC restoration also have the advantage that, if two or more nodes fail simultaneously, the selected NEPCs can protect the network against such multiple node failure, as long as there
is sufficient capacity to carry out the restoration. The NEPC solutions developed and employed in this paper are designed to be capacity-efficient, making them ideal for addressing multiple node failures in xG networks.

In our developed network, the failed or inactive nodes are first identified or detected before the restoration can be achieved. The assumption is that these inactive nodes are easily identifiable in the network. Indeed, there are already a number of works that have investigated methods for detecting failed or inactive nodes in WSNs. As an example, the authors in [13] investigated a technique for identifying inactive (or failed) nodes by sending regular queries to all nodes in the network. The responses (or lack thereof) by the nodes were then used to detect the health status of the nodes. In [15], the periodic signals transmitted by each SN were used directly for detecting failed nodes in good time (better latency) and with less energy overhead. The recent work of [26] employed a technique whereby each SN broadcasts an alert message whenever it becomes energy deficient. Its neighbouring nodes having sufficient energy can temporarily make up for the energy deficiency of the SN by increasing their transmission range. We assume that the most efficient methods for detecting the inactive or failed nodes in the network are already incorporated in the network design (the failure detection technique in [15] is employed in this work) and therefore keep focus on the restoration strategies being investigated.

1) **Base Heuristic for Network Restoration using NEPC:**

First, we present a base heuristic that generates NEPCs capable of achieving network restoration against node failures in the WSNs designed for xG applications. The heuristic is developed to generate one protecting NEPC for each SN in the network. The base heuristic concept was originally proposed in [25]. The main idea in the heuristic is to split the network into subregions within which simple cycles are possible, after which a final, possibly non-simple cycle that has the desired p-cycle properties is formed by merging the simple cycles together. In the heuristic, the important condition for any NEPC restoration must be obeyed, which is that the p-cycle must cover all the nodes that are one-hop adjacent to the node being restored, while not touching on the failed node itself.

To help understand the base NEPC heuristic, the following concepts are defined (pictorial depictions of the concepts are presented in Fig. 4. and Fig. 5.):

- **Sub-network:** A sub-network is a separately identifiable part of a larger network that can effectively represent the entire network even though it contains a lower number of network elements. Fig. 4. is a pictorial description of a network from which a number of sub-networks are derived.
- **Subgraph:** A subgraph is a graph whose links and nodes are derived from (that is, are a subsets of) a main graph or network. Fig. 4. can be used to describe the concept of subgraphs. If it is possible to have subgraphs 1 and 2 such that all their nodes and links are members of sub-network 1, then, subgraphs 1 and 2 are subsets of sub-network 1.
- **Bridges:** A bridge is the only link that connects two distinct parts (e.g., subgraphs or sub-networks) of a network. If this link fails, the different parts of the network will not have any possible connection between them. Thus, a bridge node is that node that directly connects (through a bridge) other nodes that would otherwise have been disconnected from the network. In Fig. 5. for example, the link (6, 14) is a bridge because it is the only connection between sub-networks 1 and 2.
link fails, sub-networks 1 and 2 will not have any possible connection between them. The NEPC base heuristic is presented in Table 1.

The base heuristic for NEPC restoration against node failures presented in Table 1. is straightforward, simple to implement and capable of providing very good candidate NEPCs. However, the NEPCs provided using the heuristic presented above may not be capacity efficient, especially for large WSNs designed for xG communications such as the IoT. We therefore investigate approaches by which the capacity efficiency of NEPCs for network restoration in the WSNs for xG applications can be improved. There are already some ideas in the literature for improving the capacity efficiency of NEPCs. We classify the most common approaches into two categories - the contraction approach and the topology improvement approach. Further, we develop a new, improved approach called the capacity efficiency optimisation approach. This new approach achieves better capacity efficiency in the NEPCs for network restoration than in previous approaches in the literature, making it the most adequate NEPCs solution for the WSNs being employed for xG applications.

2) Contraction of the Candidate NEPCs: The first approach used for improving NEPCs is referred to as the contraction approach. The main idea in the contraction approach is to reduce the selected candidate NEPCs to their smallest possible sizes with the lowest number of hops. When using the contraction approach, the candidate NEPCs are reduced to smaller NEPCs by removing the on-cycle paths and replacing them with the distance-based shortest paths between the two end nodes of the on-cycle paths. The shortest paths should be node-disjoint with the remaining parts of the intermediate p-cycle (excluding the on-cycle paths). If there are such on-cycle paths that can be replaced, the resultant smaller p-cycle is the intermediate p-cycle. Then, all redundant on-cycle segment paths from this p-cycle are deleted and a new contracted p-cycle is formed. This new p-cycle still contains all the adjacent nodes of the node to be restored, resulting in a more capacity efficient candidate NEPC. An example of the use of this approach can be found in [27].

3) Topology Improvement with Joint Restoration: The second approach being used to improve NEPCs is called the topology improvement approach. In this approach, the candidate NEPCs are selected in an attempt to improve the network by following two main steps. The first step is the same as in the first approach described earlier; that is, the contraction of the candidate NEPCs. During this first step, the candidate NEPCs for each node in the network are defined under the constraint that the length for each NEPC must be the shortest possible. In the second step, the chosen NEPCs are optimally sized in a joint link and node restoration design. The topology of the candidate NEPCs are determined by selecting a specific sequence of chain-like segments of links and nodes, where a chain represents a possible route between a specified pair of end nodes. Chains are treated as the decision variables in an integer linear programming (ILP) model where they now represent all the possible combinations of node pairs terminating onto the set of nodes adjacent to the failed node. Then, by combining a specific set of chains together, which is accomplished by matching the end nodes of each chain, an improved physical topology of the candidate NEPCs is achieved. An example of the use of this approach can be found in [28].

4) Capacity Efficiency Optimisation: To improve further on the solutions realised by using NEPCs, a third approach, called the capacity efficiency optimisation approach, is developed in this paper. This approach achieves even higher capacity efficiency than in the previous two approaches already presented. In this approach, to select the best NEPCs that will achieve optimal capacity efficiency for the network, the candidate NEPCs are determined after jointly considering three different defining criteria: the shortest lengths, the best topologies and the most capacity-efficient of all the NEPCs. The first two criteria are the same as the criteria employed in the previous two approaches already discussed.

To implement the third criterion introduced in this approach, the p-cycle-based restoration is designed in such a way that it empowers any of the selected NEPCs to be shared by multiple nodes as may be required, while also ensuring that each node is permitted to make use of as many different NEPCs as are needed to achieve the optimal capacity efficiency for the network [28]. By so doing, the approach not only achieves capacity efficiency optimisation using the selected (best candidate) NEPCs, but also has the important advantage of employing the NEPCs that can sufficiently and fully protect all links and nodes in the network against both link and node failures. The analysis of the approach is as follows:

Recall that

\( N \) represents the network’s SNs,
\( L \) represents the possible links for the network,
\( P \) is the set of all p-cycles in the network indexed by \( p \),
\( \omega_{ij} \geq 0 \) represents the working capacity on link \( ij \),
\( s_{ij} \geq 0 \) represents the spare capacity on link \( ij \),
\( f_{ij} \geq 0 \) represents the total traffic flow on link \( ij \), and
\( c_{ij} \) represents the cost associated with using link \( ij \).
Let:

\[ X_p^r \in \{0, 1\} \] be the parameter that encodes which cycles can act as NEPCs for which node. If \( X_p^r = 1 \), p-cycle \( p \) can be an NEPC for node \( n \). If \( X_p^r = 0 \), it cannot.

\[ \phi^r_n \in \{0, 1\} \] be the parameter that encodes the end-nodes of each demand. \( \phi^r_n = 1 \) if node \( n \) is an end-node of demand \( r \) and \( \phi^r_n = 0 \) otherwise.

\[ \rho^r_{ij,q} \in \{0, 1\} \] be the parameter that encodes WPs by link. If \( \rho^r_{ij,q} = 1 \), WP \( q \) used for demand \( r \) crosses link \( ij \). If \( \rho^r_{ij,q} = 0 \), WP \( q \) used for demand \( r \) does not cross link \( ij \).

\[ \sigma^r_n,q \in \{0, 1\} \] be the parameter that encodes WPs by node. If \( \sigma^r_n,q = 1 \), WP \( q \) used for demand \( r \) crosses node \( n \). If \( \sigma^r_n,q = 0 \), WP \( q \) used for demand \( r \) does not cross node \( n \).

\[ \pi_{ij,p} \in \{0, 1\} \] be the parameter that encodes the p-cycles that crosses a link. \( \pi_{ij,p} = 1 \) if p-cycle \( p \) crosses link \( ij \), and \( \pi_{ij,p} = 0 \) otherwise.

\[ \kappa_{ij,p} \in \{0, 1, 2\} \] be the parameter that encodes the number of protection relationships provided to link \( ij \) by a unit-sized copy of p-cycle \( p \). This implies that \( \kappa_{ij,p} = 2 \) if link \( ij \) is a straddle link for p-cycle \( p \), \( \kappa_{ij,p} = 1 \) if link \( ij \) is an on-cycle link for p-cycle \( p \) and \( \kappa_{ij,p} = 0 \) in all other cases. For the special case of non-simple p-cycles, \( \kappa_{ij,p} = 0 \) when link \( ij \) is an on-cycle link but it is crossed twice by the p-cycle.

If:

\( r \) is the traffic demand on the WP route.

\( D \) is the set of WPs for a traffic demand.

\( d^r \) is the number of WPs available for traffic demand \( r \).

\( Q' \) is the set of all distinct predetermined eligible routes available to transmit the demand \( r \) of the WP.

\( g^{r,q} \geq 0 \) is the amount (integer) of traffic flow (or demand units) assigned to WP \( q \) used for demand \( r \).

\( \tau_n \geq 0 \) is the amount (integer) of traffic flow that passes through node \( n \).

\( 0 \leq \mu \leq 1 \) is the proportion of paths that must be restored in the event of a node failure, that is, \( \mu \) makes it possible for only a desired percentage of the traffic flows to be restored and can thus be used to specify the number of paths that require node-failure restorability.

Then, the ILP problem becomes:

\[
\min_{(w_{ij}, s_{ij})} \sum_{ij \in L} c_{ij}(w_{ij} + s_{ij}), 
\] (8)

subject to

\[
d^r = \sum_{q \in Q'} g^{r,q} \quad \forall r \in D, 
\] (9)

\[
f_{ij} \leq \sum_{p \in P} s_{ij,p} \cdot X_p \quad \forall ij \in L, 
\] (10)

\[
w_{ij} = \sum_{r \in D} \sum_{q \in Q'} \rho^r_{ij,q} \cdot g^{r,q} \quad \forall ij \in L, 
\] (11)

\[
w_{ij} \leq \sum_{p \in P} \kappa_{ij,p} \cdot n_p \quad \forall ij \in L, 
\] (12)

\[
s_{ij} = \sum_{p \in P|\kappa_{ij,p}=1} \pi_{ij,p} \cdot n_p \quad \forall ij \in L, 
\] (13)

\[
\tau_n = \sum_{r \in D|\phi^r_n=0} \sum_{q \in Q'|\sigma^r_n,q=1} \mu \cdot g^{r,q} \quad \forall n \in N, 
\] (14)

\[
\tau_n \leq \sum_{p \in P|X_p^r=1} 2 \cdot n_p \quad \forall n \in N, 
\] (15)

\[
n_p \geq 0, \quad X_p \in \{0, 1\} \quad \forall p \in P, 
\] (16)

\[ w_{ij} \geq 0, \quad s_{ij} \geq 0, \quad \forall ij \in L. \] (17)

The objective function (8) minimises the total cost of providing both working and spare capacities for the network (that is, it minimises the total capacity required for routing all WPs and for providing adequate network protection through the RPs). The constraint in Equation (9) ensures that there is sufficient traffic flow to route all the network’s working demands fully. The constraint in Equation (10) ensures that the traffic flow to be restored over a given link is not above the maximum available spare capacity on that link. The constraint in Equation (11) places enough working capacity to accommodate all the working flows. The constraint in Equation (12) ensures that the RPs provided by all the p-cycles of the solution set are sufficient to protect all the working capacities for the network. Constraint (13) ensures that there is enough spare capacity to accommodate all p-cycles involved in the design. Constraint (14) is used to obtain the amount of traffic flow that passes through node \( n \). The use of the multiplier \( \mu \) helps to manipulate whether the demands are fully or partially restored. In other words, it shows how much of the traffic flow passing through node \( n \) will contribute to the final restoration traffic calculation. The constraint in Equation (15) ensures that the number of NEPCs is sufficient to fully reroute all the traffic flow that passes through each node \( n \) (the multiplier 2 indicates that each NEPC provides two possible RPs for traffic that passes through a failed node). Constraints (16) and (17) ensure that the number of available p-cycles, as well as the working and spare capacities, are all non-negative.

The capacity efficiency optimisation problem presented in Equations (8) - (17) is an ILP problem that can be solved optimally, proving that the goal of providing optimal network capacity efficiency is achievable. Furthermore, the most important criteria of shortest lengths, best topologies and capacity-efficiency optimisation for the selected NEPCs are all incorporated in realising this goal. From the analyses presented in this paper, it can therefore be concluded that when properly developed, WSNs are sufficiently capable of achieving optimal capacity efficiency and network protection against both link and node failures in their design and deployment for xG communication applications.

V. RESULTS AND DISCUSSION

The designed WSNs for xG applications is implemented by simulating a test network containing a high volume of SNs (acting as objects in an IoT network) and links between SNs, all deployed within a given geographical area. In the design, the total IoT network is divided into sub-networks, each sub-network containing an average of 20 SNs with an average nodal degree of 4.0 (similar to the network set-up in [28], the reference used in validating the results). The traffic model used is the packet switched traffic model, following the IEEE standards on machine-to-machine communication, as supported by the IP-based protocols. Reference [28] is used as a basis for comparing and validating the developed restoration model because it presented the initial ideas which we improved upon and employed in the xG applications being considered. The results obtained in this work could have been
compared with more recent works that have employed NEPC such as the works in [29], [30], [31]. However, none of these more recent works have provided an improved solution for the NEPC which could have then been used as a basis for comparison in this work. Such works have only used the NEPC concept in achieving their varying goals in each case.

In our developed model, request for links and nodes to help establish communication and restoration between the source and the destination nodes are evenly distributed among all nodes in the network. The network is simulated in MATLAB, while the ILP developed to achieve optimal network realisation is solved using YALMIP, a MATLAB-based tool for solving optimisation problems [32]. The simulation is carried out on a Core i5 processor running at 3.2GHz with 8G memory. The computational complexity is given as the number of arithmetic operations carried out before arriving at the solution. The average runtime before arriving at solutions was always within a minute. For the purpose of validation, the p-cycle design solutions obtained in this paper are compared with the results presented in [28]. Hence, the designed WSNs considers the shortest source-destination routes for each demand (that is, shortest by length of links) as the eligible WPs, while the best 10 NEPCs are selected as the candidate NEPCs to achieve network restoration. Again, just as in [28], capacity costs are normalised to the lowest cost network design; that is, the point at which the lowest cost is achieved for the network, which in this case is at an average nodal degree of 4.0 for $\mu = 0$ (link-failure protection only). In the results presented, the data points therefore correspond to the normalised total capacity cost of the ‘optimal’ solution for the network.

### A. Performance Metrics

Two important performance measures are evaluated for the link and node restoration solutions investigated in this work; the total capacity cost and the average path length. The total capacity cost is the cost of using the working paths plus the cost incurred by using the p-cycle for restoring the network from a failure. To determine the capacity cost of the p-cycle, the cost of each link on the cycle is evaluated. The total cost for the p-cycle is the sum of the costs for all links on the chosen cycle. The average path length is defined by the number of links that combine to form the p-cycle for the restoration. It is measure of the number of hops in the selected p-cycle for restoring the network from a failure.

### B. Results for Total Capacity Cost

Fig. 6. compares the capacity costs for the traditional link failure restoration (e.g. as obtainable in [28]) with the developed selection-based link failure restoration in the WSNs designed for xG applications. In the plots presented, both the traditional link-failure restoration and the selection-based link failure restoration achieve 100% link protection. This means that, for all the links in the network, the restoration solutions incorporated provide one or more p-cycles to protect each link. Furthermore, the developed selection-based link failure restoration leveraged its ability to select the best and/or most-appropriate p-cycles from the set of possible p-cycles for the protection of the network against link failure. As a result, the selection-based restoration solutions achieve better capacity cost efficiency than the traditional link-failure restoration the network.

Fig. 7. presents the results for the network design when the selection-based restoration, alongside the developed capacity-efficient NEPCs, are combined to achieve both link and node failure restorability for xG networks. In all the cases presented, the selection-based link failure restoration design incorporated achieves 100% link protection. At the same time, the network provides varying levels of node failure protection through the capacity-efficient NEPCs incorporated. The $\mu = 0$ plot is equivalent to the developed selection-based link failure restoration model. This is so because, setting $\mu = 0$ effectively sets $\tau_n = 0$ for all nodes, thereby eliminating the constraints related to node failure protection. The problem is then reduced to the selection-based link failure restoration problem presented in Section 4.1. The other plots show different levels of restoration against node failures through the capacity efficiency NEPCs design (indicated by the varying values of $\mu$).

From the results, it can be observed that the incorporation of selection-based node failure restoration (through NEPCs) increases capacity costs for the network more than when only the selection-based link failure restoration design is considered. However, as shown in Fig. 8., the capacity cost achieved through the developed selection-based capacity-efficient NEPCs is significantly lower than previously obtained in the NEPCs solutions achieved in the reference work [28].
This is because the selection of the best candidate NEPCs is based on the cost implications of each NEPC. The introduction of this selection process in the optimisation problem helps to reduce the overall cost of the network significantly. Finally, it is observed that if only a limited amount of node failure restoration is required (i.e., low $\mu$ values), capacity costs are reduced, approaching those for link failure protection only.

In Fig. 9., the capacity cost results for the various NEPCs restoration solutions considered in this paper are compared. It can be observed that, in terms of capacity costs for the network, the topology improvement approach outperforms the contraction approach, while the developed capacity efficiency optimisation approach outperforms both the contraction and the topology optimisation approaches. It is noted that all three approaches can significantly outperform solutions obtained through the base heuristic for NEPCs. The results show that the newly developed capacity-efficient NEPC-based restoration model outperforms the traditional NEPC-based solution because it achieves significant improvement in the total capacity cost incurred by the network to achieve optimal network restoration.

C. Results for Average Path Length

Fig. 10. compares the average path length for the traditional link failure restoration (e.g. as obtainable in [28]) with the developed selection-based link failure restoration in the WSNs designed for xG applications. In the plots presented, both the traditional link-failure restoration and the selection-based link failure restoration achieve 100% link protection. Furthermore, the developed selection-based link failure restoration leveraged its ability to select the best and/or most-appropriate p-cycles from the set of possible p-cycles for the protection of the network against link failure. As a result, the selection-based restoration solutions achieve significant improvement in the average path length (implying a shorter delivery latency) than the traditional link-failure restoration the network.

In Fig. 11., the average path length results obtained for the traditional NEPCs solution are compared with the newly developed selection-based restoration solution. The results show that the newly developed capacity-efficient NEPC-based restoration model outperforms the traditional NEPC-based solution because it achieves significant improvement in the average path length for optimal network restoration.

VI. CONCLUSION

In this paper, appropriate WSN models applicable to xG communications (particularly the IoT) were developed and analysed. The models incorporated and examined a number of network restoration strategies to help address and solve the problem of network failures. The peculiar feature of WSNs, which is its ability to remain in active service even if one or more of its elements have failed, was leveraged in developing the xG WSNs models. The network restoration solutions investigated for the network were p-cycle-based restoration solutions because of their advantage of providing sufficient network recovery at fast speeds while also achieving optimal resource usage for the network. The results obtained show that, by incorporating appropriate network restoration...
solutions, WSNs can indeed achieve remarkable improvement in their performance indices, thereby positioning them for highly effective xG applications.
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