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Abstract: 

  

Standard unit-root tests of the hysteresis hypothesis (Blanchard and Summers, 1986) specify a 

unit root under the null against the stationary alternative of the natural-rate hypothesis 

(Friedman, 1968; Phelps, 1967), making the two theories of unemployment mutually exclusive 

over the sample period. In this paper, we allow switches between hysteresis and natural-rate 

theory using the KPZ test recently developed by Kejriwal, Perron and Zhou (2013). The null 

hypothesis of the test is that the unemployment rate is I(1) throughout the sample, and the 

alternative hypothesis is that the unemployment rate changes persistence [i.e., switches between 

I(0) and I(1) regimes]. We apply the test to the unemployment rate of 20 Metropolitan Statistical 

Areas (MSAs) and the United States. We use monthly observations over the period 1990:01-

2016:12 and apply the test to seasonally unadjusted and seasonally adjusted data. Important 

differences exist between these tests. We find that with seasonally adjusted data, the Great 

Recession associates with a change in persistence from I(0) to I(1) in eight MSAs and the United 

States, and to a change from I(1) to I(0) in six MSAs. Conversely, with seasonally unadjusted 

data, the Great Recession only associates with a change in persistence from I(0) to I(1) in four 

MSAs and to a change from I(1) to I(0) in three MSAs. This differential resilience to the shocks 

of the Great Recession provides a new aspect of the heterogeneity of the U.S. labor markets. 
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1. Introduction 

In their early work, Friedman (1968) and Phelps (1967) explained the movements in the 

unemployment rate using the natural-rate theory, also called the non-accelerating-inflation-rate-

of-unemployment (NAIRU) theory. The natural rate of unemployment measures the long-run 

equilibrium unemployment rate. The natural-rate theory predicts that inflation is stable only 

when the unemployment rate equals the natural rate of unemployment and suggests that 

deviations of the actual rate of unemployment from the natural rate are short-lived and eventually 

die out. The natural-rate theory is a central topic in macroeconomics. According to natural-rate 

theory, expansionary economic policies will create only temporary decreases in unemployment, 

as the economy will return to the natural rate. When unemployment falls below the natural rate, 

inflation will accelerate. When unemployment lies above the natural rate, inflation will 

decelerate. When the unemployment rate equals the natural rate, inflation is stable, or non-

accelerating. If the government decides to pursue expansionary economic policies, inflation will 

increase as aggregate demand increases. This creates a movement along the short-run Phillips 

curve that generates an unstable equilibrium. As aggregate demand increases, firms hire more 

workers to produce more output to meet the rising demand, and unemployment will decrease. 

Due to higher inflation, however, workers' expectations of future inflation change, which shifts 

the short-run Phillips curve upward, from an unstable equilibrium to a new stable equilibrium, 

where the rate of unemployment, once again, equals the natural rate, but inflation remains higher 

than its initial level. In the long run, therefore, the natural-rate theory predicts a vertical Phillips 

curve.  

Friedman (1968) and Phelps (1967) do not explain the determination of the natural rate 

and take the rate as a constant. As a consequence, we can characterize the dynamics of the 

https://www.boundless.com/economics/definition/aggregate-demand/
https://www.boundless.com/economics/definition/aggregate-demand/
https://www.boundless.com/economics/definition/equilibrium/
https://www.boundless.com/economics/definition/output/
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unemployment rate as a stationary process around a constant mean. Phelps (1994) and Phelps 

and Zoega (1998), on the other hand, attempt to explain the determination of the natural rate by 

appealing to structural factors responsible for the differences of the natural rate across countries 

and over time. These structural factors include, among other factors, technological change, labor 

productivity, and energy prices. Thus, while most shocks to the unemployment rate are 

temporary, a few, affected by changes in structural factors, can change the natural rate. As a 

consequence, we can characterize the dynamics of the unemployment rate as a stationary process 

with an infrequently changing mean. From the natural-rate perspective, the need for policy 

interventions proves less compelling, since the unemployment rate will eventually return to its 

equilibrium level, albeit possibly a shifted natural rate. That is, if the economy experiences 

temporary unemployment rate shocks, then short-term demand management policies can prove 

unnecessary to stabilize the labor market around a long-run equilibrium level. Interventionist 

economists disagree with this last statement, arguing that “temporary” may extend for too long a 

period. They argue in favor of stabilizing demand management policy.  

In contrast, Blanchard and Summers (1986) argue that the movement of the 

unemployment rate exhibits the characteristic of hysteresis. Hysteresis in the unemployment rate 

means that the actual unemployment rate is path-dependent (i.e., dependent on a linear 

combination of its past values, with coefficients summing to one). This is equivalent to a unit-

root process, which implies that temporary shocks exert permanent effects on the unemployment 

rate. This usually associates with a lack of adjustment of the wage rate. As opposed to the 

natural-rate and structural explanations of unemployment, which imply that shocks exert 

temporary effects on the unemployment rate, the hysteresis hypothesis argues that the 

unemployment rate follows non-stationary dynamics, specifically unit-root dynamics. The 
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hysteresis hypothesis of the unemployment rate entails important policy implications. The 

hypothesis suggests that a high unemployment rate, if left alone, may persist and constitute a 

serious problem even in the long run. It also implies that recessions impose much higher costs 

than the natural-rate theory indicates, as it requires systematic structural policy measures to 

return the unemployment rate to its former lower level. Moreover, policy makers should augment 

the short-term demand management policies with structural and supply-side reforms. 

Noninterventionist economists demure, arguing that timing and uncertainty issues make demand 

management policy open to serious mistakes. 

Unit-root tests provide the natural econometric framework to test the hysteresis 

hypothesis, which researchers have extensively applied to OECD countries.
1
 In fact, as Lee and 

Chang (2008) observe, the sizable empirical literature that appeared after Blanchard and 

Summers (1986) evolves in line with the development of unit-root tests in time-series 

econometrics. The general findings of hysteresis in unemployment rates, however, prove mixed 

and depend in large part on the type of unit-root test employed, the frequency of the data, and the 

length of the sample. Blanchard and Summers (1987), Alogoskoufis and Manning (1988), 

Brunello (1990), Mitchell (1993), Roed (1996), and León-Ledesma (2002) employ standard unit-

root tests to examine unemployment rates in European countries and provide evidence mostly in 

favor of the hysteresis hypothesis. Mitchell (1993), Arestis and Biefang-Frisancho Mariscal (1999, 

2000) apply unit-root tests that allow for structural breaks in the unemployment rate and provide 

evidence mostly in favor of the natural-rate hypothesis. Song and Wu (1997, 1998), Leon-

Ledesma (2002), Camarero and Tamarit (2011), Romero-Avila and Usabiaga (2007, 2009), and 

                                                           
1
 Analysis of the hysteresis hypothesis is not confined to unit-root testing. Alternative approaches include, among 

others, fractional integration models (Gil-Alana and Henry2003), Markov-switching models (Bianchi and Zoega, 

1998), and threshold models (Coakley, Fuertes, and Zoega, (2001).  
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Lee (2010) apply panel unit-root tests and find strong evidence mostly against the hysteresis 

hypothesis. In contrast, Chang, Lee, Nieh, and Wei (2005) fail to reject the hysteresis hypothesis 

in most of the countries in their panel unit-root tests. Murray and Papell (2000) and Camareno, 

Carrion-i-Silvestre, and Tamarit (2008) use panel unit-root tests with structural breaks, 

combining the advantages of the two testing procedures, to investigate unemployment rate 

hysteresis in OECD countries and decidedly reject the unit-root hypothesis.  

The various strands of the unit-root literature share the conventional assumption of 

constant order of integration. From standard unit-root tests, one concludes that either all shocks 

cause permanent effects or all shocks dissipate over time. Unemployment rates are either I(1) or 

I(0). That means that the hysteresis and natural-rate hypotheses are mutually exclusive 

hypotheses over the history of the data. Rejecting the unit root is consistent with the natural-rate 

hypothesis, and failing to reject the unit root is consistent with the hysteresis hypothesis. In more 

general terms, this also means that unemployment rate persistence is an inherent unchanging 

characteristic of the economy and, thus, invariant to policy shifts.  

Substantial evidence exists that the properties of many macroeconomic variables, such as 

inflation and the unemployment rate, are unstable across time, often displaying both stationary 

and non-stationary structures within the history of the data (see, e.g., Stock and Watson, 1996, 

and the reviews in Kim, 2000 and Leybourne, Kim, Newbold, and Smith, 2003). Thus, a deeper 

and more important issue than whether unemployment rate is an I(0) or an I(1) process, is 

whether the persistence of the unemployment rate changes over time [i.e., whether the order of 

integration of unemployment rate changes over the history of the data, from I(1) to I(0) or from 

I(0) to I(1)]. The characterization of the unemployment rate into separate I(0) and I(1) segments 

has important implications for effective model building and accurate forecasting (Leybourne, 
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Kim, Newbold, and Smith, 2003) and relates directly to the timing and effectiveness of policy 

decisions. That is, the unemployment rate may change between I(1) and I(0) regimes, rather than 

simply exhibiting only I(1) or I(0) dynamics throughout the data. This is indeed the essence of 

the Lucas critique, according to which parameters of macroeconomic models do not remain 

stable as policy makers change their behavior. A non-exhaustive list of macroeconomic variables 

for which observable changes in persistence occur include inflation (Kim, 2000; Busetti and 

Taylor, 2004; Halunga, Osborn, and Sensier, 2009; Chiquiar, Noriega, Ramos-Francia, 2010), 

real interest rates (Haug, 2014; Aspergis, Christou, Payne, and Saunoris, 2015), real output 

(Leybourne, Kim, and Taylor, 2007b), the government deficit (Kim, 2000), exchange rates 

(Gadea and Gracia, 2009; Gabas, Gadea, and Montañés, 2011), and the unemployment rate 

(Fosten and Ghoshray, 2011; Ghoshray and Stamatogiannis, 2015).  

The literature on breaks in persistence is less extensive than the standard unit-root 

literature, and generally more recent.
2
 Two groups of tests exist in the literature. The first group, 

called ratio-based tests, tests the null of stationarity against the alternative of a change in 

persistence, and include Kim (2000), Busetti and Taylor (2004), Leybourne and Taylor (2004), 

Leybourne, Kim, and Taylor (2007a) and Taylor and Leybourne (2004). The second group of 

tests, called regression-based tests, takes the unit root as the null, and include Leybourne, Kim, 

Newbold, and Smith (2003), and Kurozumi (2005). These tests detect a single change in 

persistence, but do not allow for multiple changes.  

Recently, Kejriwal, Perron, and Zhou (2013) proposed a new approach (KPZ test) to 

                                                           
2
 We note that the mainstream macroeconomic literature differs somewhat from the recent econometric literature on 

the use of the term "persistence." In the former case, persistence refers to the speed of adjustment of a 

macroeconomic process to economic shocks, and is generally measured by the sum of the coefficients in an 

autoregressive process, which is assumed to be I(0). In contrast, the literature on breaks in persistence concerns 

switches in the order of integration of the process. 
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detect single and multiple structural breaks in persistence and, for our purposes, to locate 

endogenously periods of hysteresis and periods of the natural rate. Their methodology uses sup-

Wald tests, where they test the null hypothesis that the time series follows an I(1) process 

throughout the sample period against the alternative hypothesis that the time series alternates 

between I(0) and I(1) regimes. We only found two uses of this test to unemployment rates in the 

United States and the United Kingdom (Ghoshray and Stamatogiannis, 2015) and to real 

exchange rates (Gabas, Gadea, and Montañés , 2011).  

We apply the KPZ test to investigate whether the order of integration of monthly 

unemployment rates of 20 metropolitan economies and the United States has changed over the 

period 1990-2016 and, in particular, whether the change takes place as a result of reactions to 

recessionary shocks. Recessions generate system-wide shocks that periodically interrupt and 

disrupt the process of economic development. Three major recessionary shocks have hit the 

United States during the past thirty years: in the early 1990s (July 1990-May 1991), the early 

2000s (March 2001-November 2001), and, most recently, the Great Recession (December 2007-

June 2009). The dates in parenthesis are the NBER recession dates. We define a metropolitan 

economy as a Metropolitan Statistical Area (MSA). As defined by the U.S. Office of 

Management and Budget, a MSA is a statistical designation of a U.S. geographical region that 

contains a core urban area (nucleus) with a relative high population density, together with 

adjacent communities that have a high degree of social and economic integration with that core.  

Most tests on the hysteresis hypothesis in the United States associate with the national 

unemployment rate. The dynamics of metropolitan unemployment rate persistence has received 
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little, if any, attention in the literature,
3
 but can offer an important and interesting perspective on 

the structure of the U.S. labor markets, the regional sensitivity of regional labor markets to 

recessionary shocks, and, in general, on the “geography of recessions.” Do the dynamics of 

persistence of unemployment rates follow the same pattern across the metropolitan areas? Do the 

dynamics of metropolitan unemployment rates depart from the dynamics of the nationwide rate? 

The deep financial and economic crisis that swept across much of the world in 2008-2010 has 

directed attention to the resilience of local and regional economies to these events. Labor market 

dynamics differ across MSAs and the effect of recessionary shocks do not fall uniformly across 

geography (Decressin and Fatás, 1995). The nationwide unemployment rate aggregates 

heterogeneous local dynamics and may conceal important disparities that exist between 

unemployment rates at the metropolitan level. Differences in population, stocks of human 

capital, and industrial composition in different metropolitan areas may prevent national 

economic shocks from affecting the local labor markets in an undifferentiated manner. Even 

within a highly developed country like the United States, large differences in wages, labor force 

participation rates, and employment rates across local labor markets still exist (see, e.g., 

Partridge and Rickman, 1995, 1997; Murphy and Payne, 2002). Thus, the analysis of the 

                                                           
3
 A few analyses use state-level data in conjunction with panel unit-root tests. Song and Wu (1997), using the Levin, 

Lin, and Chu (2002) panel unit-root test, find that hysteresis does not characterize the unemployment rate dynamics 

of the U.S. states. León-Ledesma (2002) reaches similar conclusions, using the Im, Pesaran, and Shin (2003) panel 

unit-root test. Cheng, Durmaz, Kim, and Stern (2012), on the contrary, employing the PANIC method that permits 

cross-sectional dependence between the U.S. states find strong evidence of hysteresis in state-level data, especially 

when the tests include the new data from the recent Great Recession. Clemente, Lanaspa, and Montanes (2005) use 

national, regional, and state-level data to construct panels for the nine divisions and four regions considered by the 

U.S. Census. They provide evidence against a unit root for the U.S. economy and most of the U.S. states. The 

evidence against a unit root weakens when considering the Census nine divisions, and even weaker when 

considering the four Census regions. They conclude, therefore, suggesting that the time-series properties of the 

unemployment rate may depend, among other things, on the assumed level of disaggregation. Garcia-Cintado, 

Romero-Avila, and Usabiaga (2015) find strong support for the hysteresis hypothesis in Spanish regional 

unemployment rates. Lanzafame (2010) rejects the hysteresis hypothesis in Italian regional unemployment rates. 

Fallahi and Rodriguez (2011) investigate the degree of persistence in the Canadian provinces allowing for structural 

breaks and find evidence against the hysteresis hypothesis.  
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unemployment rate dynamics at the metropolitan level proves important not only per se, but also 

because differences in unemployment rates, together with differences in labor productivity and 

labor-force participation rates, exert a significant influence on inequalities in local per capita 

income (Drennan, Lobo, and Strumsky, 2004).  

The application of the KPZ test explores the role of the Great Recession in defining the 

stochastic properties of the unemployment rate series. The Great Recession generated the most 

severe downturn in the postwar era and the subsequent recovery followed a faltering and uneven 

path. During the Great Recession, the U.S. economy lost more than 7.5 million jobs and the 

unemployment rate peaked at more than 10 percent in 2009, persisting near this level through 

2010 and 2011. This represents the most substantial systemic shock to the U.S. economy since 

the Great Depression. The Great Recession also witnessed a sharp and widespread increase in 

unemployment rates across MSAs. Every MSA experienced significant increases in the 

unemployment rate and the average MSA saw the unemployment rate nearly double between 

2007 and 2009. Possibly even more important, unemployment duration more than doubled from 

the previous peak in the post-WWII period. Since the recent crisis in the U.S. labor markets 

represents a rare event not seen since the Great Depression, the most recent data may highlight 

alternative ways to view the dynamics of unemployment rates (Cheng, Durmaz, Kim, and Stern, 

2012). From standard unit-root tests, one concludes that either all shocks cause permanent effects 

or all shocks dissipate over time. Standard unit-root tests do not allow for the possibility that 

while most shocks dissipate, a few remain as permanent shocks, which reflect structural breaks.  

One issue that arises in unit-root testing when using high frequency data is whether to 

conduct the tests on seasonally adjusted or seasonally unadjusted data. A long tradition exists in 

time series econometrics that applies unit-root tests to seasonally adjusted data (see, e.g., Song 
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and Wu, 1998; Romero-Avila and Usabiaga, 2007; Arestis and Biefang-Frisancho Mariscal, 

1999, 2000; Cheng, Durmaz, Kim, and Stern, 2012). In the context of non-stationary series, 

Ghysels (1990) and Ghysels and Perron (1993, 1996) conclude from both analytical and Monte 

Carlo perspectives that the use of seasonally adjusted data raises several practical problems. 

Among others, the standard seasonal adjustment procedures, such as the filters used in the 

Census methodology, generally lead to a high order non-invertible moving average (MA) 

component in the adjusted data. As (zero-frequency) unit-root tests do not satisfactorily deal with 

a high order noninvertible MA, inference about the presence of unit roots can be unreliable for 

seasonally adjusted data. Ghysels and Perron (1993) show that the standard unit-root tests lack 

power and are biased toward the non-rejection of the unit-root hypothesis when applied to 

seasonally adjusted data. Furthermore, Ghysels and Perron (1996) indicate that unit-root tests 

with structural change tend to disguise structural instability. These arguments suggest, at the very 

least, that we should exercise care when testing for unit roots using seasonally adjusted data, and, 

when possible, we should confirm these unit-root results with seasonally unadjusted data.  

The rest of the paper is organized as follows. Section 2 provides a brief overview of the 

KPZ test. Section 3 presents the empirical results of standard unit-root tests and the KPZ test 
4
 

with both seasonally adjusted and seasonally unadjusted data. Section 4 concludes.  

2. The KPZ test (Kejriwal, Perron, and Zhou, 2013)  

To test for a change in persistence, Kejriwal, Perron, and Zhou (2013) consider a process, ty , 

which is generated by 

                                                           
4
 Although the issue of seasonal adjustment does not appear to have received attention in the context of tests of 

change in persistence, the issue may prove even more important in this context, since the tests relate to the long-run 

properties of the data. Halunga, Osborn, and Sensier (2009) also use both seasonally adjusted and seasonally 

unadjusted monthly data to analyze changes in inflation persistence in the United Kingdom.  
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ittiit uycy  1 ,        (1) 

for ],1[ 1 ii TTt   , 1,...,1  mi , TTT m  10 ,0 , where T is the sample size. The error 

sequence itu  is assumed to follow a stationary linear process. There are m breaks in persistence 

and m+1 regimes. The null hypothesis is that ty  is I(1) throughout the sample (i.e., ccH i :0

1and i ). The data generating process (DGP) is  

ittt uycy  1 .        (2) 

Unlike Leybourne, Kim, and Taylor (2003), Kejriwal, Perron, and Zhou (2013) 

distinguish the direction of change, and consider two models. In model A, ty  alternates between 

I(1) and I(0) with a unit root in the first regime. In model B, ty  alternates between I(0) and I(1) 

with I(0) in the first regime. To account for the possibility of residual autocorrelation, Kejriwal, 

Perron, and Zhou (2013) consider the following regression 

tt

l

j

jtiit vyycy
T

 



  1

1

1)1(  ,     (3) 

where the coefficients j  do not change between regimes. Kejriwal, Perron, and Zhou (2013) 

consider three Wald-type tests. The first test applies when the alternative involves a fixed 

number km  changes in persistence.  

For model A, the test is defined as 

]/[))((),( ,,0 kAkATA kSSRSSRSSRlkTkF                  if k is even (4) 

])1/[())(1(),( ,,0 kAkATA SSRkSSRSSRlkTkF     if k is odd (5) 

Similarly, for model B, the test is defined as  

])2/[())(2(),( ,,0 kBkBTB SSRkSSRSSRlkTkF    if k is even (6) 
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])1/[())(1(),( ,,0 kBkBTB SSRkSSRSSRlkTkF      if k is odd (7) 

In equations (4), (5), (6), and (7), ),...,( 1 m   is the vector of break fractions with TTii /  

and 0SSR  denotes the sum of squared residuals under 0H  [i.e., obtained from OLS estimation of 

equation (3) under the constraints cci   and 1i   for all i]. Similarly, kASSR ,  and kBSSR ,  

denote the sum of the squared residuals obtained from estimating equation (3) under the 

restrictions imposed by model A and model B, respectively. The sup-Wald tests for model A and 

model B are then defined as  

),(sup)(sup kFkF AA   and      (8) 

),(sup)(sup kFkF BB  ,        (9) 

respectively, where   is the set of permissible break fractions. The second Wald-type test uses 

the presumption that persistence in the first regime is unknown [i.e., no prior knowledge exists 

that the initial regime is I(0) or I(1)]. The test is then computed as   

)].,(sup),,(max[sup)( kFkFkW BA       (10) 

Finally, the third test accommodates the case where both the number of breaks and the 

order of integration in the first regime are unknown. The test is given by 

)(maxmax 1 mWW Mm ,       (11) 

where M is the maximum number of breaks set a priori.  

3. Empirical results 

The data consist of monthly unemployment rates in 20 major U.S. MSAs, namely, Atlanta, 

Boston, Charlotte, Chicago, Cleveland, Dallas, Denver, Detroit, Las Vegas, Los Angeles, Miami, 

Minneapolis, New York, Phoenix, Portland, San Diego, San Francisco, Seattle, Tampa, and 

Washington, DC, as well as the U.S. national rate. The MSAs match the 20 MSAs that comprise 
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the S&P CoreLogic Case-Shiller Composite Home Price NSA Index. The data cover the period 

from January 1990 to December 2016, yielding 324 observations. We measure all unemployment 

rate series in percent. The unadjusted data come from the U.S. Bureau of Labor Statistics and 

downloaded from the Federal Reserve Economic Data (FRED) database at the Federal Reserve 

Bank of St Louis at http://research.stlouisfed.org/fred2. The seasonally adjusted data are obtained 

using the X-12 seasonal adjustment procedure of the U.S. Census.  

We proceed in two steps. First, we apply standard unit-root tests to the data to establish 

the “apparent” order of integration of the series. Then, to expose any possible change in the order 

of integration, we implement the KPZ test for a change in persistence.  

3.1  Standard unit-root tests 

Table 1 reports the results of the Augmented Dickey-Fuller (ADF) test (Dickey and Fuller, 1981) 

and the Phillips-Perron (PP) test (Phillips and Perron, 1988) using seasonally adjusted and 

unadjusted data applied to each of the 20 MSA unemployment rates and to the U.S. 

unemployment rate. All tests include an intercept, but not a trend. We determine the lag structure 

of the ADF tests using the modified SIC with a maximum number of lags equal to 16. The 

bandwidth of the PP tests is based on the Newey-West procedure using the quadratic spectral 

kernel.  

The results of the tests using seasonally adjusted data provide solid, uniform, and strong 

evidence in favor of the hysteresis hypothesis in the unemployment rate both at the MSA and the 

national levels. These findings imply that the seasonally adjusted metropolitan and U.S. 

unemployment rates do not fluctuate around a constant mean. This, in turn, rejects the traditional 

natural-rate hypothesis and suggests that metropolitan labor market shocks are not short-lived. 

The use of seasonally unadjusted data, however, weakens the findings of a unit root in seasonally 
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adjusted data, particularly in the ADF case, which is generally associated with lower p-values, 

and with Chicago, Los Angeles, San Diego, San Francisco, Seattle, and Tampa on the borderline 

of rejecting the hysteresis hypothesis. Thus, the use of seasonally adjusted data yields a higher 

probability for the non-rejection of the null hypothesis, which reflects the bias discussed by 

Ghysels (1990) and Ghysels and Perron (1993).  

The ADF and PP tests, however, suffer from low power when the autoregressive 

parameter approaches unity (DeJong, Nankervis, Savin, and Whiteman, 1992; Elliott, 

Rothenberg, and Stock, 1996) and display significant size distortions in the presence of a large 

negative MA root (Perron and Ng, 1996). Consequently, to address the concerns of low power 

and size distortions, we also perform the four modified tests (M-unit root tests) developed by Ng 

and Perron (2001), which address both problems and exhibit maximum power against I(0) 

alternatives. Tables 2 and 3 display the results of the four M-unit root tests for the seasonally 

adjusted and unadjusted data, respectively. In Tables 2 and 3, MZ and MZt are the modified 

Phillips-Perron (1983) tests, MSB is the modified Sargan-Bargava (1983) test, and MPT is the 

modified version of the point optimal test by Elliott, Rothenberg and Stock (1996). The 

bandwidth in each test is selected based on the Newey-West procedure using the quadratic 

spectral kernel.  

The MZ and MSB tests with seasonally adjusted data do not reject the hysteresis 

hypothesis for all 20 MSAs and the U.S. unemployment rates. The p-values of their respective 

test statistics all exceed 0.10. For the MZt and MPT tests, Dallas and Seattle fall on the borderline 

of rejecting the null hypothesis. Using seasonally unadjusted data, the evidence in favor of 

hysteresis weakens with Boston, Chicago, Cleveland, and Minneapolis on the borderline of 

rejecting the hysteresis hypothesis. Overall, the use of unadjusted data weakens the support for 
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the hysteresis hypothesis, but, in final analysis, does not reject it, at least at 5-percent level. 

Shocks to the U.S. and MSA unemployment rates, including the shocks of the Great Recession, 

exert permanent effects, although at different probability levels.  

Still, we do not wish to over-interpret these findings. Even though our empirical results 

appear at first glance to favor the hysteresis hypothesis, we interpret them with caution, as they 

do not accommodate changes in unemployment persistence. Thus, the next subsection extends 

the unit-root analysis and reexamines the unemployment rate data using the KPZ test, which 

allows for one or more switches in the order of integration between I(1) and I(0).  

3.2   Test for changes in persistence 

Following Ghoshray and Stamatogiannis (2015), we choose to report only the findings of the 

Wmax test to avoid imposing a priori arbitrary restrictions on both the numbers of breaks and 

the nature of the persistence in the first regime. For all series, we use the specification that 

includes an intercept, but no trend. We set the maximum number of breaks to five (i.e., M = 5) 

and obtain the number of lags according to the SIC with a maximum lag length equal to 16. We 

also employ a trimming parameter of 0.15. The construction of the Wald test uses the dynamic 

programming algorithm of Perron and Qu (2006), which minimizes the global sum of squares.  

Tables 4 and 5 display the results of the KPZ test for the seasonally adjusted and 

unadjusted data, respectively, under the null of I(1). No matter the type of data used in the tests, 

when the null of I(1) is rejected, the dominant model of unemployment persistence is Model A, 

[i.e., the initial regime is an I(1) process]. The final regime is also an I(1) process.  

From Table 4, we can identify three different groups of MSAs. The first group, which 

includes Cleveland, Denver, Las Vegas, Los Angeles, Phoenix, and Portland, does not exhibit 

any change in the seasonally adjusted unemployment rate persistence. In this group, the 
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unemployment rates exhibit no stationary regimes over the whole sample. The unemployment 

rate follows an I(1) process throughout the data and, thus, hysteresis dominates the dynamics of 

the seasonally adjusted unemployment rates. In the second group, which includes Atlanta, 

Boston, Charlotte, Chicago, Detroit, Miami, Minneapolis, New York, San Diego, San Francisco, 

Seattle, Tampa, and Washington DC, as well as the United States, seasonally adjusted 

unemployment rate persistence is unstable. One stationary regime exists in this group of MSAs, 

so that the unemployment rate follows an I(1)-I(0)-I(1) switching process. The third group 

includes only Dallas, and is the only case in which two stationary regimes exist, so that the 

unemployment rate follows an I(1)-I(0)-I(1)-I(0)-I(1) switching process.  

The seasonally adjusted national unemployment rate is I(1) in 1990:02-2004:08, switches 

to I(0) in 2004:09-2008:07 and returns to I(1) in 2008:08-2016:12, implying that the Great 

Recession and its aftermath experienced unemployment rate hysteresis, while the pre-Great 

Recession period experienced the natural rate. Thus, the Great Recession switches the dynamics 

of the seasonally adjusted nationwide unemployment rate from I(0) to I(1). A similar pattern also 

occurs in eight MSAs. The dates of the I(1)-I(0)-I(1) breaks in persistence in the seasonally 

adjusted national unemployment rate coincide closely with the switching dates of the I(1)-I(0)-

I(1) break in persistence in eight MSAs: Boston, Charlotte, Detroit, Miami, Minneapolis, San 

Francisco, Seattle, and Tampa, suggesting that the dynamics of unemployment rate persistence in 

these MSAs parallels the dynamics of unemployment rate persistence in the national 

unemployment rate. For these MSAs, the Great Recession and its aftermath experienced 

unemployment rate hysteresis. Conversely, the seasonally adjusted unemployment rate in 

Atlanta, Chicago, Dallas, New York, San Diego, and Washington DC during the Great Recession 

and its aftermath follow an I(0) process. For Atlanta, the I(0) process starts on 2007:02. For 
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Chicago, Dallas, San Diego, and Washington DC, the switch to I(0) occurs on 2007:07, while 

New York exhibits the change in persistence a few months later. The I(0) segment lasts an 

average of four years before the unemployment rate switches back to I(1). Except for Dallas 

during the early 2000s recession, we do not find a stationary regime in the proximity of the 

recessions of the early 1990s and 2000s.  

Important differences exist between the tests results using seasonally adjusted data and 

the test results using unadjusted data. From Table 5, we also identify three different groups of 

MSAs. In the first group, which includes Atlanta, Boston, Chicago, Cleveland, Dallas, Denver, 

Las Vegas, Los Angeles, New York, Phoenix, San Francisco, Seattle and Washington DC, as 

well as the United States, the seasonally unadjusted unemployment rate does not exhibit any 

change in persistence. For five MSAs in the group (Cleveland, Denver, Las Vegas, Los Angeles, 

and Phoenix), we also cannot reject the null of I(1) using seasonally adjusted data. The 

remaining eight MSAs (Atlanta, Boston, Chicago, Dallas, New York, San Francisco, Seattle and 

Washington DC) as well as the United States exhibit a change in persistence only when we use 

seasonally adjusted data. In the second group, which includes Charlotte, Detroit, Miami, 

Minneapolis, San Diego and Tampa, the unadjusted unemployment rate persistence is unstable. 

One stationary regime exists in this group of MSAs so that the unemployment rate follows an 

I(1)-I(0)-I(1) switching process. Finally, the third group includes Portland, the only case in which 

two stationary regimes are detected, so that the unadjusted unemployment rate follows an I(1)-

I(0)-I(1)-I(0)-I(1) switching process.  

The unadjusted U.S. unemployment rate is I(1) before, during, and after the Great 

Recession, implying that the Great Recession does not switch the dynamics of persistence of the 

U.S. seasonally unadjusted unemployment rate. Conversely, the Great Recession switches the 
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dynamics of the U.S. seasonally adjusted unemployment rate. The dates of the I(1)-I(0)-I(1) 

switching coincide closely with the dates of the Great Recession. The seasonally unadjusted 

unemployment rate in Charlotte, Detroit, Miami, and Portland during the Great Recession and its 

aftermath follows an I(1) process. For Detroit, the I(1) process starts in 2007:08. For Charlotte, 

Miami, and Portland, the I(1) process starts in 2008:05. 2008:09, and 2008:06, respectively. 

Conversely, the seasonally unadjusted unemployment rate in Minneapolis, San Diego, and 

Tampa during the Great Recession and its aftermath follows an I(0) process. For Tampa, the I(0) 

process starts in 2006:07 and lasts approximately four years. For Minneapolis and San Diego, the 

I(0) process starts in 2007:02 and 2007:07, respectively, and lasts approximately five years. We 

do not find a stationary regime in the proximity of the recession of the early 1990s and 2000s.  

In sum, we make two additional observations. First, the results of the standard unit-root 

tests lead erroneously to infer that the unemployment rate series are I(1) throughout the sample 

period. The KPZ test results explain these findings, since the I(1) segments of the unemployment 

rates series dominate the I(0) segments. Second, the results of the KPZ test are particularly 

revealing of the heterogeneity of the U.S. labor markets and suggest that the Great Recession 

shock exerted permanent effects in some MSAs and only temporary effects in others. 

4. Conclusions 

The issue of whether the unemployment rate follows an I(0) or I(1) process has been the subject 

of a long debate. A deeper issue, however, is whether we can better characterize the 

unemployment rate by a change in persistence between separate I(1) and I(0) regimes rather than 

simply as only an I(1) or I(0) process. We test this hypothesis by applying the change of 

persistence test by Kejriwal, Perron, and Zhou (2013) to the unemployment rates of 20 MSAs 

and the United States. We use monthly observations over the period 1990:01-2016:12 and apply 
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the test to seasonally unadjusted and seasonally adjusted data. 

Notable differences exist between the tests results using seasonally adjusted and 

unadjusted data. Using seasonally adjusted data, we find that the unemployment rate in six 

MSAs does not experience a change in persistence and remains I(1) over the entire sample 

period. In thirteen MSAs and the United States, the unemployment rate follows an I(1)-I(0)-I(1) 

switching process. Finally, in one MSA, the unemployment rate experiences two stationary 

regimes and follows an I(1)-I(0)-I(1)-I(0)-I(1) switching process. Using seasonally unadjusted 

data, however, we find that the unemployment rate in thirteen MSAs do not exhibit a change in 

persistence and remain I(1) over the entire sample period. In six MSAs, the unemployment rate 

follows an I(1)-I(0)-I(1) switching process. Finally, in one MSA, the unemployment rate 

experiences two stationary regimes and follows an I(1)-I(0)-I(1)-I(0)-I(1) switching process.  

While the pure statistical approach undertaken in this paper cannot identify the economic 

reasons that may cause the changes in unemployment rate persistence, our findings suggest that 

the Great Recession associates with regime switching. We find that with seasonally adjusted 

data, the Great Recession associates with a change in persistence from I(0) to I(1) in eight MSAs 

and the United States, and to a change from I(1) to I(0) in six MSAs. Further, with seasonally 

unadjusted data, the Great Recession only associates with a change in persistence from I(0) to 

I(1) in four MSAs and to a change from I(1) to I(0) in three MSAs. This differential resilience to 

the shocks of the Great Recession provides a new aspect of the heterogeneity of the U.S. labor 

markets. 
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Table 1: Augmented Dickey-Fuller and Phillips-Perron tests 

MSA   ADF  PP   ADF  PP 

Atlanta -1.102 -1.451 -2.075 -1.363 

Boston -1.288 -1.332 -1.827 -1.539 

Charlotte -1.764 -1.661 -2.120 -1.683 

Chicago -1.213 -1.601 -2.533 -2.297 

Cleveland -1.318 -1.643 -1.917 -2.162 

Dallas -0.988 -1.715 -2.467 -1.876 

Denver -1.832 -1.291 -1.960 -1.503 

Detroit -1.022 -1.591 -1.823 -1.860 

Las Vegas -1.361 -1.366 -2.491 -1.100 

Los Angeles -1.614 -1.469 -2.603 -1.544 

Miami -1.409 -1.549 -1.575 -1.593 

Minneapolis -1.080 -1.393 -2.393 -2.226 

New York -1.511 -1.733 -2.362 -2.004 

Phoenix -2.005 -1.651 -1.942 -1.789 

Portland -1.931 -1.925 -2.122 -1.996 

San Diego -1.659 -1.473 -2.540 -1.348 

San Francisco -2.062 -1.668 -2.573 -1.580 

Seattle -2.147 -1.929 -2.639 -2.074 

Tampa -1.569 -1.457 -2.644 -1.209 

Washington DC -1.823 -1.954 -2.476 -1.861 

United States -1.525 -1.508 -2.243 -2.419 

Critical Values: 

  1% -3.450 -3.450 -3.450 -3.450 

5% -2.870 -2.870 -2.870 -2.870 

10% -2.571 -2.571 -2.571 -2.571 
Note: The ADF and PP tests include an intercept, but not a trend. The reported test statistics test the null 

hypothesis that unemployment rates contain a unit root against the alternative that the unemployment rates 

are stationary. In the ADF tests, the number of lags is determined by the modified SIC with a maximum 

number of lags set to 16. In the PP tests, the bandwidth is determined based on the Newey-West procedure 

using the quadratic spectral kernel.  

*, **, and *** denote rejection of the null of unit root at the 10-, 5-, and 1-percent level, respectively. 

 

  



26 

 
 

Table 2: Ng-Perron modified unit-root tests, seasonally adjusted data 

MSA MZ MZt MSB MPT 

Atlanta -3.481 -1.314 0.377 7.036 

Boston -4.663 -1.388 0.297 5.552 

Charlotte -2.082 -0.997 0.479 11.554 

Chicago -4.861 -1.554 0.319 5.050 

Cleveland -4.045 -1.392 0.344 6.095 

Dallas -5.455 -1.635* 0.299 4.541 

Denver -4.026 -1.307 0.324 6.219 

Detroit -4.772 -1.484 0.311 5.273 

Las Vegas -2.054 -1.009 0.491 11.883 

Los Angeles -2.799 -1.175 0.419 8.727 

Miami -4.983 -1.557 0.312 4.971 

Minneapolis -3.821 -1.381 0.361 6.412 

New York -4.211 -1.435 0.341 5.843 

Phoenix -4.936 -1.569 0.318 4.966 

Portland -3.925 -1.411 0.356 6.241 

San Diego -2.248 -1.059 0.471 10.889 

San Francisco -2.571 -1.133 0.441 9.531 

Seattle -5.493 -1.654* 0.301 4.467 

Tampa -3.715 -1.362 0.366 6.594 

Washington DC -2.199 -1.027 0.467 10.971 

United States -4.351 -1.458 0.335 5.661 

Critical Values: 

1% -13.800 -2.580 0.174 1.780 

5% -8.100 -1.980 0.233 3.170 

10% -5.700 -1.620 0.275 4.450 

Note:  The Ng-Perron tests include an intercept, but not a trend. The reported test statistics test the 

null hypothesis that unemployment rates contain a unit root against the alternative that the 

unemployment rates are stationary. MZa and MZt are the modified Phillips-Perron (1983) 

tests, MSB is the modified Sargan-Bargava (1983) test, and MPT is the modified version of 

the point optimal test by Elliott, Rothenberg and Stock (1996). In each test the bandwidth is 

determined based on by the Newey-West procedure using the quadratic spectral kernel. 

Critical values are from Ng and Perron (2001, Table 1).  

*, **, and *** denote rejection of the null of unit root at the 10-, 5-, and 1-percent level, 

respectively. 
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Table 3: Ng-Perron modified unit root tests, seasonally unadjusted data 

MSA MZ MZt MSB MPT 

Atlanta -3.355 -1.295 0.386 7.300 

Boston -5.886* -1.547 0.262* 4.685 

Charlotte -2.611 -1.132 0.433 9.339 

Chicago -6.346* -1.754* 0.275* 3.952* 

Cleveland -6.999* -1.869* 0.267* 3.505* 

Dallas -5.193 -1.560 0.300 4.857 

Denver -4.618 -1.362 0.294 5.633 

Detroit -5.455 -1.553 0.284 4.778 

Las Vegas -1.481 -0.859 0.580 16.515 

Los Angeles -3.506 -1.308 0.373 6.986 

Miami -5.331 -1.600 0.300 4.689 

Minneapolis -5.710* -1.669* 0.292 4.355* 

New York -4.434 -1.441 0.324 5.616 

Phoenix -4.301 -1.454 0.338 5.717 

Portland -5.014 -1.576 0.314 4.903 

San Diego -2.053 -1.013 0.493 11.929 

San Francisco -2.666 -1.152 0.432 9.178 

Seattle -4.857 -1.542 0.317 5.082 

Tampa -2.912 -1.198 0.411 8.390 

Washington DC -2.482 -1.107 0.446 9.834 

United States -5.074 -1.527 0.301 4.999 

Critical Values: 

1% -13.800 -2.580 0.174 1.780 

5% -8.100 -1.980 0.233 3.170 

10% -5.700 -1.620 0.275 4.450 

Note:  See note in Table 3. 

*, **, and *** denote rejection of the null of unit root at the 10-, 5-, and 1-percent level, 

respectively. 
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Table 4: KPZ test for change in persistence, seasonally adjusted data 

MSA Sample Order of integration Wmax 

Atlanta 1990:02 – 2007:01 I(1) 11.356** 

 
2007:02 – 2010:12 I(0) 

 

 
2011:01 – 2016:12 I(1) 

 
Boston 1990:02 – 2004:10 I(1) 11.535** 

 
2004:11 – 2008:12 I(0) 

 

 
2009:01 – 2016:12 I(1) 

 
Charlotte 1990:02 – 2004:06 I(1) 29.095*** 

 
2004:07 – 2008:05 I(0) 

 

 
2008:06 – 2016:12 I(1) 

 
Chicago 1990:02 – 2007:06 I(1) 11.437** 

 
2007:07 – 2012:03 I(0) 

 

 
2012:04 – 2016:12 I(1) 

 
Cleveland 1990:02 – 2016:12 I(1) 8.315 

Dallas 1990:02 – 1997:03 I(1) 10.976** 

 
1997:04 – 2001:02 I(0) 

 

 
2001:03 – 2007:06 I(1) 

 

 
2007:07 – 2011:06 I(0) 

 

 
2011:07 – 2016:12 I(1) 

 
Denver 1990:02 – 2016:12 I(1) 5.611 

Detroit 1990:02 – 2004:08 I(1) 21.238*** 

 
2004:09 – 2008:07 I(0) 

 

 
2008:08 – 2016:12 I(1) 

 
Las Vegas 1990:02 – 2016:12 I(1) 9.807 

Los Angeles 1990:02 – 2016:12 I(1) 7.174 

Miami 1990:02 – 2004:08 I(1) 33.386*** 

 
2004:09 – 2008:07 I(0) 

 

 
2008:08 – 2016:12 I(1) 

 
Minneapolis 1990:02 – 2004:08 I(1) 19.035*** 

 
2004:09 – 2008:07 I(0) 

 

 
2008:08 – 2016:12 I(1) 

 
New York 1990:02 – 2007:12 I(1) 10.822* 

 
2008:01 – 2012:02 I(0) 

 

 
2012:03 – 2016:12 I(1) 

 
Phoenix 1990:02 – 2016:12 I(1) 8.826 

Portland 1990:02 – 2016:12 I(1) 8.843 

San Diego 1990:02 – 2007:06 I(1) 11.490** 

 
2007:07 – 2011:05 I(0) 

 

 
2011:06 – 2016:12 I(1) 
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Table 4: KPZ test for change in persistence, seasonally adjusted data (continued) 

MSA Sample Order of integration Wmax 

San Francisco 1990:02 – 2004:08 I(1) 11.334** 

 
2004:09 – 2008:08 I(0) 

 

 
2008:09 – 2016:12 I(1) 

 
Seattle 1990:02 – 2004:12 I(1) 13.389*** 

 
2005:01 – 2008:11 I(0) 

 

 
2008:12 – 2016:12 I(1) 

 
Tampa 1990:02 – 2004:07 I(1) 38.829*** 

 
2004:08 – 2008:06 I(0) 

 

 
2008:07 – 2016:12 I(1) 

 
Washington, DC 1990:02 – 2007:06 I(1) 20.738*** 

 
2007:07 – 2011:05 I(0) 

 

 
2011:06 – 2016:12 I(1) 

 
United States 1990:02 – 2004:08 I(1) 15.142*** 

 
2004:09 – 2008:07 I(0) 

 

 
2008:08 – 2016:12 I(1) 

 
Critical Values    

1% 13.02   

5% 10.90   

10%  9.86   
Note: The tests include an intercept but not a trend. The reported test statistics test the null hypothesis that 

unemployment rates contain a unit root against the alternative that unemployment persistence changes. 

The maximum number of breaks is set to five and the number of lags is obtained according to SIC with a 

maximum lag length of 16. A trimming parameter of 0.15 is employed. Critical values are from Kejriwal, 

Perron, and Zhou (2013, Table 1).  

*, **, and *** denote rejection of the null of unit root at the 10-, 5-, and 1-percent level, respectively. 
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Table 5: KPZ test for change in persistence, seasonally unadjusted data 

MSA Sample Order of integration Wmax 

Atlanta 1990:02 – 2016:12 I(1) 8.888 

Boston 1990:02 – 2016:12 I(1) 7.127 

Charlotte 1990:02 – 2004:05 I(1) 12.865** 

2004:06 – 2008:04 I(0)  

2008:05 – 2016:12 I(1)  

Chicago  1990:02 – 2016:12 I(1) 9.852 

Cleveland 1990:02 – 2016:12 I(1) 6.362 

Dallas 1990:02 – 2016:12 I(1) 4.490 

Denver 1990:02 – 2016:12 I(1) 6.399 

Detroit 1990:02 – 2002:02 I(1) 13.921*** 

2002:03 – 2007:07 I(0)  

2007:08 – 2016:12 I(1)  

Las Vegas 1990:02 – 2016:12 I(1) 8.046 

Los Angeles 1990:02 – 2016:12 I(1) 7.951 

Miami 1990:02 – 2004:07 I(1) 17.197*** 

2004:08 – 2008:08 I(0)  

2008:09 – 2016:12 I(1)  

Minneapolis 1990:02 – 2007:01 I(1) 10.925** 

2007:02 – 2011:03 I(0)  

2011:04 – 2016:12 I(1)  

New York 1990:02 – 2016:12 I(1) 6.813 

Phoenix 1990:02 – 2016:12 I(1) 8.930 

Portland 1990:02 – 1995:01 I(1) 10.111* 

1995:02 – 2000:03 I(0)  

2000:04 – 2004:06 I(1)  

 2004:07 – 2008:05 I(0)  

 2008:06 – 2016:12 I(1)  

San Diego 1990:02 – 2007:06 I(1) 12.177** 

2007:07 – 2011:09 I(0)  

2011:10 – 2016:12 I(1)  

San Francisco 1990:02 – 2016:12 I(1) 6.431 

Seattle 1990:02 – 2016:12 I(1) 7.144 

Tampa 1990:02 – 2006:06 I(1) 11.458** 

2006:07 – 2010:09 I(0)  

2010:10 – 2016:12 I(1)  

Washington DC 1990:02 – 2016:12 I(1) 6.373 

United States 1990:02 – 2016:12 I(1) 6.269 

Critical Values    

1% 13.02   

5% 10.90   

10%  9.86   
Note: See note in Table 3.  

*, **, and *** denote rejection of the null of unit root at the 10-, 5-, and 1-percent level, respectively. 


