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SUMMARY 

Ions with different energies have been used to modify the properties of semiconductors. In 

particular, these modifications have included altering the electrical properties of 

semiconductors. The ion-solid interactions during ion irradiation can induce electrically 

active defects in these materials. These defects can be beneficial or detrimental to the device, 

depending on the use of the device.  

In this study, deep level transient spectroscopy (DLTS) was used to study electrically active 

defects in gallium nitride (GaN) after various ion-processing methods. These ion 

bombardment processes included ion implantation and irradiation. Low, medium, and high 

energy ions were used during these procedures. (In this study, ion implantation implies 

medium energy ion bombardment while ion irradiation implies high energy ion 

bombardment.)  

Electron beam exposure (EBE) is a method that was used for exposing GaN to low ion 

energy conditions. In this method, GaN was exposed to metal evaporation conditions without 

evaporating the metal. In the second case GaN was exposed to 360 keV Cs ion implantation. 

Lastly, Xe ions with energy 167 MeV were irradiated onto GaN. 

Different species of defects were observed in each case. Only one defect was observed in the 

EBE study and had an activation energy of 0.12 eV. This defect is similar to defects obtained 

in other studies, which used different irradiation methods, such as electron, proton and 

gamma irradiation. The Cs ion implantation yielded a defect with activation energy of  
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0.19 eV. A comparison was made to defects obtained using other processing techniques, 

which included electron beam deposition and various ion implantations. Lastly,  

Xe irradiation yielded two defects with activation energies of 0.07 and 0.48 eV. Both these 

defects were also compared with those obtained in other studies. The former was similar to a 

defect predicted by modelling while the latter was similar to a defect obtained by In doping.  

It was found that all the processing techniques used in this study induced electrically active 

defects as measured by DLTS. It was found that the defects measured in this study had 

similar characteristics to those found in other studies, whereby different processing methods 

were used. It is therefore deduced that the defects are not related to the ion, but rather are 

intrinsic defects or defects related to impurities in the GaN. This shows that different energies 

of ions lead to different defects forming in GaN. This understanding will contribute to 

improved quality and reliability of devices fabricated on GaN in applications ranging from 

radiation detection to communications. 

 

Keywords: deep level transient spectroscopy (DLTS), gallium nitride (GaN), swift heavy 

ion (SHI) irradiation, ion-beam induced damage, ion implantation 
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Introduction 

Semiconductor technology has developed quite considerably in the past couple of decades 

and has become the foundation of the modern day electronics industry. These developments 

have led to reduction in size, increased power and greater reliability of semiconductor based 

devices. Gallium nitride (GaN), in particular, has emerged as a strong contender in the 

production of optoelectronic devices. This is due to its ability to operate at high temperatures, 

voltages and frequencies. It can also operate quite well in caustic environments. All these 

properties bode well for potential use of GaN in military, space, domestic and industrial 

applications.  

Native defects and impurities can affect the electronic, mechanical, and optical properties of 

semiconductors. They can either enhance or degrade the material depending on the type of 

device being fabricated. Defects can enhance devices by acting as recombination centers 

which increase the switching speeds of diodes and for other high frequency devices. They can 

be detrimental by reducing the mobility of charge carriers and acting as traps, thus reducing 

carrier lifetimes. Defects can be introduced to the semiconductor either intentionally or 

unintentionally during growth, annealing, device fabrication, and other processing methods. 

In order to study defects and understand their origin, it is common to intentionally introduce 

them by processing methods such as ion implantation and irradiation.  

One of the most important electrical characterisation techniques for studying defects in 

semiconductors is deep level transient spectroscopy (DLTS). Defects can be identified using 

this technique by a defect signature, which is composed of the activation energy and apparent 

capture cross section. DLTS is non-destructive, has a high sensitivity to defects, and can 

easily distinguish between majority and minority carriers. This makes it a suitable candidate 

for detecting electrically active defects in semiconductors. 

In this study, defects in GaN were detected and characterised by DLTS after various 

processing techniques. These techniques included exposure of GaN to various radiation 

effects at low, medium and high energy, namely electron beam exposure, ion implantation 



2 
 

and ion irradiation respectively. Defects measured in this study were then compared to 

defects reported by other studies.  

In Chapter 2 of this thesis the properties of GaN are discussed. This includes general 

properties such as the crystal structure, and optical and mechanical properties. Also, the 

evolution of the energy-band relationship between the contact of a metal and semiconductor 

is explained. A discussion on ion-solid interactions conclude the topics of this chapter. 

Chapter 3 explains general defect theory. The theory of the defect characterisation technique, 

namely DLTS, is also discussed in this chapter. 

In Chapter 4 the experimental aspects of the study are explained. This includes the sample 

preparation method and the annealing procedure. The different metal deposition methods are 

discussed which include electron beam and resistive evaporation deposition. Also discussed 

is the annealing equipment and annealing technique used in the study. Since the samples were 

bombarded with ions, a brief section on ion implantation and irradiation is given. Lastly the 

electrical characterisation techniques (I-V, C-V and DLTS) are explained. 

The results are presented as publications in Chapter 5. The first publication deals with 

electron beam exposure induced defects in GaN. The second publication is a study of the 

characterisation of GaN after the implantation of Cs ions into GaN. The last publication is the 

DLTS characterisation of defects in Xe irradiated GaN. After a presentation of all these 

publications, a brief summary of the defects obtained in all these studies is tabulated. 

The final chapter gives a summary of the conclusions that were found in this study. Also 

included are possible future studies. 
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Theoretical background 

2.1. INTRODUCTION 

This chapter gives an introduction to the characteristics of gallium nitride (GaN) and in 

general, the device that is formed when a metal comes into contact with a semiconductor. The 

first section looks at the crystal structure of GaN. The second section details the properties of 

GaN. These properties include both the optical and mechanical properties. In discussing these 

properties, examples of applications are also given. Section 2.4 looks at the growth of GaN 

wafers in particular the chemistry involved in the growth of the GaN samples used in this 

study. In Section 2.5, the relationship between a metal and semiconductor contact is 

discussed. This includes the evolution of the energy bands before and after contact, the 

electrical characterisation parameters which can be extracted from the newly formed diode, 

the depletion width of the metal-semiconductor contact, and factors which can cause the 

lowering of the barrier of the metal-semiconductor junction. Lastly, the transport mechanisms 

associated with a Schottky diode are explained. 

 

2.2. CRYSTAL STRUCTURE 

GaN is a binary semiconductor, which can crystallise in either the wurtzite, or zincblende 

crystal structures. The wurzite structure (with a hexagonal crystal system) is 

thermodynamically stable whereas zincblende is metastable. Fig. 2.1 shows the hexagonal 

wurzite crystal structure of GaN. Every Ga (cation) atom is surrounded by four N (anion) 

atoms and vice versa. The lattice constants of the wurtzite hexagonal structure are  

a = 3.189 Å and c = 5.185 Å for GaN [1]. The crystallographic orientation of faces in GaN is 

perpendicular to the c-axis. These faces are polar and are either nitrogen-terminated or 

gallium-terminated. It has been reported that the gallium-terminated faces are inert whereas 

the nitrogen-terminated faces are chemically active [2].  
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Fig. 2.1 Figure showing the hexagonal wurzite structure of GaN (dark spheres represent 

gallium, light spheres represent nitrogen) [3]. 

 

2.3. SEMICONDUCTOR PROPERTIES 

This section gives a brief overview of the optical and mechanical properties of GaN. The 

applications relating to the properties are also given. 

 

2.3.1. Optical properties 

GaN is a wide, direct bandgap semiconductor, which has huge potential in optoelectronic 

applications. It is part of the III-nitrides, which also include indium nitride (InN) and 

aluminium nitride (AlN). The III-nitride semiconductors can be engineered in order to vary 

their bandgap from 0.7 to 6.2 eV. InN has a bandgap of 0.7 eV, GaN 3.4 eV, and AlN 6.2 eV 

[4]. By varying the bandgap, tertiary as well as quaternary structures can be formed. 

Examples of the former include aluminium gallium nitride (AlGaN), indium gallium nitride 
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(InGaN) and indium aluminium nitride (InAlN) while the latter include aluminium indium 

gallium nitride (AlInGaN). The variation in the bandgap implies that the wavelength range of 

the III-nitride semiconductors varies from 200 to 1770 nm, covering a wide spectral range, 

which includes the ultraviolet, visible and near infrared bands. This optical property makes 

III-nitrides suitable for a wide range of applications.  

In addition, GaN has a large absorption coefficient due to its direct bandgap. This makes it 

suitable for use in detecting devices such as photodetectors, and chemical and biological 

sensors. It is also suitable for emitting devices such as laser diodes (LD’s) and light emitting 

diodes (LED’s). Due to its emission capacity, there is great interest in GaN and GaN related 

materials for general lighting applications, such as traffic lights, vehicle lighting, and full 

colour displays [5]. Other applications include fibre optic communication, optical data 

storage and other non-optoelectronic applications in the form of heterojunction emitters for 

transistors [6].  

 

2.3.2. Mechanical properties  

GaN has considerable mechanical strength. There are a number of factors to which this 

property may be attributed. Amongst these is the difference in the electronegativity of Ga and 

N, which is relatively high. The values of the former and the latter are 1.1 and 3.1 Pauling 

respectively [7]. This huge difference results in the high chemical stability and radiation 

hardness of GaN. It also leads to GaN being considered as an ionic compound. 

The displacement threshold energy of GaN is high due to the difference in the bond strength 

of its constituent elements. The displacement energy for gallium is 19 eV while that for 

nitrogen is 22 eV [8,9]. This makes GaN significantly more radiation tolerant than 

semiconductors such as GaAs and Si. These exceptional qualities, therefore, make it a 

suitable candidate for space applications where devices, which are radiation resistant, are 

required. Table 2.1 gives several GaN parameters. 
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Table 2.1 The physical properties of GaN with a wurzite crystal structure. 

Lattice constants (Å) [1] 

a = 3.189 

c = 5.185 

Dielectric constant [10] 8.9 

Electron affinity (eV) [11] 4.1 

Density (g/cm3) [10] 6.07 

Band gap @ 1.6 K (eV) [4] 3.5 

Band gap @ 300 K (eV) [4] 3.4 

Work function @ 300 K [4] 4.57 

Effective electron mass (me) [12] 0.20 

Breakdown field @ 300 K (V·cm-1) [13] > 5 × 106 

 

2.4. GROWTH 

It has been challenging to grow GaN single crystals for device fabrication. This is due to a 

lattice mismatch between GaN and a suitable substrate. Sapphire (Al2O3) and silicon carbide 

(SiC) have been the primary substrates on which GaN has been grown. There are a number of 

factors, which contribute to the selection of a suitable substrate. These include, amongst 

others, coefficients of thermal expansion, lattice parameters, structural and chemical 

properties, thermal and electrical conductivity, cost and the crystal structure of the substrate. 

Cost has been one of the main reasons why sapphire is preferred over SiC.  

A number of methods have been used to grow GaN. These methods are mainly epitaxial and 

include physical, liquid phase, and chemical vapour depositions. The term epitaxial means 

that the crystalline layer of the semiconductor is grown on a substrate in such a way that the 

crystalline layer has a similar lattice structure to the substrate. When the composition of a thin 

film is the same as that of the substrate, the deposition is called homoepitaxial. When the 

composition of the materials is different, the growth is heteroepitaxial. The different epitaxial 

growth methods used to grow GaN include reactive molecular beam epitaxy (RMBE) [14], 
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metal-organic vapour phase epitaxy (MOVPE) [15], epitaxial lateral overgrowth (ELOG) 

[16], and hydride vapour phase epitaxy (HVPE) [17]. In this study, samples grown by HVPE 

were investigated. This method is relatively inexpensive, has a high growth rate, and can be 

used on an industrial scale [18]. 

Ilegems reported in 1973 the growth of GaN by using the vapour phase method [19]. This 

was done by using NH3 gas as a source for N and GaCl gas as a Ga source. The chemical 

reaction for HVPE grown GaN is as follows: 

2Ga(𝑙) + 2HCl(𝑔) ↔ 2GaCl(𝑔) + H2(𝑔)                                 (2. 1) 

and 

GaCl(𝑔) + NH3(𝑔) ↔ GaN(𝑠) + HCl(𝑔) +  H2(𝑔)                      (2. 2) 

Liquid Ga reacts with HCl gas to form GaCl and hydrogen. The GaCl, which is stable above 

600 °C, then reacts with ammonium gas to produce GaN [6]. The GaN is grown on a sapphire 

substrate. This substrate is an insulator thus confining the electrical characteristics to GaN. 

Also, wafers grown on a sapphire substrate usually have a diameter of 2 inches and are 

relatively cost effective to grow. 

 

2.5. METAL-SEMICONDUCTOR CONTACTS 

In this section a discussion is given of the energy relationship between a metal and a 

semiconductor when they come into contact with each other. Depending on the type of metal 

and semiconductor, the result of this contact can be a barrier called the Schottky barrier. 

From this barrier we can measure current and capacitance characteristics. From these 

characteristics, other electrical properties can be calculated. An Ohmic contact, which also 

forms as a result of the metal-semiconductor contact, is also discussed.  

 

2.5.1. Schottky barrier formation 

Energy bands can be used to explain the interaction between a metal and a semiconductor. 

These energy bands are useful in showing the electronic states that a charge carrier is allowed 

to occupy in a solid. The ideal energy band gap relationship between a metal and an n-type  
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(a) 

 

 

 

  

(b) 

 

Fig. 2.2 Energy band diagrams of a metal and semiconductor (a) Before contact  

(b) After contact, which illustrate the formation of a Schottky barrier [20]. 

 

 

q𝜒 
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semiconductor is now explained. Fig.2.2 (a) shows the energy bands of an isolated metal and 

semiconductor, which are electrically neutral. When a metal and a semiconductor come into 

contact with each other, the electrons within the vicinity of the interface are affected. This is 

due to the difference in the work functions of the metal and the semiconductor. The work 

function is the difference between the vacuum level and the Fermi energy level. At absolute 

zero temperature, the work function is defined as the amount of energy required to remove an 

electron from a solid (in this case the metal or the semiconductor).  

Since we consider a case in which the work function of the metal (qϕM) is larger than the 

work function of the semiconductor (qϕS), the energy bands of the semiconductor will bend 

upwards (as seen from the bulk of the semiconductor) because of the migration of electrons 

from the semiconductor to the metal after metal-semiconductor contact. This will cause a 

charge build up at the metal-semiconductor interface. On the metal surface the charge will be 

negative whilst on the semiconductor surface the charge will be positive. This charge build-

up will cause an electric field to form which acts as a barrier to the flow of electrons between 

the metal and the semiconductor. The electrons in the semiconductor will flow into the metal 

until equilibrium. This equilibrium is reached when the Fermi levels of the metal and the 

semiconductor align. The Fermi level of the semiconductor is lowered by a value called the 

contact potential. This value is the difference between the work functions of the 

semiconductor and the metal.  

A depletion region is realised as a result of the migration of electrons from the semiconductor 

to the metal. This region is depleted of electrons and the positive charge is due to 

uncompensated donor atoms remaining behind. The band bending of the conduction and 

valence bands is caused by the variation of the potential in the depletion region and is limited 

to this region. The variation of the potential steadily increases from within the semiconductor 

and reaches a maximum at the metal-semiconductor interface. At the interface, the barrier, 

which was alluded to earlier, is formed and prevents the flow of electrons across it. The 

height of this barrier, called the Schottky barrier height (SBH), is the distance between the 

Fermi level and the conduction band edge at the maximum. It is given by the following 

equation: 

𝑞𝜙𝐵 = 𝑞(𝜙𝑀 − 𝜙𝑆) + 𝑞(𝜙𝑆 − 𝜒) = 𝑞(𝜙𝑀 − 𝜒)                             (2. 3) 
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where qϕM is the metal work function, qϕS is the semiconductor work function and qχ is the 

electron affinity. The electron affinity is the amount of energy released when an electron is 

added to the semiconductor. It is the difference between the vacuum level and the conduction 

band. The term q(ϕM – ϕS) is the built in potential, qVbi, and is the height of the barrier relative 

to the depth of the conduction band. The second term, q(ϕS – χ), is the potential difference 

between the conduction band edge and the semiconductor Fermi level. The relationship is not 

so simple in practice due to factors such as metal-induced gap states, interface states, surface 

states and chemical reactions at the metal-semiconductor interface.  

Under zero bias (equilibrium conditions) there is no net flow of electron over the barrier as 

the electrons moving across the barrier are balanced from both the metal and the 

semiconductor. A net flow of electrons occurs into either the metal or the semiconductor 

when a bias voltage is applied. The bias voltage applied can either be a forward or a reverse 

bias. This bias voltage influences the height of the barrier that the electrons have to surmount. 

Under forward bias conditions, a positive potential is applied to the metal (or a negative 

potential applied to the semiconductor). What this implies is that the Fermi level of the 

semiconductor is raised with respect to that of the metal and band bending is decreased. 

When this happens the potential that the electrons from the semiconductor “see” is decreased. 

The net flow of electrons under forward bias will be into the metal. Applying a forward bias 

decreases the depletion width. 

When a reverse bias is applied to the metal-semiconductor contact, a negative potential is 

applied to the metal (or a positive potential is applied to the semiconductor). The Fermi level 

of the semiconductor is decreased with respect to that of the metal. This increases the 

depletion width. The electrons in the semiconductor will have to overcome a higher barrier to 

cross over into the metal. Under both reverse and forward bias, the barrier height, which the 

electrons from the metal experiences, remains constant. Fig. 2.3 illustrates the forward and 

reverse bias conditions. 
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(a) 

 

 

(b) 
 
 

Fig. 2.3 Energy band diagram of a Schottky barrier illustrating the effects of applying  

(a) forward bias, VF (b) reverse bias voltages, VR [20]. 
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2.5.2. Schottky barrier height determination 

Current-voltage characteristics are mainly performed on Schottky diodes to assess the quality 

of the device. This is done by measuring the current under both reverse and forward bias 

conditions. From the forward bias characteristics, the barrier height, series resistance and 

ideality factor can be determined. From the reverse bias characteristics the rectifying capacity 

of the diode is determined. The current-voltage relationship is given by: 

𝐼 = 𝐼𝑠 [exp(𝑞𝑉/𝑛𝑘𝑇) −  1]                                                    (2.4) 

where Is is the saturation current given by 

𝐼𝑠 =  𝐴𝐴∗𝑇2 exp (−
𝑞𝜙𝐵

𝑘𝑇
),                                                   (2.5) 

A is the diode area and n is the ideality factor given by 

1

𝑛
=  

𝑘𝑇

𝑞

𝑑(ln 𝐽)

𝑑𝑉
,                                                                (2.6) 

where J is the current density. A* in the above equation is the Richardson constant and is 

given by 

𝐴∗ =  
4𝜋𝑚∗𝑞𝑘2

ℎ3
= 120

𝑚∗

𝑚
 (

𝐴𝐾2

𝑐𝑚2
)                                           (2.7) 

and the barrier height is given by the equation 

𝜙𝐵 =
𝑘𝑇

𝑞
𝑙𝑛 (

𝐴𝐴∗𝑇2

𝐼𝑠
).                                                     (2.8) 

The barrier height determined using this equation is so determined at zero bias. This barrier 

plays an important role when considering thermionic-emission conduction mechanism as will 

be considered in section 2.6.1. 
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Fig. 2.4 I-V characteristics of a Schottky diode of Ni/Au deposited on GaN as used in this 

study. 

 

 

The ideality factor is a measure of how much the forward voltage characteristics of a 

Schottky diode deviates from an ideal case. It incorporates all the unknown effects that make 

a device non ideal. The ideality factor of an ideal device is equal to unity whereas it is greater 

than unity for a non-ideal device. Factors which cause a device to deviate from ideality 

include damage to the metal-semiconductor interface, surface states, series resistance, 

variation in barrier height across the surface, bias dependent barrier height (field effect) and 

other current transport mechanisms (e.g. tunneling). Fig. 2.4 shows the I-V characteristics of a 

Ni/Au Schottky diode from which the various electrical parameters of a diode can be 

determined. 

2.5.3. Depletion width 

The details of what happens when a metal and a semiconductor come into contact have been 

explained in a previous section. When these come into contact, there are two boundary 
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conditions that can be considered. The first is due to the barrier height of the  

metal-semiconductor interface. The second boundary condition is to consider the electric 

field to be zero in the bulk of the semiconductor as there is charge neutrality in this region. 

The solutions to Poisson’s equation in the one dimensional case can be written as 

𝑑2𝑉

𝑑𝑥2
=  −

1

𝜀𝑠
𝜌(𝑥),                                                 (2.9) 

where ρ(x) is the total charge density at a depth of x beneath the surface of the 

semiconductor and εs is the permittivity of the semiconductor. To simplify the total charge 

density, an abrupt approximation is made. The semiconductor is divided into two regions. 

The first region is called the depletion region and is closer to the metal-semiconductor 

contact. This region has no free carriers due to the high potential difference between the 

conduction band and the Fermi level in this region. The second region is the bulk of the 

semiconductor, in which no electric field exists and is electrically neutral. This therefore 

implies that the charge density can be written as 

𝜌(𝑥) =  {
𝑞𝑁𝐷 if 𝑥 ≤ 𝑤

0      if 𝑥 > 𝑤
      ,                                             (2.10) 

where ND is the doping density and q the electronic charge. By integrating equation (2.9) 

twice and applying the boundary conditions, the depletion width is given by the equation [20] 

𝑤 =  √
2𝜀𝑠𝑉𝑏𝑖

𝑞𝑁𝐷
                                                     (2.11) 

The electric field in the semiconductor is given by [20] 

𝐸(𝑥) =  −
𝑞𝑁𝐷

𝜀𝑠

(𝑤 − 𝑥)                                         (2.12) 

The maximum electric field strength is obtained when x = 0. The electrostatic potential is 

given by [20] 

𝑉(𝑥) = −
𝑞𝑁𝐷

2𝜀𝑠

(𝑤 − 𝑥)2                                        (2.13) 

Fig. 2.5 shows the plots of the charge density, electric field and electric potential in the 

depletion width of a Schottky barrier diode.  
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Fig. 2.5 Plots of the (a) charge density, (b) electric field, and (c) electric potential in the depletion 

region of a Schottky barrier diode. 

 

 

ρ 
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The space charge per unit area of the depletion layer and semiconductor is given by 

𝑄 = 𝑞𝑤𝑁𝐷 = √2𝑞𝜀𝑠𝑁𝐷𝑉𝑏𝑖 ,                                              ( 2.14)  

while the capacitance per unit area of the depletion layer and semiconductor are given by  

𝐶 =
𝜕𝑄

𝜕𝑉𝑏𝑖
= √

𝑞𝜀𝑠𝑁𝐷

2𝑉𝑏𝑖
=

𝜀𝑠𝐴

𝑤
 ,                                   (2.15) 

This equation can be written in the form 

1

𝐶2
=

2(𝑉𝑏𝑖 − 𝑉𝑎 − 𝑘𝑇/𝑞)

𝑞𝜀𝑠𝑁𝐷
.                                     (2.16) 

Equation (2.15) holds if we assume a parallel plate capacitance model where the edges of the 

space charge region act as the parallel plates. Two plots of the C vs. V and 1/C2 vs. V are 

respectively illustrated in Fig. 2.6 and Fig. 2.7 below. It follows from equation 2.16 that ND 

can be calculated from the slope of the graph and Vbi calculated from the intercept with the  

V-axis. 

 

Fig. 2.6 Capacitance-voltage characteristics of a Ni/Au Schottky diode. 
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Fig. 2.7 Inverse of capacitance squared against the voltage of a GaN based Ni/Au Schottky 

diode. 

 

 

2.5.4. Image force lowering 

When a charge carrier (an electron) is brought close to the surface of a metal, it is attracted to 

the metal due to the electric field caused by the charge induced in the metal. This force is 

called image force and causes a lowering in the Schottky barrier, referred to as image force 

lowering. This is illustrated in Fig. 2.8. When the electron is brought close to the surface of 

the metal, the electric field can be calculated as if there was a positive charge in the metal 

which is the same distance behind the metal-semiconductor interface as the electron is in 

front of the interface. 
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Fig. 2.8 Energy band diagram illustrating Schottky barrier lowering [20]. 

 

 

The force experienced by the electron as it approaches the metal can be written as 

𝐹 =  −
𝑞2

4𝜀𝑠𝜋(2𝑥)2
 =  −

𝑞2

16𝜀𝑠𝜋𝑥2
                                          (2.17) 

where 𝜀s is the semiconductor permittivity which can be written as 𝜀s = 𝜅𝜀o, 𝜅 is the 

semiconductor dielectric constant while 𝜀o is the permittivity of the vacuum. The potential 

energy of an electron brought from infinity to a distance x from the metal surface is given by 

𝑈(𝑥)  =  ∫ 𝐹 𝑑𝑥
𝑥

∞

=  
𝑞2

16𝜀𝑠𝜋𝑥
                                            (2.18) 

When an external electric field 𝜉 is applied, the potential energy of the electron can be written 

as 

𝑃(𝑥)  =  
𝑞2

16𝜀𝑠𝜋𝑥
 +  𝑞𝜉𝑥 .                                                 (2.19) 
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To find the position where the electron will experiences the greatest potential energy, P(x) 

can be differentiated with respect to x and equated to zero such that the position is given by: 

𝑥𝑚  =  √
𝑞

16𝜀𝑠𝜋𝜉
 .                                                           (2.20) 

The Schottky barrier lowering can then be obtained by substituting xm into P(x) which gives 

the Schottky barrier lowering [20]: 

𝛥𝜙 =  √
𝑞𝜉

4𝜀𝑠𝜋
 =  2𝜉𝑥𝑚                                                       (2.21) 

The barrier height determination using current measurements require that electrons surmount 

the barrier height. This implies that the movement of these electrons will be dependent on 

image force lowering. Since the capacitance is dependent on the width of the space charge 

region, they are not affected by image force lowering of the barrier height. Therefore image 

force lowering will lead to a lower barrier height for I-V measurements as compared to C-V 

measurements. The barrier height is affected by a bias voltage as shown in Fig. 2.9. The bias 

dependence of the image force lowering leads to an increase in n (as discussed in section 

2.6.1) and an increase in the reverse leakage current. The image force lowering is more 

pronounced at higher carrier densities. 

 

 
 
 
Fig. 2.9 Energy band diagram demonstrating Schottky lowering under different bias 

conditions [20].  
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2.5.5. Ohmic contacts 

Ohmic contacts play a critical role in the performance of a device. It is important that the 

current linearly changes with the applied voltage (i.e. there is no asymmetry) and the contact 

resistance must be low. In order to have a low contact resistance, the Schottky barrier height 

must be very low and/or the semiconductor must be heavily doped to allow charge carriers to 

tunnel through the barrier. A low contact resistance is especially important for high frequency 

and high power devices. High contact resistance will cause excessive heat and ultimately lead 

to device failure [21].  

Metals are selected for ohmic contacts depending on the type of semiconductor. This 

therefore means that the ohmic contact metals can be predicted by using the Schottky-Mott 

equation where ϕs < χ (for n-type semiconductor). In some instances a metal might not be 

able to adhere well to the semiconductor, thus rendering it inappropriate for device 

fabrication. Also, a phenomenon, called Fermi level pinning, which involves surface states 

might occur. This can affect device performance. In the case of GaN the Fermi level is not 

pinned [22] and the barrier height of GaN is dependent on the work function of the metal 

used. Also, the type of bonding affects whether Fermi level pinning occurs. Ionically bonded 

semiconductors tend not to exhibit pinned surfaces. Semiconductors such as GaN which have 

a high electronegativity difference usually have these unpinned surfaces [23].  

Fig. 2.10 shows the energy bands of a semiconductor before and after metal contact 

deposition on an n-type semiconductor. The work function of the semiconductor has to be 

larger than that of the metal for an Ohmic contact to form. When the metal and 

semiconductor come into contact, the electrons in the semiconductor will flow from the 

semiconductor to the metal. This is caused by the potential difference between the metal and 

the semiconductor due to the difference in the work functions. When the Fermi levels of the 

metal and the semiconductor align, the electrons will stop flowing into the metal as thermal 

equilibrium is reached. The alignment of these Fermi levels causes the conduction and 

valence bands to bend as shown in Fig. 2.10 (b). A good Ohmic contact should allow 

electrons to easily flow between the metal and the semiconductor when a potential is applied 

across the junction. 
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(a) 

 

 

(b) 

 

Fig. 2.10 Energy band diagrams of a metal and semiconductor forming an Ohmic contact:  

(a) before contact and (b) after contact. 

 

 

 

  

q𝜒 

q(𝜙s – 𝜒) 
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2.6. CURRENT TRANSPORT MECHANISMS 

There are a couple of mechanisms which govern the flow of current across a  

metal-semiconductor interface. This current is transported by majority carriers across the 

metal-semiconductor junction. Fig. 2.11 shows a diagram of four of these transportation 

mechanisms. In the diagram a forward bias is applied. These transportation mechanisms 

include [20,24]: 

1. Electrons which surmount the Schottky barrier height from the semiconductor into the 

metal.  

2. The quantum tunnelling of electrons through the Schottky barrier from the 

semiconductor into the metal  

3. The recombination of electrons and holes in the space charge region (where the closed 

circles depicts an electron and the open circle a hole) 

4. The recombination of electrons and holes in the neutral region. This is also known as 

hole injection. 

Process 1 represents ideal conditions while processes 2, 3, and 4 represent a departure from 

ideal behaviour.  

 
 

Fig. 2.11 Diagram showing different transportation mechanics of an electron 

across a metal-semiconductor contact [24]. 
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2.6.1. Thermionic emission 

Thermionic emission occurs for moderately doped semiconductors (ND ˂ 1017 cm-3). The 

depletion region in this case is relatively wide which make it difficult for charge carriers to 

tunnel through the barrier. Charge carriers have to surmount the barrier in this current 

transport mechanism. In most cases, the majority of the charge carriers do not cross the 

barrier. In the thermionic emission model, the flow of current from a semiconductor to a 

metal is only dependent on the barrier height. Electrons from the semiconductor have to 

overcome the barrier height in order to flow into the metal. The current density of those 

electrons which are able to overcome the barrier height and flow from the semiconductor into 

the metal is given by [20]: 

𝐽𝑠𝑚 =  ∫ 𝑞𝑣𝑥 𝑑𝑛
∞

𝐸𝐹+ 𝑞𝜙𝐵

                                                   (2.22) 

where EF + q𝜙B is the minimum energy required for electrons to overcome the barrier height 

and vx is the carrier velocity in the direction of electron transport. The electron density in an 

incremental energy range is given by 

 𝑑𝑛 = 𝑁(𝐸)𝐹(𝐸)𝑑𝐸                                                                                                  

=  
4𝜋(2𝑚∗)3 2⁄

ℎ3 √𝐸 − 𝐸𝐶 exp [−
𝐸 − 𝐸𝐶 +  𝑞𝑉𝑛

𝑘𝑇
] 𝑑𝐸                     (2.23) 

where N(E) is the density of states, F(E) the Fermi-distribution function, m* the effective 

mass of the electron in the semiconductor and qVn is given by EC – EF. If we postulate that the 

energy of the electrons in the conduction band is kinetic energy, then 

𝐸 − 𝐸𝐶 =  
1

2
𝑚∗𝑣2                                                                     

𝑑𝐸 =  𝑚∗𝑣𝑑𝑣                                                                     

√𝐸 − 𝐸𝐶  = 𝑣√𝑚∗/2                                                      (2.24) 

After substituting equation (2.24) into (2.23), we get 

𝑑𝑛 = 2 (
𝑚∗

ℎ
)

3

exp (−
𝑞𝑉𝑛

𝑘𝑇
) exp (−

𝑚∗𝑣2

2𝑘𝑇
) (4𝜋𝑣2𝑑𝑣)                                 (2.25) 
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This equation gives the number of electrons per unit volume that have speeds between v and  

v + dv distributed in different directions. If we were to resolve the speeds into different 

components, whereby the electrons are transported parallel to the x axis, then 

𝑣2 =  𝑣𝑥
2 +  𝑣𝑦

2 +  𝑣𝑧
2                                           (2.26) 

Utilising the transformation 4πv2dv = dvxdvydvz and substituting it into the above equations 

(2.23) and (2.26) we get 

𝐽𝑠𝑚 =  (
4𝜋𝑞𝑚∗𝑘2

ℎ3
) 𝑇2exp (−

𝑞𝑉𝑛

𝑘𝑇
) exp (−

𝑚∗𝑣𝑜𝑥
2

2𝑘𝑇
)                    (2.27) 

where vox is the minimum velocity required to overcome the Schottky barrier in the x 

direction. This velocity is given by  

1

2
𝑚∗𝑣𝑜𝑥

2 = 𝑞(𝑉𝑏𝑖 −  𝑉)                                                (2.28) 

Substituting equation for vox
2 into J gives 

𝐽𝑠𝑚 =  (
4𝜋𝑞𝑚∗𝑘2

ℎ3
) 𝑇2exp [−

𝑞(𝑉𝑛 + 𝑉𝑏𝑖)

𝑘𝑇
] exp (

𝑞𝑉

𝑘𝑇
)                       

=  𝐴∗𝑇2exp (−
𝑞𝜙𝐵

𝑘𝑇
) exp (

𝑞𝑉

𝑘𝑇
)                                         (2.29) 

where 𝜙B is the barrier height and A* is the effective Richardson constant for thermionic 

emission. This effective Richardson constant does not take into account the effects of optical 

phonon scattering and quantum mechanical reflection.  

Electrons surmounting the barrier height from the metal to the semiconductor do not see a 

varying barrier and this implies that the current flowing into the semiconductor is not affected 

by an applied voltage. At thermal equilibrium, the current flowing from the metal to the 

semiconductor should be the same as that flowing from the semiconductor to the metal, that 

is, when V = 0. Therefore setting V = 0 in the above equation 

𝐽𝑚𝑠 = −𝐴∗𝑇2𝑒𝑥𝑝 (−
𝑞𝜙𝐵

𝑘𝑇
)                                                (2.30) 
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with the negative sign implying that the current is flowing from the metal to the 

semiconductor. The total current density flowing over the barrier is given by the sum of the 

current flow from the semiconductor into the metal and vice versa: 

𝐽𝑡𝑜𝑡 =  [𝐴∗𝑇2exp (−
𝑞𝜙𝐵

𝑘𝑇
)] [exp (

𝑞𝑉

𝑘𝑇
) − 1]                                    

= 𝐽𝑠 [exp (
𝑞𝑉

𝑘𝑇
) − 1]                                                         (2.31) 

where 

𝐽𝑠 =  [𝐴∗𝑇2exp (−
𝑞𝜙𝐵

𝑘𝑇
)]                                                   (2.32) 

is the saturation current density [20].  

In order to take the effects of image force lowering and other deviations from ideality into 

account, the ideality factor n is introduced. For an ideal Schottky diode n = 1 while deviations 

from ideality increase n. 

 

2.6.2. Tunnelling 

It is possible for electrons, which have energies below the barrier height to penetrate the 

barrier by tunnelling as illustrated in point 2 of Fig. 2.11. There are two possible cases to 

consider when this happens. In the first instance, at low temperatures and for heavily doped 

semiconductors (ND > 1018 cm-3), when a forward bias is applied, the current emanates from 

the tunnelling of electrons from the semiconductor which are close to the Fermi level. This is 

known as field emission. The approach of using heavily doped semiconductors is usually 

used for ohmic contacts when a suitable metal-semiconductor contact is not found.  

In the second case, if the temperature is raised, the kinetic energy of the electrons increases. 

When this occurs, there will be a significant number of electrons with an energy higher than 

the Fermi level. The probability of tunnelling will therefore increase as the electrons will see 

a thinner barrier. This increase in energy also implies that a larger fraction of electrons are 

emitted via thermionic emission, competing with the effects of tunnelling. This is known as 

thermionic field emission. This second process occurs for intermediately doped 

semiconductors (1017 < ND < 1018 cm-3) [25]. 
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If the temperature is raised even higher, all the electrons will have enough energy to 

surmount the barrier and tunnelling will become negligible. When this occurs, we then have 

pure thermionic emission.  

For the case where tunnelling is the dominant mechanism for current flow, the transmission 

coefficient is given by [20]: 

𝑇(𝜂) ~ exp (−
𝑞𝜙𝐵

𝐸00
)                                            (2.33) 

where 

𝐸00 =  
𝑞ℏ

2
√

𝑁𝐷

𝜖𝑠𝑚∗
                                                  (2.34) 

Comparing the energy E00 to the thermal energy kT, for E00 ≪ kT thermionic emission 

dominates, for E00 ≈ kT thermionic-field emission, and for field emission E00 ≫ kT [26]. The 

tunnelling current density can be expressed as [20]: 

𝐽𝑡  ~ exp (−
𝑞𝜙𝐵

𝐸00
)                                         (2.35)  

In the case where there are low doping levels in semiconductors, tunnelling becomes more 

significant under reverse bias than forward bias. This occurs because under large reverse bias 

voltages, the electrons in the semiconductor tunnel through the thin potential barrier into the 

metal [24]. 

 

2.7. ION-SOLID INTERACTION 

2.7.1. Introduction 

When an ion penetrates into a solid, it interacts with the target and suffers energy loss until it 

eventually comes to rest at a particular depth inside the material. The energy transfer of the 

ion to the solid is caused by elastic and inelastic collisions with the target. The interaction of 

these energetic ions and the target atoms are the basis of ion damage in solid materials. This 

can modify the structure and/or the properties of materials. A discussion of the related 

process is now discussed. 
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2.7.2. Ion stopping 

There are two main processes of energy loss which are to be considered. These are elastic 

interactions with the target atoms called nuclear stopping and inelastic collisions with the 

target atoms due to the collision with the electrons of the target is called electronic stopping. 

The total stopping power is defined by the energy loss per unit distance of the matter 

traversed. It is the sum of the two energy loss components and is given by [27]:  

𝑆total = (
d𝐸

d𝑥
)

nuclear
+ (

d𝐸

d𝑥
)

electronic
                                  (2.36) 

The E represents the ion projectile energy and x the path length. Each of these terms can be 

seen as a function of the ion velocity (which is proportional to the ion energy). Fig. 2.12 

shows both these terms. It can clearly be seen from this figure that nuclear stopping 

dominates at low energies and electronic stopping dominates at higher energies. 

 

 

 

 

 

Fig. 2.12 Nuclear and electronic components of the stopping 

power as a function of ion velocity. 
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2.7.3. Nuclear stopping 

When the charged ion collides with the nuclei of the target atoms, the process can be 

described in terms of a two body elastic collision model. Since this implies the conservation 

of momentum and kinetic energy, the kinetic energy transfer can be given as  

𝑇 =
2𝑚1𝑚2

(𝑚1 + 𝑚2)2
𝐸0(1 − cos 𝜃)                                            (2.37) 

where m1 is the mass of the incident ion, m2 is the mass of the nucleus of the target atom, E0 

is the incident energy of the projectile, θ is the scattering angle in the centre of mass of the 

system. The maximum energy transfer is reached when θ = 180°. And is given by  

𝑘 =
4𝑚1𝑚2

(𝑚1 + 𝑚2)2
                                                             (2.38) 

Incident ions can modify a crystal lattice by displacing a target atom when the projectile 

kinetic energy is larger than the threshold displacement energy Ed. This displacement energy 

is the minimum kinetic energy required to produce a permanent displacement. 

 

2.7.4. Electronic stopping 

Electronic stopping power is more complex than the two body interaction model of nuclear 

stopping power. The approaching ion has to interact with many electrons whereby the 

concentration is much denser than the nuclei. In addition, the electrons may be stripped form 

the ions as they traverse the target material. This leads to a continuous modification of the 

incident ion charge state. Various models, including the Bethe Bloch formula [28,29] 

therefore have to be used to obtain reasonable predictions.  

Ion tracks can form in a material depending on the electronic deposition energy and the 

nature of the target material. The formation of these ion tracks can be inhibited in a material 

which has good thermal conductivity and a high melting point [27]. In a material with poor 

thermal conductivity and low melting point, the ion track may be formed by ions which have 

relatively low stopping power.  
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2.7.5. Ion damage 

When light ions are implanted into a material, they are initially slowed down mainly by 

electronic stopping and the displacement damage that they cause is relatively small. Nuclear 

stopping ultimately becomes the dominant process and the damage caused at the end of the 

ion track is high. Heavy ions, by contrast may cause uniform damage along their path as they 

displace the target atoms from the surface of the solid. These ions experience a relatively 

higher degree of nuclear stopping compare to the light ions. Fig. 2.13 shows a schematic 

representation of this phenomenon. 

 

 

 

(a) High damage area at the end of ion track 

 

(b) 

 

 

  

Fig. 2.13 (a) Light and (b) heavy ion tracks formed in a solid. 
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Defect theory and characterization 

3.1. DEFECT THEORY 

3.1.1. Introduction 

There are structural disorders and impurities which can be introduced in a semiconductor. 

These interruptions of the lattice periodicity of a crystal are commonly referred to as defects. 

They can primarily be introduced in two ways, namely growth and processing. The former 

includes the intentional or unintentional introduction of defects during the growth of the 

material. Doping is an example of this process. The latter is the post-growth introduction of 

defects in a material by different processes. These processes can include amongst others ion 

irradiation, different metal deposition methods, electron beam exposure (EBE), and 

inductively coupled plasma (ICP) processing. 

A defect free semiconductor crystal is of little use in modern electronics. The presence of 

defects plays a significant role as states in the bandgap of a semiconductor can substantially 

alter the electronic properties of a semiconductor. The knowledge of the characteristics of 

defects is essential in designing and fabricating semiconductor based devices. These defects 

are important as they can either be beneficial or detrimental to a device depending on the 

application. In the case of fast switching devices, defects are beneficial whereas in light 

emitting devices they are detrimental [1]. 

Defects can be classified according to dimensionality as indicated by Yam et.al. [2]. The first 

are the zero dimensional defects. These point defects are the alteration of a lattice by just one 

atomic site. Examples include interstitials, vacancies, and substitutional atoms. The second 

type of defect is the one dimensional defect. These are defects which are associated with a 

direction. An example would be a dislocation, which is divided into screw and edge 

dislocations. The other two classifications include two dimensional (planar) and three 

dimensional (volume) defects. The former include grain boundaries and stacking faults while 

the latter includes voids and cracks. In this study the zero dimensional defects will be 

considered. 
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3.1.2. Point defects  

Point defects can be classified into intrinsic and extrinsic defects. Intrinsic defects are formed 

as a result of a re-arrangement of the host atoms. Extrinsic defects, however, are formed due 

to the introduction of foreign defects. These foreign atoms can be introduced intentionally or 

unintentionally and are called solutes or impurities, respectively. The three primary types of 

point defects are now discussed. A vacancy defect occurs when a lattice has an unoccupied 

site. In a binary semiconductor like GaN, this can be due to a Ga atom not being on a Ga site 

and/or a N atom not being on a N site. An interstitial defect occurs when there are additional 

atoms in between the lattice sites. This type of defect can be divided into self and foreign 

interstitials. A self-interstitial arises when one of the native atoms lies between the lattice 

sites and a foreign-interstitial occurs when the interstitial atom is a different species from the 

host. A substitutional defect occurs when an impurity atom occupies the lattice site of a host 

atom. An antisite is a type of substitutional defect where, in the case of GaN, a Ga atom is on 

a N site or a N atom on a Ga site. Another point defect to consider is the Frenkel pair. This 

occurs when a self-interstitial atom is close to a vacancy. Fig. 3.1 shows a schematic 

representation of all these point defects.  

 

 

 

  Fig. 3.1 A schematic representation of different point defects 
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3.1.2.1. Shallow levels 

Shallow levels are point defects that bind to only one charge carrier. They can usually be 

treated by the hydrogen model of an atom. An excess or missing electron is bonded to the 

impurity atom in the same manner as in a hydrogen atom where an electron is bonded to a 

proton. A modified hydrogen model to predict the energy levels is given by the following 

equation: 

𝐸𝑛 =  
𝑚∗

𝑚0𝜀2𝑛2
𝐸𝐻                                                           (3.1) 

where m* is the electron or hole effective mass, m0 is the electron rest mass, ɛ is the relative 

dielectric constant of the semiconductor, n is the number of the state, and EH is the hydrogen 

atom ground state energy (13.6 eV). The Bohr radius is given by: 

𝑎𝑛 =  
𝑚0𝜀𝑛2

𝑚∗
𝑎𝐻                                                            (3.2) 

where aH is the Bohr radius (0.53 Å).  

Shallow levels require little energy, typically thermal energy, to ionise. Their wave functions 

are spread out over several Bohr radii. They are formed by either an acceptor or donor atom 

which has been substituted for an atom which is intrinsic to a material. They are important to 

semiconductor materials as they can affect the conductivity or conduction (n or p) type of the 

semiconductor. When there are both acceptors and donors in the semiconductor, the carrier 

concentration can be calculated by the equation |Na - Nd| where Na is the concentration of 

acceptors and Nd is the concentration of donors. The semiconductor will be n-type or p-type 

depending on which impurities are more numerous. 

When an atom has an extra valence electron it is a donor and the conductivity is n-type. In 

this case the defect level will be close to the conduction band. If, however, an atom has one 

less valence electron than it should have, it is an acceptor and leads to p-type conductivity. A 

defect level formed by an acceptor will be closer to the valence band. In GaN, Ga is a group 

III element while N is group V. Thus if Si, which is a group IV element, is substituted for Ga, 

it will act as a donor. This will make the semiconductor n-type [3]. If, however, it is 

substituted for N, it will act as an acceptor, making the semiconductor p-type. If, however, 

Mg, which is a group II element, is substituted for Ga, the semiconductor will be p-type [4]. 

This is because Mg will act as an acceptor because it has one less electron than Ga.  
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The substitution of the host atoms with impurities in order to affect the conductivity of the 

material is referred to as doping. Doping in GaN usually occurs during growth. Doping can 

be intentional or unintentional. Intentional doping in GaN can be achieved by using dopants 

during the growth of the semiconductor [5]. In some semiconductors doping can be achieved 

after growth by ion implantation as well as the introduction of radiation induced defects [6]. 

Unintentional doping usually occurs during the growth of a semiconductor and is due to 

contaminants during growth. These contaminants can be either O or Si [7]. The growth of 

undoped GaN has largely resulted in n-type conductivity presumably due to contamination. 

Fig. 3.2 illustrates the levels induced by impurities in the band gap of a semiconductor. The 

donor levels and acceptor levels are close to the band edges of the conduction and valence 

band, respectively. In order to maintain charge neutrality, the Fermi level shifts towards the 

conduction band when the material is n-type and towards the valence band when the 

semiconductor is p-type. Also illustrated are the electron and hole traps, which form part of 

the deep levels. These are now discussed in the next section. 

 

 
 

 

Fig. 3.2 A diagram illustrating the effects on the Fermi level by the acceptor Ea and donor Ed 

levels close to the band edges. Also shown are the positions of an electron and a hole trap. 

 

3.1.2.2. Deep levels 

Defects, which have properties that deviate significantly from those that are predicted by the 

hydrogen model, are called deep levels. They require great ionisation energies and contribute 
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minimally to the free carriers in a semiconductor. Deep levels will generally have a higher 

probability of capturing the majority charge carriers closer to their respective band edges. 

Those levels in the upper part of the band gap will have a high probability of capturing 

electrons from the conduction band. Similarly, levels in the lower part of the band gap will 

have a high probability of capturing holes from the valence band. Deep levels generally bind 

charge carriers more strongly than shallow levels. The wave function of a deep level is highly 

localised and thus has a high charge density.  

 

3.1.3. Trapping and emission of carriers at deep energy levels 

Discrete levels are created in the bandgap of a semiconductor when a foreign atom is added 

to a lattice. These discrete levels can also be created when there are crystal imperfections 

within the lattice. Defects act as generation centres when the carrier density is below its 

equilibrium value and as recombination centres when there are excess carriers in the 

semiconductor [8]. These levels affect the electrical and optical properties of a semiconductor 

by the capture and emission of charge carriers. 

Fig. 3.3 outlines the processes which can occur between the conduction band, defect level 

and the valence band. Fig. 3.3 (a) shows a process in which the defect level first captures an 

electron from the conduction band and then captures a hole from the valence band. This 

process is referred to as recombination. In Fig. 3.3 (b), the electron is emitted to the 

conduction band followed by the hole being emitted to the valence band. This process is 

called generation. A defect level is defined as a trap if the charge carrier is captured by the 

defect level and then emitted from the defect level from which it came. This is illustrated in  

Fig. 3.3 (c) where the electron is captured and then emitted back to the conduction band and 

Fig. 3.3 (d) where the hole is captured and then emitted back into the valence band. There are 

a number of factors which can determine whether a defect level is a trap or a  

generation-recombination centre. These include the position of the Fermi level, the 

temperature, the defect energy level, and the capture cross sections of the defect. 
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Fig. 3.3 Defect levels (a) recombination (b) generation (c) electron trap (d) hole trap. 

 

The electron capture rate is defined as the number of electrons which are captured per second 

by the trap (G-R centre). The electron capture rate is given by the following equation:  

𝑐𝑛 = 𝜎𝑛〈𝑣𝑛〉𝑛                                                             (3.3) 

where 𝜎n is the capture cross section (cm2), ‹vn› is the average electron thermal velocity 

(cm·s-1) and n is the electron concentration in the conduction band. The capture cross section 

can vary in size depending on whether the G-R centre is neutral, positively, or negatively 

charged. The average thermal velocity is given by the equation 

〈𝑣𝑛〉 =  √3𝑘𝑇/𝑚∗                                                         (3.4) 

where k is the Boltzmann constant, T is the temperature (Kelvin), and m* is the effective 

mass. The electron concentration can be defined as 

𝑛 = 𝑁Cexp [
𝐸𝐹 − 𝐸𝐶

𝑘𝑇
]                                                       (3.5) 
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where NC is the effective density of states (cm-3) at the conduction band edge, EF is the Fermi 

level (eV), and EC is the conduction band energy. The thermal emission rate of electrons from 

a defect energy level ET into the conduction band is given by 

𝑒𝑛 =
𝜎𝑛〈𝑣𝑛〉𝑁C

𝑔
exp (−

𝐸𝐶 − 𝐸𝑇

𝑘𝑇
)                                          (3.6) 

where g is the degeneracy of the defect level, ET is the energy level of the defect below the 

conduction band minimum, and EC - ET is the activation energy of the deep level defect. The 

effective density of states can be expressed as 

𝑁C = 2𝑀C (
2𝜋𝑚∗𝑘𝑇

ℎ2
)

3 2⁄

                                              (3.7) 

where MC is the conduction band minima and h is Planck’s constant. Since ‹vn›NC is 

dependent on T2, it follows that if en is measured as a function of temperature, ET can be 

calculated from the Arrhenius plot of en/T
2 vs. 1/T. It must be mentioned that the capture 

cross section calculated in this manner is referred to as the apparent capture cross section. 

This apparent capture cross section does not take into account temperature dependence. The 

true capture cross section, however, might depend on temperature. In the case of a capture 

barrier, the temperature dependence of the (true) capture cross section is given by 

𝜎 = 𝜎∞exp [−
∆𝐸𝜎

𝑘𝑇
]                                                         (3.8) 

Here σ∞ is the capture cross section as T tends to ∞ and ∆E𝜎 is the thermal activation energy 

for a charge carrier to overcome the capture barrier.  

 

3.2. DEFECT CHARACTERISATION 

3.2.1. Introduction 

There are different characterisation techniques that can be used to investigate defects in 

semiconductors. These techniques include optical (photoluminescence), structural (atomic 

force microscopy {AFM} and x-ray diffraction {XRD}) and electrical (deep level transient 

spectroscopy {DLTS} and Hall measurements) methods. In this study electrically active 

defects were investigated. Electrically active defects can be subdivided into shallow level and 
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deep level defects. Shallow level defects, such as dopants, affect the conductivity of a 

semiconductor. The type of conductivity can be obtained by Hall measurements. In an n-type 

semiconductor, shallow levels, as indicated in an earlier section, lie close to the conduction 

band. Deep level defects, however, lie towards the centre of the band gap. They can be 

detrimental or beneficial to a semiconductor depending on the application. The study of these 

electronic states in semiconductors therefore becomes imperative as semiconductors form the 

basis of the electronics industry.  

Early methods, which were used to detect defects, were hampered by the low sensitivity of 

the equipment used. Space charge spectroscopy has proven to be quite useful in the 

characterisation of electrically active defects. In particular, DLTS has evolved as a powerful 

technique for the characterisation of deep level defects in semiconductors. It can be used to 

provide valuable information in order to improve various aspects of semiconductor devices. 

These include production and manufacturing of semiconductors, the examination of trace 

element contamination, process induced defects and analysis of the effect of deep levels on 

device performance [9]. A discussion of the importance of DLTS and a brief description of 

how it operates will now be given.  

 

3.2.2. DLTS description 

The DLTS technique was first introduced by D.V. Lang in 1974 [10]. It has provided a useful 

tool as it has been used to study electrically active defects in semiconductors. Also, earlier 

methods which were used to detect defects were hampered by, amongst others, the low 

sensitivity of the equipment used. With the DLTS technique, low concentration defects and 

deep electronic levels in semiconductors can be studied. It is one of the most sensitive defect 

detection techniques. At doping levels of 1017 cm-3 the DLTS technique has a defect 

concentration sensitivity of around 1012 defects cm-3. This implies that in a semiconductor 

material it has a sensitivity factor of 10-5 of the free carrier concentration [10]. 

The DLTS technique probes the space charge region of a semiconductor to characterise 

electronically active defects. This is in contrast to some characterisation techniques, which 

are designed to characterise defects in bulk samples. DLTS measures deep levels, which are 

deeper in the energy band gap than those formed by dopants. The electronic transition of 

holes to the valence band and electrons to the conduction band is measured as a change in the 
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junction capacitance of a device. As defined in the previous chapter, the depletion width of 

Schottky barrier diodes is given by 

𝑤 =  √
2𝜀𝑠(𝑉𝑏𝑖 + 𝑉)

𝑞𝑁𝐷
                                                    (3.9) 

where V is the applied voltage. The capacitance due to the depletion region is related to the 

depletion width by 

𝐶 =
𝜀𝑠𝐴

𝑤
= √

𝑞𝜀𝑠𝑁𝐷

2(𝑉𝑏𝑖 + 𝑉)
                                                 (3.10) 

where A is the area of the metal-semiconductor contact. From Equation 3.10 it can clearly be 

seen that if a change in the concentration of the trapped charge carriers in the depletion region 

occurs, there will be a change in the capacitance. The depletion width that is calculated in 

GaN used for this study is in the order of 10-7 m. Increasing the reverse bias voltage probes 

the semiconductor in the depletion region so that the lower this bias voltage the deeper the 

sampling depth. 

DLTS is a powerful defect analysis technique from which one can calculate the 

concentration, the activation energy, the majority carrier capture cross-section and the depth 

distribution of the defect. A defect can be uniquely identified using the DLTS technique by 

simply calculating the activation energy and the carrier cross section. The combination of 

these two quantities is known as the DLTS “signature”. There are a number of factors that 

make DLTS a choice technique for analysing defects. These include high sensitivity and non-

destructive characterisation. One can also distinguish between majority and minority carriers. 

This can be identified by a positive or a negative peak. 

The limitation of the DLTS characterisation technique is that it does not provide the physical 

structure of the defects measured. This makes it difficult to correlate the defect level to the 

defect itself. It is also difficult to correlate DLTS to other techniques. For example, when 

compared to RBS it is difficult to compare the concentration of impurities as these may or 

may not correspond to the number of electrically active defects measured. 
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3.2.3. DLTS principles 

There are a number of steps which are taken to complete the DLTS measuring process. These 

are shown in Fig. 3.4. A reverse bias voltage is applied to the metal-semiconductor junction. 

This increases the depletion width. The reverse bias is applied long enough for steady state 

conditions to be reached. This is to ensure that all traps in the depletion region are empty i.e. 

that there are no carriers which are captured. A forward bias filling pulse is applied to the 

junction. This reduces the space charge region and therefore increases the capacitance of the 

depletion width. As the space charge region is decreased, the empty traps in this region are 

filled (the pulse has to be long enough that the traps are filled).  

When the pulse is removed the reverse bias returns to its quiescent state. The space charge 

region increases but it becomes larger than it was to compensate for the electrons, which are 

trapped. The capacitance is also lower than it was under quiescent conditions. The electrons, 

above the Fermi level in the filled traps of the depletion region, are then emitted from these 

traps due to thermal processes. These electrons are rapidly swept out of the depletion region 

by the electric field in this region so that they are not able to be re-trapped. As the traps 

empty, the depletion width and the capacitance return to their quiescent values.  

A series of capacitance transients can be measured if the voltage cycle is applied a number of 

times. If this is done at different temperatures then a number of these capacitance transients 

with different decay time constants will be realised. As a result, a DLTS spectrum can be 

obtained by analysing these capacitance transients. 

The density of traps, assuming that the filing pulse is long enough such that they are all 

occupied by charge carriers at time t after removing the pulse width, is given by  

𝑁(𝑡) = 𝑁𝑇exp(−𝑒𝑛𝑡)                                                     (3.11) 

where NT is the trap concentration and en is the thermal emission rate. From equations of en 

and N(t) it can be shown that a change in the trap concentration will result in a change in the 

capacitance, which is dependent on time. If NT ≪ ND, then the junction capacitance is given 

by  

𝐶(𝑡) = 𝐶0 − ∆𝐶0exp(−𝑒𝑛𝑡)                                              (3.12) 

where C0 is the capacitance at equilibrium reverse bias voltage and ∆C0 the change in 

capacitance directly after removing the filing pulse.  
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Fig. 3.4 A schematic showing the evolution of defect states within a space charge region in 

order to acquire a DLTS transient signal. 

 

The DLTS signal is directly related to the defect concentration when the signal is small 

enough. This is the case where the number of defects is much smaller than the free carrier 

concentration, NT ≪ ND. Thus the number of defects can be obtained by 

𝑁𝑇 ≈ 2𝑁𝐷

∆𝐶

𝐶
                                                         (3.13) 

The sensitivity of the junction capacitance to trapped charges depends on the location of the 

charge in the depletion region. This sensitivity varies linearly from zero at the  

metal-semiconductor interface to a maximum at the depletion width. This implies that the 

capacitance measurements are insensitive to traps, which are located at the  

metal-semiconductor junction. Two regions can thus be considered within the space charge 
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region [11]. The first region is close to the metal-semiconductor junction. It consists of 

shallow donors and deep levels, which are above the Fermi level. The second region is called 

the transition region. The width of this region, which is independent of the depletion width, is 

given by 

𝜆 = √
2𝜀(𝐸𝐹 − 𝐸𝑇)

𝑞2𝑁𝐷
                                                    (3.14) 

This transition region is the distance from the depletion region edge to where the Fermi level 

intersects the defect level. Fig. 3.5 illustrates the relationship between the transition region 

and the depletion width of a band bending diagram of a Schottky barrier diode. The diagram 

shows the energy bands at zero bias and when a reverse bias is applied [11]. 

 

 

Fig. 3.5 Energy band diagram of the depletion width of a Schottky barrier diode showing the 

λ region and the change in the depletion width under zero bias (top) and reverse bias 

(bottom). (redrawn from [12]) 
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3.2.4. Rate window concept 

The DLTS system is designed to detect the maximum response within a preselected rate 

window. The system responds by giving a peak output associated with the rate window as 

shown in Fig. 3.6. The DLTS signal, which denotes a change in capacitance during different 

times, can be plotted as a function of increasing temperature. The rate-window concept is 

usually implemented by the DLTS system using a lock-in amplifier and a dual-gated 

integrator (also known as a double boxcar). These were originally attached by D.V. Lang in 

1974 [10]. 

 

 

 

Fig. 3.6 This figure illustrates the peak in the output signal of a defect level when the decay 

component of the input signal corresponds with a pre-selected rate window [10] 
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Fig. 3.7 A schematic diagram depicting how a DLTS spectrum is obtained from the 

rate window concept. (a) Various capacitance transients obtained at different times 

with increasing temperature and (b) the resulting spectrum from these transients. 

(a) (b) 
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The DLTS signal can be obtained by subtracting the capacitance measured at two different 

times namely t1 and t2. The difference in these two times, t1 – t2, is a time filter known as the 

rate window. The double boxcar calculates the difference in the capacitance C(t1) – C(t2). 

This difference is converted into a DLTS signal of a thermally activated process and this 

signal is given by the equation 

𝑆(𝑇) = ∆𝐶0[𝑒𝑥𝑝(−𝑡1/𝜏) − 𝑒𝑥𝑝(−𝑡2/𝜏)]                            (3.15) 

where ΔC0 is the capacitance change due to the filling pulse at t = 0. 

Fig. 3.7 shows how a DLTS spectrum is obtained. It can be observed from the diagram that at 

low temperatures, the DLTS signal is very low. This is caused by the small change in 

capacitance between t1 and t2 which is almost the same for both times. As the temperature 

increases the decay rate of the capacitance transient also increases. This causes the change in 

capacitance between t1 and t2 to increase, thus the DLTS signal increases up to a maximum at 

some temperature. As the temperature continues to increase, the decay rate of the transient 

also increases. At high temperatures the capacitance transient decays so fast that it decays 

before t1. This implies that the DLTS signal will also be low at higher temperatures.  

The peak of the DLTS signal will appear at different temperatures for different rate windows. 

If equation 3.15 is differentiated with respect to τ and the derivative set to equal zero, then the 

time constant at which the peak of the DLTS spectrum occurs is given by 

𝜏𝑚𝑎𝑥 =
𝑡1 − 𝑡2

ln(𝑡1 𝑡2⁄ )
                                                   (3.16) 

This time constant is related to the peak emission rate such that en = 1/τmax. In order to 

calculate the activation energy of a defect level, several spectra are taken at different 

emission rates. Equation (3.6) can be written such that  

𝜏𝑚𝑎𝑥 =
1

𝑒𝑛(𝑇)
=

1

(𝐾𝑛𝑇2𝜎𝑛)
𝑒

𝐸𝐶−𝐸𝑇
𝑘𝑇  

where  

𝐾𝑛 =
2(2𝜋)

3
23

1
2𝑚∗𝑘2𝑀𝐶

𝑔ℏ3
                                                 (3.17) 

Take the natural log of both sides of the equation, the following equation can then be 

obtained:   
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Fig. 3.8 Diagram of (a) the shift in peak position of the DLTS signal at various emission 

rates and (b) the Arrhenius plots obtained from the peak positions. 
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ln(𝜏𝑚𝑎𝑥𝑇2 ) = − ln(𝐾𝑛𝜎𝑛 ) +
𝐸𝐶 − 𝐸𝑇

1000𝑘

1000

𝑇
                             (3.18) 

This equation is a straight line graph called an Arrhenius plot and can be obtained by plotting 

ln(τmaxT
2) versus 1000/T. It contains the peaks of the spectra at different temperatures. The 

slope of the line (EC – ET)/1000k gives the defect energy blow the conduction band and the  

y-axis intercept –ln(Knσn) gives its capture cross section. T in this equation, is the temperature 

of the DLTS peak.  An illustration is shown in Fig. 3.8. 

When using conventional DLTS, states with similar emission rates can be separated if they 

have different activation energies. The separation of these states can be done by performing a 

DLTS scan at various rate windows. Doing this alone, however, will not be of any advantage 

if the activation energies are similar. It can occur that states, which have similar emission 

rates have different capture properties. In such instances, the deep state with the smaller 

capture cross section can be excluded from the measurement by reducing the filling pulse 

width. Another method would be to observe the peak shift as the electric field changes. It is 

also at times possible to separate a state which shows a strong Poole-Frenkel effect from one 

which does not. 

 

3.2.5. Defect identification 

The identification and mapping of defects are integral if defects in semiconductors are to be 

understood. Space charge spectroscopy assists in identifying defect parameters such as the 

energy, capture cross section and trap concentration of defects. They do not, however, give 

direct information about the chemical composition, which gives rise to the defect levels. A 

defect identification procedure has been proposed which can be used for identifying defects 

using DLTS [9]. When one has performed the experiment and analysed the results, there are 

couple of steps which can be taken to understand the results that have been found as outline 

by Benton et al [9]. A comparison of the DLTS signature can be made with the defects 

already identified in literature. This will be useful in compiling a defect library from which 

we can compare the different processes, such as irradiation and annealing, which introduce or 

induce defects.  

The notation used for most defects in this thesis is E_0.xxx, where 0.xxx is the activation 

energy of the defect in eV. The activation energy is as determined by an Arrhenius plot. In 

order to compare defects, both activation energy and capture cross-section values should be 
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compared, taking uncertainties into account. Although the identity of a defect is often 

determined by comparing its capture cross section and activation energy with reference 

values, the most reliable method is to compare Arrhenius plots.  

 

3.2.6. Defects in GaN 

There are two peaks which are commonly observed by DLTS in GaN. The nature of the 

defects giving rise to these peaks is as yet unknown. The first of these has been observed by 

various authors in GaN layers which have been grown by MOCVD, HVPE and RMBE. The 

labels and activation energies of these defects have been reported as trap D (0.24 eV) [13],  

E1 (0.264 eV) [14], DLN1 (0.25 eV) [15], and trap D (0.25 eV) [16,17]. It has been suggested 

by Fang et al. that trap D seems to be related to threading dislocations. As the epilayer 

thickness is decreased, the concentration of trap D increases with increasing threading 

dislocations [17].  

The second defect, which has been a dominant defect in GaN, has also been reported by 

various authors. They have reported it as E2 (0.58 eV) [14], D2 (0.60 eV) [18],  

DLN3 (0.59 eV) [15], trap B (0.60 eV) [16], and trap B (0.61 eV) [17]. Haase et. al. have 

suggested that the D2 centre that they have observed is the N antisite [18]. This is based on 

the effects of 270 keV N2+ implantation and annealing. 

It has been reported by Look et al. [16], however, that trap B is unchanged by either electron 

or plasma irradiation. This, they argue, suggests that it is either unrelated to simple point 

defects, or it is related to pre-existing defects such as the Ga vacancy. Trap B is often the 

dominant trap in material grown by different methods and therefore they suspect that it is 

related to either O, Si, C, or Ga vacancy as these are the most common defect species in  

n-GaN. It is, however, argued that it cannot be a simple shallow donor such as a Ga vacancy 

since it is an electron trap. This trap, they further argue, could be a complex arrangement of 

other impurities and defects [16].  
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Experimental techniques 

4.1. INTRODUCTION 

This chapter will look at the experimental techniques, which were used in this study. It gives 

a general description while the specifics of each technique will be given in more detail in 

subsequent chapters as they relate to each relevant investigation. The first section deals with 

the preparation of the samples by giving details of the cleaning method. In the second section 

the metal deposition techniques are explained. Ohmic contacts were deposited using the 

electron beam deposition system while the Schottky contacts were deposited using the 

resistive deposition system. Section 4.4 elaborates on the thermal annealing of the samples 

and the equipment used. Since the samples were irradiated with ions, a brief explanation of 

the ion implantation and irradiation conditions is given in section 4.5. The electrical 

characterisation of the samples is described in the last two sections. The I-V and C-V 

characterisation measurement techniques and equipment are explained in section 4.5. The 

DLTS setup, used to characterise electrically active defects, is described in the last section. 

 

4.2. SAMPLE PREPARATION 

The purpose of cleaning a sample prior to metal deposition is to remove surface oxides and 

other contaminants, which can affect the operation of a fabricated device. A well-cleaned 

surface will result in a relatively intimate metal-semiconductor contact, which can lead to 

thermally stable contacts. There are three primary semiconductor cleaning methods, namely 

dry (physical), wet (chemical) and vapour (phase) [1]. In this study, wet cleaning was used on 

Si-doped GaN. The method for cleaning this semiconductor by wet chemical treatment is 

well-established [2]. There are two primary processes for cleaning a semiconductor wafer 

using this method, namely degreasing and etching. Firstly, the sample had to be degreased in 

order to remove any organic impurities that were on the surface of the GaN sample. These 

were boiled in trichloroethylene and isopropanol for 3 minutes each. The samples were then 

rinsed in de-ionised water to prepare them for etching. The etching process included placing 
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the samples in boiling aqua regia (HCl:HNO3 of 3:1) for 10 minutes and then dipping them in 

an HCl:H2O solution for 1 minute. After each etching step, the samples were rinsed in 

deionised water. In all the rinsing steps, the beaker containing the deionised water was placed 

in an ultrasonic bath for 2 minutes. Nitrogen gas was used to blow dry the samples to remove 

any liquid from the samples. 

 

4.3.  METAL DEPOSITION 

There are a number of methods, which can be used to deposit metals on semiconductors. 

These include electroplating, alloying, sputtering and evaporation. In this study, only the 

evaporation techniques were used. These included both resistive (thermal) and electron beam 

depositions. The resistive evaporation system was used to deposit Schottky contacts while the 

electron beam system was used for the ohmic contacts. Both these metal contacts were 

deposited on one side of the GaN substrate as shown in Fig. 4.1. The reason for this is that 

GaN is grown on a sapphire (Al2O3) substrate which is an insulator, thus leaving only one 

side of the GaN sample to be electrically active. The ohmic contacts were the first metal 

contacts to be deposited on this active side. A thin glass slide was cut in a rectangular shape 

and the GaN substrate covered in such a way that only the ohmic contacts could be deposited. 

Once the ohmic contacts had been deposited, the GaN was placed on a mask in order to 

deposit the Schottky contacts.  

 

 

 

Fig. 4.1 A diagram showing Schottky and ohmic contacts on a GaN 

substrate. 
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4.3.1. Electron beam deposition system 

The electron beam system employs a physical vapour deposition technique whereby electrons 

are accelerated onto a source metal with enough energy to evaporate the metal. This system 

was used in this study as it has the ability to deposit four metals without breaking vacuum. 

This particular system was installed with an air interlock system, which also allowed samples 

to be loaded into the system without breaking vacuum. A picture of the deposition system is 

shown in Fig. 4.2. The electron beam system can reach pressures of as low as 10-7 mbar due 

to a turbo pump that is connected in series with a roughing pump. This vacuum is essential to 

prevent the reaction of the evaporant with background gases as it traverses the vacuum 

chamber to the target substrate. The electron beam system was also used because it can melt 

metals with high melting points such as Ti (1668 °C) and W (3422 °C).  

 

 

 

 

4.3.1.1. Ohmic contacts 

The electron beam system was used to deposit ohmic contacts on GaN. These contacts 

consisted of Ti (150 Å)/ Al (2200 Å)/ Ni (400 Å)/ Au (500 Å). The thicknesses of the 

deposited metals were measured by an Inficon thickness monitor. When choosing an ohmic 

contact metal for an n-type semiconductor, the work function of the metal must be close to or 

smaller than the electron affinity of the semiconductor. Due to this factor Ti (4.33 eV) and Al 

Fig. 4.2 A picture of the electron beam system used for ohmic contact 

deposition. 
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(4.28 eV) are good candidates for ohmic contact formation on n-GaN. These contacts have 

good thermal stability and the contact resistance decreases when annealed at temperatures of 

up to 700 ºC [3]. The reaction between Ti and GaN should ideally make an ohmic contact. It 

has also been argued that when Al is deposited on Ti, the reaction between Ti and Al form a 

stable and reliable contact [3]. Ti and Al oxidise easily therefore Au is used as a capping 

layer because it is oxidation resistant. Ni is used as a diffusion barrier to reduce the 

interaction of Ti/Al with Au [4]. 

4.3.1.2. Electron Beam Exposure 

The electron beam system was also used for the exposure of samples to electron beam 

deposition conditions without deposition. This experimental technique was carried out in 

order to investigate the defects, which would be induced under deposition conditions. It was 

first explored by Coelho et al. to investigate the prolonged exposure of Ge to electron beam 

deposition conditions without deposition [5]. Details of the experiment, as it applies to GaN, 

will be explained in the results and discussion chapter of the electron beam exposure study. 

4.3.2. Resistive deposition system 

The resistive evaporation system that was used in this study can reach a vacuum of as low as 

10-5 mbar. The system has a rough pump in series with a turbo pump, similar to the electron 

beam system. A glass bell jar was used to enclose the system. In the resistive evaporation 

system, a crucible made out of a refractory metal was used. The refractory metal was heated 

by passing a current through it. The amount of current that was used depended on the metal 

being deposited as metals with a high melting point require a higher current. The resistive 

evaporation system was used to deposit the Schottky contacts onto the GaN substrate. The 

deposition rate was between 0.5 and 1 Å/s and this was monitored by an Inficon thickness 

monitor. A picture of the electron beam system is shown in Fig. 4.3.  

A metal with a large work function is required to form a Schottky barrier on GaN. The 

Schottky contacts for the EBE experiment had thicknesses of Ni (250 Å)/ Au (650 Å) 

whereas the Cs implantation and Xe irradiation had thicknesses of Ni (200 Å)/ Au (600 Å). 

The differences in these thicknesses do not considerably affect the electrical properties 

required for this study. Ni was chosen not only because of its large work function but also 

because it has good adhesion to GaN. Au was used as a cap layer as it adhered well to Ni, 

was resistant to oxidation and is a good conductor of electricity. 
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4.4. ANNEALING 

The annealing in this study was performed by a Lindberg annealing furnace. Fig. 4.4 shows a 

diagram of this system. It has the capability of reaching temperatures of up to 1200 °C. A 

thermocouple was attached to this system in order to measure the temperature. The annealing 

furnace had refractory bricks in order to contain the heat within the system. Ohmic contacts 

formed on GaN were annealed at temperatures of up to 500 °C. This was performed for  

5 minutes in an Argon gas ambient. The gas flow rate was set to 2 litres per second.  

  

 
Fig. 4.4 A diagram of the Lindberg annealing system. 

 

Fig. 4.3 A picture of the resistive evaporation system used to deposit Schottky 

contacts. 
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4.5. IRRADIATION AND IMPLANTATION 

GaN was irradiated with Xe+26 ions of 167 MeV with fluence of up to 1010 cm-2 at room 

temperature using the IC-100 FLNR JINR cyclotron in Dubna, Russia. A two dimensional 

beam scanning system was used over the whole sample in order to achieve ion beam 

homogeneity. A low flux was use to minimise heating the samples. Fig. 4.5 shows the trim 

profiles which were used for calculations relating to the Xe+26 ions [6]. These calculations 

included the depth of the irradiated ions, and nuclear and electronic stopping loss. 

 

 

 

 

 

 

 

   (a)            (b) 

 

      (c)  

                             Fig. 4.5 TRIM profiles of Xe26+ irradiated GaN which consist of the  

                             (a) energy loss (b) nuclear loss and (c) ion range. 
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Cs+ ions of 360 keV were implanted at room temperature with a fluence of up to 1011 cm-2. 

The ion beam was scanned over the whole sample. The implantation was performed at the 

Institut für Festkörperphysik, Friedrich-Schiller-Universität, Jena, Germany. A low flux was 

also used during implantation to minimize heating the samples. Fig. 4.6 shows the TRIM 

profiles which were utilised for Cs+ ion related calculations [6]. 

 

 

 

 

 

 

 

(a)       (b), 

 

      (c) 

 

 

 

 

Fig. 4.6 TRIM profiles of Cs+ irradiated GaN which consist of the 

(a) energy loss (b) nuclear loss and (c) ion range. 
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4.6. DEVISE CHARACTERISATION 

4.6.1. Current and capacitance measurements 

Electrical characterisation involving both current-voltage (I-V) and capacitance-voltage 

measurements (C-V) were performed on the samples. The measurements were done in a dark 

enclosure to minimise the influence of light on the results obtained. The I-V measurements 

were performed by using an HP 4140B pA Meter/DC Voltage Source. The I-V meter has the 

ability to take current measurements of as low as 10-14 A. The I-V measurements were 

performed to ascertain the quality of the Schottky prior to the DLTS measurements. 

Parameters that can be extracted from the I-V measurements include the Schottky barrier 

height, ideality factor and the series resistance. 

The C-V measurements were done using an HP 4192 A LF Impedance Analyser. These 

measurements can be performed to obtain parameters such as the Schottky barrier height, the 

built-in voltage and the free-carrier concentration. These measurements can also be 

performed to obtain the uniformity of the doping profile. A LabViewTM routine was used to 

collect data from both the I-V and C-V measurements. A schematic of the electrical 

connections of the I-V and C-V setup up is shown in Fig. 4.7.  

 

 
Fig. 4.7 Schematic diagram of the electrical wire connection of the I-V and C-V 

station setup. 
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4.6.2. Deep Level Transient Spectroscopy (DLTS) 

The DLTS measurements were performed by a computer controlled system with a closed 

cycle helium cryostat. The program used for controlling this system was also used to collect 

the measured data. Measurements were performed in the 16 to 380 K temperature range as 

this was also the limit of the DLTS system. Fig. 4.8 shows a schematic diagram of the DLTS 

system used for the experiments in this study. The temperature was controlled by a Lakeshore 

332 temperature controller. A thermocouple was connected to the cryostat close to where the 

sample was placed in order to measure the temperature at the sample. A 1 Mhz Boonton 7200 

capacitance meter with 100 mV was used to measure the capacitance from the thermal 

emission caused by excitation of charge carriers due to the voltage change by the pulse 

generator. The pulse generator was an HP 33120A 15 MHz arbitrary waveform generator. It 

was controlled by a LabviewTM routine. The capacitance meter, pulse generator and 

temperature controller were all controlled by a National Instruments GPIB interface card. 
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Fig. 4.8 A schematic diagram of the DLTS setup. 



63 
 

REFERENCES 

[1] W. Kern, Handbook of semiconductor wafer cleaning technology: science, technology 

and applications, Noyes Publications, Westwood, 1993. 

[2] P. Hacke, T. Detchprohm, K. Hiramatsu, and N. Sawaki, Schottky barrier on n-type 

GaN grown by hydride vapor phase epitaxy, Appl. Phys. Lett. 63 (1993) 2676. 

[3] Q.Z. Liu and S.S. Lau, A review of the metal–GaN contact technology, Solid. State. 

Electron. 42 (1998) 677. doi:10.1016/S0038-1101(98)00099-9. 

[4] S. Ruvimov, Z. Liliental-Weber, J. Washburn, K.J. Duxstad, E.E. Haller, and  

L. Berkeley, Microstructure of Ti / Al and Ti / Al / Ni / Au Ohmic contacts for n -GaN, 

Appl. Phys. Lett. 69 (1996) 1556. 

[5] S.M.M. Coelho, F.D. Auret, P.J. Janse van Rensburg, J.M. Nel, Electrical 

characterization of defects introduced in n-Ge during electron beam deposition or 

exposure, J. Appl. Phys. 114 (2013) 173708. doi:10.1063/1.4828999. 

[6] J.F. Ziegler, M.D. Ziegler, and J.P. Biersack, SRIM – The stopping and range of ions 

in matter (2010), Nucl. Instrum. Meth. B. 268 (2010) 1818. 

 

 

  



64 
 

  

Results 

5.1. INTRODUCTION 

The results of this study will be presented in the form of articles which have been published 

in internationally recognised, peer reviewed journals. The study consists of the post growth 

introduction of defects in GaN by various processes. These processes include electron beam 

exposure, ion implantation and swift heavy ion irradiation. The electrically active defects 

were characterised by DLTS. The first section is a report on a technique called electron beam 

exposure. This is a novel method in which a semiconductor is exposed to deposition 

conditions without deposition. The second section is a study of the defects induced by Cs ions 

implanted at room temperature. The last section investigates the defects induced by swift 

heavy ion irradiation. 
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5.2. ELECTRON BEAM EXPOSURE 

Paper 1: DLTS characterization of defects in GaN induced by electron 

beam exposure 

During previous studies [1,2] it was found that electron beam deposition caused damage to 

samples that was observable by means of DLTS. This damage was found to be removed by 

shielding the sample from the electron gun. This can have an effect on the electrical 

properties of the semiconductor, including the introduction of electrically active defects. 

Therefore, although it is not common practice, it became standard practice in this laboratory 

to install such a shield. Since the electrons do not have enough energy to cause displacement 

damage, it is assumed that the damage caused is due to low energy ions accelerated towards 

the sample from the electron gun, either directly or possibly by collisions with electrons [3]. 

In order to have a better understanding of this damage, a procedure was developed by means 

of which a high melting point metal (tungsten) was heated (but not evaporated) by an electron 

beam while all the shields were removed. This therefore leads to exposure of the 

semiconductor substrate to deposition conditions (without deposition) for a prolonged period 

of time during which an easily measureable concentration of defects may be produced. This 

technique, where GaN was exposed to metal deposition conditions without deposition, was 

termed electron beam exposure (EBE) [4].  

In order to gain deeper insight into the cause of these defects, this study compares the defects 

induced during EBE to defects caused by other device processing methods such as electron, 

proton, and gamma irradiation. In the case of Si, GaAs and Ge, it was found that EBE 

induced some defects different to those induced by particle irradiation. Since the electron 

beam system is used for metal deposition, a comparison was made to defects obtained after 

electron beam metal deposition. Lastly a brief summary is given of the results obtained 

during EBE on various semiconductors such as Ge, Si, and SiC.  

It was found that, in contrast to the case of Si, Ge and SiC, EBE in GaN introduced a single 

defect with an energy 0.12 eV and apparent capture cross section 8.0 × 10-16 cm2 with 

properties similar to those of a radiation induced defect previously observed after proton, 

electron and gamma radiation. 

The present author performed the experiments and wrote the publication with input from the 

co-authors.  
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Due to space limitations, some relevant information could not be included in the papers, it is 

therefore included below. 

 

As shown in Table 5.1, the current voltage properties of the fabricated diode deteriorated 

after EBE processing of the GaN sample. The rectifying properties of the diodes were 

however still in a good enough condition to perform DLTS measurements. 

 

Publication details 

P.N.M. Ngoepe, W.E. Meyer, F.D. Auret, E. Omotoso, and M. Diale, “DLTS characterization 

of defects in GaN induced by electron beam exposure”, Mat. Sci. Semicon. Proc. 64 (2017) 

29-31. http://dx.doi.org/10.1016/j.mssp.2017.03.008    

  

Table 5.1 Electrical properties of the control and EBE processed GaN samples which were 

extracted from current voltage and capacitance voltage measurements. 

 Control EBE 

Current-voltage   

Schottky Barrier Height, ϕB (eV) 0.719 0.646 

Ideality factor, n 2.01 2.67 

Series resistance, Rs (Ω) 20 255 

Current at -2 V (A) 3.2 × 10-7 4.11 × 10-6 

Capacitance-voltage   

Schottky Barrier Height, ϕB (eV) 1.01 1.24 

Built-in voltage, Vbi (V) 0.842 1.08 

Free carrier concentration, Nd (cm-3) 1.3 × 1017 3.6 × 1016 

http://dx.doi.org/10.1016/j.mssp.2017.03.008
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5.3. Cs ION IMPLANTATION 

Paper 2: Characterisation of Cs ion implanted GaN by DLTS 

The study of the effects of implantation of ions in semiconductors gives a clue of the nature 

of defects, which are in these semiconductors. Ion implantation has been used for, amongst 

other applications, device isolation. This section is a study of defects induced in GaN after Cs 

ion implantation. The implantation energy was 360 keV with a fluence of up to 1011 cm-2. 

The implantation was performed at room temperature. After Cs ion implantation, the sample 

was characterised using DLTS. A defect level with an energy level of 0.19 eV and an 

apparent capture cross section of 1.1 × 10-15 cm2 was observed. In this study, a comparison 

was made to various processing methods used in other studies, which obtained defects with 

similar defect energy. These methods included electron beam deposition, rare earth element 

implantation, and proton and electron implantation.  

Table 5.2 below which was not included in the paper compares the quality of the diodes 

before and after irradiation. The current voltage properties of the fabricated diode 

deteriorated after Cs ion implantation of the GaN sample. The rectifying properties of the 

diodes were however still in a good enough condition to perform DLTS measurements. 

 

Table 5.2 Electrical properties of the control and Cs ion implanted GaN samples, which were 

extracted from current voltage and capacitance voltage measurements. 

 Control Cs ion implantation 

Current-voltage   

Schottky Barrier Height, ϕB (eV) 0.97 0.57 

Ideality factor, n 2.14 3.38 

Series resistance, Rs (Ω) 100 26 

Current at -2 V (A) 4.8 × 10-14 9.1 × 10-5 

Capacitance-voltage   

Schottky Barrier Height, ϕB (eV) 0.86 0.91 

Built-in voltage, Vbi (V) 0.699 0.725 

Free carrier concentration, Nd (cm-3) 1.4 × 1017 5.5 × 1016 
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Publication details 

P.N.M. Ngoepe, W.E. Meyer, F.D. Auret, E. Omotoso, T.T. Hlatshwayo, and M. Diale, 

“Characterisation of Cs ion implanted GaN by DLTS”, Physica B 535 (2018) 96-98. 

http://dx.doi.org/10.1016/j.physb.2017.06.064  

  

https://scholar.google.co.za/citations?user=Zb7Eyv0AAAAJ&hl=en&oi=sra
http://dx.doi.org/10.1016/j.physb.2017.06.064
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5.4. Xe ION IRRADIATION 

Paper 3: Deep level transient spectroscopy characterisation of Xe 

irradiated GaN 

GaN is a radiation hard semiconductor. This is one of the properties that make it suitable for, 

amongst others, space applications. The bombardment of a device by particles can affect its 

operation. It thus becomes important to study the effect of such particles on the 

semiconductors on which the devices are based. In this study, swift heavy ions were 

irradiated into GaN with the intention of studying the defect levels induced in them. The 

irradiation energy of the ions was 167 MeV with fluence of up to 1010 cm-2. The  

current-voltage characteristics before and after irradiation were compared. Deep level 

transient spectroscopy was then used to characterise the defect levels induced by the 

irradiation. The defects were then compared to those reported by other studies. The 

processing methods in other studies included thermal annealing and In doping. Some authors 

also obtained similar defect by modelling. SRIM calculations were also performed to 

calculate the penetration depth of the Xe ions.  

Table 5.3 summarizes the quality of the Schottky diodes before and after irradiation. The 

current voltage properties of the fabricated diode deteriorated after Xe ion irradiation of the 

GaN sample. The rectifying properties of the diodes were however still in a good enough 

condition to perform DLTS measurements. 

Fig.5.1 contains the DLTS spectra for the un-irradiated and Xe ion irradiated GaN. The 

DLTS spectra have been included in this section to highlight the 0.58 eV defect, which was 

not observed after Xe irradiation. This defect, it seems, was suppressed by Xe irradiation. 
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Table 5.3 Electrical properties of the un-irradiated and Xe ion irradiated GaN samples, which 

were extracted from current voltage and capacitance voltage measurements. 

 Un-irradiated Xe ion irradiation 

Current-voltage   

Schottky Barrier Height, ϕB (eV) 1.15 0.507 

Ideality factor, n 1.84 2.03 

Series resistance, Rs (Ω) 156 44 

Current at -2 V (A) 8.0 × 10-15 1.9 × 10-4 

Capacitance-voltage   

Schottky Barrier Height, ϕB (eV) 0.93 1.1 

Built-in voltage, Vbi (V) 0.771 0.899 

Free carrier concentration, Nd (cm-3) 1.3 × 1017 3.3 × 1016 

 

 

 

 

 

Fig. 5.1 DLTS spectra of un-irradiated and Xe irradiated GaN. Where 

indicated, the spectra have been increased by a factor of 50 for clarity. The 

spectra were recorded using a reverse bias of -2 V, filling pulse of 0V, filling 

pulse width of 2ms and emission rate window of 80 s-1. 
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5.5. SUMMARY OF RESULTS 

Table 5.4 Table consisting of all the defects which were induced in GaN in this study 

 

Process 
Defect 

label 

Defect level 

(eV) 

Apparent capture 

cross section (cm2) 

Peak 

Temperature (K) 

Electron beam 

exposure  
E

0.12
 0.12 8.0 × 10-16  100 

Cs 

implantation  
ECs 0.19 1.1 × 10-15 119 

Xe irradiation E0.07 0.07 5.1 × 10-20 86 

 E0.48 0.48 1.5 × 10-15 265 
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Conclusions 

6.1. INTRODUCTION 

DLTS was successfully used to characterise electrically active defects in n-type GaN. This 

characterisation was performed after various processing techniques. In each of the studies 

performed, there were defects which were induced by each processing technique. The 

conclusions in this chapter will be discussed based on the specific study done for each 

processing technique. Future work is also outlined in this chapter. 

 

6.2. ELECTRON BEAM EXPOSURE 

A defect with energy level of 0.12 eV and apparent capture cross section of 8.0 × 10-16 cm2 

was observed after electron beam exposure. This defect was similar to defects induced by 

other processing techniques such as electron, proton and gamma particle irradiation. The 

electron beam exposure induced defect has a lower activation energy compared to the defects 

used in electron beam deposition. This is due to the energy of the impinging metal atoms  

 

6.3. Cs ION IMPLANTATION 

The implantation of Cs ions into GaN resulted in a defect with energy level of 0.19 eV and 

apparent capture cross section of 1.1 × 10-15 cm2. This defect is comparable to defects found 

in other DLTS studies, which had ions such as Xe, Eu, Er and Pr implanted in GaN. Although 

the defect found in the electron beam exposure was not comparable to electron beam 

deposition, it was found that Cs ion implantation induced a defect with similar characteristics 

to a defect induced by electron beam deposition.  
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6.4. Xe ION IRRADIATION 

The irradiation of GaN by Xe ions at energy of 167 eV caused significant damage to the 

semiconductor. Defects with energy levels of 0.07 and 0.48 eV and apparent capture cross 

section of 5.1 × 10-20 cm2 and 1.5 × 10-15 cm2 were induced respectively. The 0.07 eV defect 

was not observed after a couple of weeks. This was attributed to annealing at room 

temperature. The irradiation by Xe ions altered the electrical properties of the Ni/Au Schottky 

diodes and thus caused a significant increase in the leakage current. The reverse bias voltage 

was increased by 10 orders of magnitude from 1.1 × 10-14 A to 1.9 × 10-4 A. The as deposited 

defect with an energy level of 0.58 eV was not observed after Xe irradiation. This defect was 

suppressed by Xe irradiation.  

 

6.5. SUMMARY 

This study investigated defects induced in identical GaN samples by ions with greatly 

varying energies. Four distinct electrically active defects were observed. Since defects similar 

to the defects observed were found by other investigators using different ions, it is concluded 

the defects observed during the investigations were not specific to the ions incident on the 

materials, and are therefore either intrinsic defects or related to impurities. It therefore seems 

that the species of defect observed depended on the energy of the incident ions, showing that 

the energy of the incident ion had a significant effect on the species of defect created.  

This information will assist in understanding defects formed in GaN during processes 

involving interactions with ions, ranging from processing steps during fabrication, to 

radiation exposure during use. This knowledge will lead to GaN devices with improved 

quality and reliability. 

 

6.6. FUTURE WORK 

Future work will encompass the following:  

 Annealing studies to observe the evolution of the defects.  

 Investigation of the influence of the defects on the electronic and optoelectronic operation 

of these devices at different temperatures. 

 Characterising defects after varying the fluence of the implanted and irradiated ions. 
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 Using shorter periods of electron beam exposure to verify the time required to reach 

defect saturation concentration. 

 Verifying the possible ion track formation by Xe26+ ion using TEM 

 Exposure to high fluence ion implantation with the aim of studying the recrystallization 

of the damaged surface layer via surface morphology techniques. This recrystallization 

process could provide a regrown layer with novel defect structures. 


