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Abstract—To help achieve optimal channel allocation for a cognitive radio network with multiple channels and multiple users, the authors propose an queueing analytical framework for implementing a configurable channel allocation method. Various allocation scenarios can be captured by the allocation method under different parameters. The influence of the parameters under different environmental parameters and system settings on the performance measures is investigated by the proposed framework. System settings such as imperfect spectrum sensing, adaptive modulation and coding scheme, automatic repeat and request, various primary user activity patterns and finite secondary user buffer size are considered to make the proposed model practical. The procedures to derive performance measures, such as average queue length, packet loss rate, throughput and average packet delay, are presented. Numerical results that reveal the relationship between various performance measures and the channel allocation method parameters under different channel conditions and secondary user system settings are shown. The allocation method and the analytical framework would be useful to help achieve optimal performance and evaluate different allocation methods.
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I. INTRODUCTION

With the growth in the demand for speed and quality of telecommunication, the radio spectrum resource has become more and more scarce. Cognitive radio (CR) technology [1][2][3] is a promising way to solve this problem. By sensing the unused spectrum in dynamically changing environments, the CR user, which is usually named the secondary user (SU), can opportunistically share the spectrum bands that may be assigned to the authorized user, which is usually named the primary user (PU). There are two paradigms for the secondary users to use the spectrum: underlay and overlay [4]. In the underlay mode, the SU may transmit data simultaneously with the PU, but the transmission power must be under certain threshold to avoid crucial interference with the PU system. In the overlay mode, the SUs can transmit data through the spectrum band that is not used at the moment by the PU system. In this paper, our system is using the overlay mode.

It is practical that the CR system is providing services to multiple users, and the system shares multiple spectrum bands with one or more PU systems. The way in which multiple PU channels are allocated to the SUs will definitely have significant influence on the quality of service (QoS) that the CR system can provide. There are many existing papers on how to evaluate the QoS performance of the CR system, among which the queueing analysis [5] is used often and has been proven to be efficient. By modeling the fading channel as finite-state Markov process [6], the data transmission process of CR system can be described by queueing model. In [7][8], from a cross-layer perspective, all the data transmitted in the CR system is modeled in a discrete form as packet, and a finite state Markov chain is used to describe the system with consideration of adaptive modulation and coding (AMC). Performance measures such as packet loss rate and average throughput are derived. In [9], automatic repeat request (ARQ) is considered and the delay statistics is also obtained. Then with similar queueing analysis, the effect of the PU channel allocation method on performance measures is investigated in [10]. Opportunistic spectrum scheduling is used to assign the unoccupied PU channels. However, no error recovery method is applied in the model. In [11], contention-based and contention-free medium access methods are applied to assign the channels.

The above channel allocation methods have some limitations. First, these methods are not configurable. The analytic model and the results of the performance evaluation are fixed once the methods are applied. Thus, not many adjustments of the channel allocation can be made to fit some of the performance measures to different requirements. For example, the opportunistic spectrum scheduling in [10], the PU channels are allocated to the SU that can transmit at the highest rate, thus one cannot guarantee any data transmission to the SU that cannot transmit at the same high rate as others, even when the SU with high rate has already transmitted all its data. Secondly, if the environmental parameters (for example the channel condition) change, the CR system will suffer from the performance deterioration because of the unconfigurable allocation methods.

To provide a solution to the limitations above, the authors proposed the concept of a flexible channel allocation protocol, namely the distribution probability matrix (DPM), and preliminary analysis is carried out using Monte Carlo method in [12]. In this paper, the author proposed an analytical framework to carry out queueing analysis on the CR system with
multiple channels and multiple users that applies the DPM as the channel allocation protocol. In the proposed framework, various environmental parameters and CR system settings are considered. In the spectrum sensing part, imperfect spectrum sensing [13][14] is assumed. The spectrum sensing parameters and the PU activity parameters are built into a spectrum sensing model to describe the relationship between SU sensing results and the occupancy states of the PU channels. In the channel allocation part, the allocation result is modeled as a Markov process by combining the spectrum sensing model and the DPM protocol. In the data transmission part, besides the AMC scheme adapted from [8] and [15], a truncated ARQ scheme [16] is applied. An analytic procedure is developed to describe the data transmission results under different situations using the AMC and truncated ARQ scheme. Finally, the authors build up a queueing model to describe the evolution of the CR system and various performance measures are derived. One advantage of the proposed framework is that all the processes considered are configurable to adapt various situations. Furthermore, even if one CR system is not exactly identical with one in this paper, estimated results can be provided by the proposed framework through fitting different settings with the parameters in the proposed model. After building up the queueing model, numerical results are presented to illustrate the impact of the DPM parameters, the impact of environmental parameters and the CR system settings on the performance measures. Further, the comparison of different channel allocation methods with DPM is carried out.

This paper is organized as follows. The system model and assumptions about the CR system is introduced in Section II. Then, how the queueing model is formulated is shown in Section III. Numerical results and the discussions about them are shown in Section IV. Section V concludes the paper.

II. THE SYSTEM MODEL AND ASSUMPTIONS

A. Network Model

In this paper, an infrastructure-based cognitive radio network is considered, shown in Fig. 1. An SU system is working inside an area covered by a PU system. Both the PU and SU system are composed of one base station and multiple mobile stations. There is a reliable channel between the PU and SU base station to exchange all the necessary information including the channel condition, spectrum sensing results and synchronization information [17].

It is assumed that all the data transmitted in this system is in the form of packets, which are organized and buffered at the data link layer. The packets are transmitted within a physical layer frame. All the physical layer frames in the PU and SU systems are synchronized and of identical time duration $T_t$, which is defined as one time slot. The spectrum band authorized to the PU system is divided into $M$ channels. The SU system shares the channels in the overlay mode: when the channel is not used by the PU system, the SU system can use it to transmit its packets. The data packets of SU system are stored in a finite buffer at each SU mobile station and the uplink data transmission from the SU mobile station to base station is considered in this paper.

B. Primary User Activity

The PU transmission activities on a channel are modeled as a time-homogenous first-order Markov process with two states. Let $O^j(t) \in \{0,1\}$ represent the PU occupancy state of the $j$-th channel at the $t$-th time slot. When the PU is transmitting, the state is called “busy” and $O^j(t) = 0$, otherwise the state is called “free” and $O^j(t) = 1$. The process can be described by a transition matrix $P_{PU}^j$ as:

$$P_{PU}^j = \begin{pmatrix} p_{b \rightarrow b}^j & 1 - p_{b \rightarrow b}^j \\ 1 - p_{f \rightarrow f}^j & p_{f \rightarrow f}^j \end{pmatrix},$$

where $p_{b \rightarrow b}^j = \Pr\{O^j(t) = 0|O^j(t-1) = 0\}$ denotes the probability that the $j$-th channel is occupied by PU (the “busy” state), given that the channel is occupied by PU (the “busy” state) at the previous time slot, and $p_{f \rightarrow f}^j = \Pr\{O^j(t) = 1|O^j(t-1) = 1\}$ denotes the probability that the $j$-th channel state changes from “free” to “free”. These probabilities can be obtained by either measurement or estimation of the PU transmission behavior.

C. Secondary System Transmission Model

Each SU time slot consists of three successive parts: spectrum sensing, channel allocation and data transmission as shown in Fig. 2.

1) Spectrum sensing: At the beginning of each time slot, the SU system senses the existence of the PU transmission on every channel. Let $\hat{O}^j(t) \in \{0,1\}$ denote the sensing result. $\hat{O}^j(t) = 1$ means the SU system estimates that the $j$-th channel is not occupied by PU system at the $t$-th time slot, and the SU system will allocate this channel to one of the SU mobile stations and transmit data between the base station and the mobile station. $\hat{O}^j(t) = 0$ means the SU system estimates that the $j$-th channel is occupied by the PU system at the $t$-th time slot and the SU system will not use the channel during this time slot. In the proposed model, imperfect spectrum sensing is considered. There are
two types of sensing errors: miss detection and false alarm. 

\[ P_{md} = \Pr \{ O^j(t) = 1 | O^j(t) = 0 \} \]

represents the probability of miss detection, which means the SU system has the sensing result of a “free” state while the PU is actually transmitting. 

\[ P_{fa} = \Pr \{ O^j(t) = 0 | O^j(t) = 1 \} \]

represents the probability of false alarm, which means the SU system has the sensing result of a “busy” state while the PU is not transmitting. If miss detection occurs, the packets the SU has transmitted on the channel in that time slot will interfere with the PU data transmission; these are defined as “collision” packets.

2) Channel Allocation: After the spectrum sensing part, the SU system allocates all the channels that are sensed “free” to the SU mobile stations. In this paper, a flexible and configurable protocol DPM the author developed in [12] is applied. The protocol works as follows: An \( N \)-by-\( M \) distribution probability matrix is set up as:

\[
P_{DPM} = \begin{pmatrix} p_1^1 & \cdots & p_1^M \\ \vdots & \ddots & \vdots \\ p_N^1 & \cdots & p_N^M \end{pmatrix},
\]

where \( p_i^j \) represents the probability that the SU system allocates the \( j \)-th channel to the \( i \)-th SU if the channel is sensed “free”. In the proposed framework, one SU can transmit through multiple channels during one time slot; meanwhile one PU channel can be accessed by only one SU. So in \( P_{DPM} \):

\[ \sum_{j=1}^{M} p_i^j = 1 \]

for any \( i \).

3) Data transmission: In the data transmission part, AMC and truncated ARQ scheme are applied. The \( j \)-th PU channel is divided into \( N_{CS}^j \) states according to the signal-to-noise ratio (SNR) at the SU receiver. Let \( c^j(t) = \{1, 2, \ldots, N_{CS}^j\} \) represent the channel condition state of the \( j \)-th channel at the \( t \)-th time slot. The evolution of the \( j \)-th channel condition states are modeled as a Markov chain using the same idea in [18]. The model is described by a \( N_{CS}^j \)-by-\( N_{CS}^j \) transition matrix \( P_{CS}^j \). According to the modulation method, the data transmission rate in every channel state can be obtained. Details are shown in Appendix A.

As the error recovery method, a truncated ARQ scheme shown in Fig. 3 is applied. It works as follows: If a packet is transmitted successfully, the transmitter will receive an ACK message from the receiver, otherwise, the receiver will send back an NAK message, and the transmitter will transmit the packet again. If a packet has been transmitted unsuccessfully for \( L \) consecutive times, the transmitter will drop the packet, which is defined as a “drop” packet, then start to transmit the next packet. During the retransmission of the packets, specific technologies can be applied to improve the packet error rate, such as Maximal Ratio Combining (MRC) [19]. In the model of ARQ process in Appendix B, the packet error rate of the transmission and retransmissions can be configured according to the applied MRC method. To make the description of the proposed model concise, no further discussion on MRC is carried out, and in the following part of this paper, the packet error rates are assumed to be identical during the transmissions and retransmissions.

After data transmission, all packets arriving during the time slot will enter the buffer. If the total number of packets exceeds the buffer size, the overflow packets will be rejected. These packets are defined as “reject” packets.

### III. Formulation of the Queueing Model

In order to confine the size of the proposed model, the following analytical model is built on one selected SU (\( i \)-th). The procedure to analyze the other SUs in the system with the proposed model is identical.

#### A. Arrival Process

It is assumed that the number of arrival packets at each SU during one time slot follows a Batch Bernoulli process [20]. Let \( \alpha_i(j) \) represents the probability that \( j \) packets arrive during one time slot at the \( i \)-th SU, and \( v_i \) is the maximum number of packets that can arrive at the \( i \)-th SU during one time slot. Thus the process can be described by a probability vector \( \alpha_i \) as:

\[
\alpha_i = \{\alpha_i(0), \alpha_i(1), \ldots, \alpha_i(v_i)\}.
\]

#### B. Joint System States

Besides the arrival packets, the SU transmission is affected by the channel assignment result and the transmission scheme.
assignment state and the channel condition state. The state space \( S_i(t) \) can be defined as:
\[
S_i(t) = \{ (d_i^j(t), c_i^j(t)) \mid d_i^j(t) \in \{0,1\}, c_i^j(t) \in \{1,2,\ldots,N_{\text{CS}}^j\} \}
\]  
(8)
Further, the joint state space \( S_i(t) \), which represents all possible channel conditions of \( M \) PU channels from the \( i \)-th SU’s perspective, can be written as:
\[
S_i(t) = \{ (d_1^i(t), c_1^j(t)), (d_2^i(t), c_2^j(t)), \ldots, (d_M^i(t), c_M^j(t)) \mid d_i^j(t) \in \{0,1\}, c_i^j(t) \in \{1,2,\ldots,N_{\text{CS}}^j\}, j \in \{1,2,\ldots,M\} \}
\]  
(9)
It is assumed that all PU channel condition states to the SU are independent. According to the applied DPM and the activity of PU, the allocation state of PU channels is also independent. Hence, the number of all \( M \) channel states is \( N_{\text{all}} \):
\[
N_{\text{all}} = 2^M \cdot \prod_{j=1}^{M} N_{\text{CS}}^j
\]  
(10)
An integer index \( s_i(t) \) is set up to label each state in \( S_i(t) \):
\[
s_i(t) = \sum_{j=1}^{M} \left( \left[ d_i^j(t) \cdot N_{\text{CS}}^j + c_i^j(t) - 1 \right] \prod_{l=1}^{j-1} N_{\text{CS}}^{l-1} \right)
\]  
(11)
where \( N_{\text{CS}}^0 = 0 \) is set to make the expression concise. Then, the transition probability matrix of the channel state in which the states are sorted according to the indexes can be obtained:
\[
A = (P_{d_1} \otimes P_{c_1}^1) \otimes \cdots \otimes (P_{d_M} \otimes P_{c_M}^M),
\]  
(12)
where \( \otimes \) denotes the Kronecker product.

C. Service process

Now, the detailed transmission process under any given system state \( s_i(t) \in S_i(t) \) can be obtained. The distribution of number of transmitted packets can be obtained, given the channel condition state considering the truncated ARQ and AMC scheme. Let \( \Phi_{\text{all}} \) represent the maximum number of packets that can be transmitted during one time slot. A series of functions \( \Theta \) can be used to describe the relationship between packets that can be transmitted and the channel state:
\[
\Theta(s(t)) = \{ \Theta_0(s(t)), \Theta_1(s(t)), \ldots, \Theta_{\Phi_{\text{all}}}(s(t)) \},
\]  
(13)
where \( \Theta_i(s(t)) \) represents the probability that \( i \) packets can be transmitted successfully when the channel state is \( s(t) \). For ease of describing the service process, a matrix \( \mu_i \) is set up with the same size of \( A \), and it can be written as:
\[
\mu_i = \begin{pmatrix}
\Theta_i(s(t) = 1) \\
\vdots \\
\Theta_i(s(t) = N_{\text{all}})
\end{pmatrix} \otimes 1_{1 \times N_{\text{all}}},
\]  
(14)
where \( 1_{1 \times N_{\text{all}}} \) is a 1-by-\( N_{\text{all}} \) row vector whose elements are all 1. The details of the derivations of \( \Theta \) and \( \mu_i \) are shown in Appendix B.
D. Markov Chain Analysis

The system state transitions happen from time slot to time slot so the system can be modeled as a discrete time Markov chain (DTMC). The buffer size of the \( i \)-th SU is \( K_i \). The state space of the system can be set up as follows:

\[
\{(s_i(t), s_i(t)) | s_i(t) \in \{0, 1, \cdots, K_i\} \}\}
\]

where \( s_i(t) \) is the number of packets in the \( i \)-th SU’s buffer at the \( t \)-th time slot, \( s_i(t) \) denotes the channel condition state of all \( M \) channels at the \( t \)-th time slot. With the arrival process described by \( \alpha_s \) and service process described by \( \mu \), the transition matrix \( P \) can be obtained and is shown in (16).

The inner matrix blocks of \( P \) are defined as follows:

\[
A_{(0,0)} = \alpha_s(0) \cdot A, \quad A_{(0,k)} = \alpha_s(k) \cdot A, \quad \text{for} \ 1 \leq k \leq v_i; \quad \text{(17)}
\]

\[
A_{\Delta k} = \left( \frac{\min(\Delta k + N_{all}, v_i)}{\sum_{m = \max(\Delta k, 0)}} \alpha_s(m) \mu_{(m - \Delta k)} \right) \odot A,
\]

for \( -N_{all} \leq \Delta k \leq v_i; \quad \text{(18)}
\]

\[
A_{\Delta k}^+ = \left( \frac{v_i}{\sum_{n = 1}^{v_i} \sum_{m = 0}^{\max(k - l + n, 0)} \mu_{(m)}} \right) \odot A,
\]

for \( K_i - v_i + 1 \leq k \leq K_i; \quad \text{(19)}
\]

where \( \odot \) denotes the entrywise product. The other elements of \( P \) are all 0s.

E. Steady State Distribution Vector

The QR algorithm can be applied to the transition matrix to find the steady state probability of \( P \), which is represented by a vector \( \pi \):

\[
\pi = \{\pi_1, \pi_2, \cdots, \pi_{(K_i+1) \times N_{all}}\}, \quad \text{(20)}
\]

where \( \pi_i \) is the \( i \)-th element of \( \pi \). In order to evaluate the performance measures with ease, \( \pi \) into \( K_i + 1 \) vectors can be divided as:

\[
\pi = \{\pi_0, \pi_1, \cdots, \pi_{K_i}\}, \quad \text{(21)}
\]

where:

\[
\pi_i = \{\pi_{t, N_{all}+1}, \pi_{t, N_{all}+2}, \cdots, \pi_{(i+1) \cdot N_{all}}\}, \quad 0 \leq i \leq K_i; \quad \text{(22)}
\]

which indicates the probability of each joint channel state if there are \( i \) packets in the queue.

F. Performance Measures

Using the steady state distribution vector, some performance measures of interest can be determined. In order to evaluate the QoS of SUs, and furthermore to evaluate the performance of the applied DPM to allocate the channels, the following performance measures are derived: average queue length, the packet rejecting rate, gross throughput, the packet collision rate, the packet dropping rate and average packet delay.

1) Queue Length: Let \( q_l \) be the number of packets in queue. The probability of \( l \) packets in queue can be obtained by summing up all elements in \( \pi_l \):

\[
\Pr(q_l = l) = \pi_l \cdot 1 = \sum_{m = l, N_{all} + 1}^{(t+1) \cdot N_{all}} \pi_m \quad \text{(23)}
\]
Therefore, the average queue length \( Q_t \) can be obtained:

\[
Q_t = \sum_{m=0}^{K} m \Pr(q_t = m). \tag{24}
\]

From the average queue length, the buffer size the SU may need under certain circumstances can be investigated.

2) Packet Rejection Rate: At the beginning of an SU time slot, if the number of arrival packets plus the number of packets in queue after transmission exceeds the SU buffer size, the surplus packets are rejected. Let \( r_n \) denote the probability that \( n \) packets is rejected at the beginning of a time slot. \( r_n \) can be obtained as:

\[
r_n = \sum_{m=n}^{v} \alpha_i(m) \left( \sum_{b=k-m+n}^{k} \pi_b(m_{k-b-n+m}) \right). \tag{25}
\]

Hence the expected number of rejected packets during one time slot is:

\[
\text{Rej} = \sum_{n=1}^{v} n \cdot r_n. \tag{26}
\]

3) Gross Throughput: Gross throughput is indicated by the number of packets which leave the queue during one time slot, if the number of arrival packets plus the number of packets in queue after transmission exceeds the SU buffer size. Let \( \eta \) denote the average gross throughput, which can be obtained as:

\[
\eta = \sum_{m=1}^{N_{\text{all}}-1} \left( \sum_{a=1}^{m-1} a \pi_m \mu_a + m \pi_m \sum_{b=m}^{N_{\text{all}}} \mu_b \right) + \sum_{m=N_{\text{all}}}^{K} \sum_{a=1}^{N_{\text{all}}} a \pi_m \mu_a \tag{27}
\]

\[
= \sum_{m=1}^{K} \sum_{a=1}^{N_{\text{all}}} \min(m, a) \pi_m \mu_a.
\]

4) Packet Collision Rate: When the miss detection happens in one time slot, all the packets transmitted by the SU on that channel will be in collision with the PU transmission. The expected number of collision packets can be derived as:

\[
\text{Col} = \frac{\Pr(O^j(t) = 0) P_{\text{mdl}}}{\Pr(O^j(t) = 0) P_{\text{mdl}} + (1 - \Pr(O^j(t) = 0))(1 - P_{\text{fa}})} \tag{28}
\]

where \( \Pr(O^j(t) = 0) \) is the probability of a channel being occupied by PU and can be derived as:

\[
\Pr(O^j(t) = 0) = \frac{p_{b \rightarrow b}^j}{p_{b \rightarrow b}^j + p_{f \rightarrow f}^j}. \tag{29}
\]

5) Packet Dropping Rate: In order to derive the expected number of dropped packets, the percentage of dropped packets of all departure packets need to be calculated. From (37), the steady distribution of channel condition state of \( j \)-th channel \( \pi_{cs}^j \) can be obtained. When channel is in state \( k \), the expectation of number of dropped packets through channel \( j \) is:

\[
\psi_{\text{md}}(V_{\text{rate}}(k)) \sum_{a=1}^{N_{\text{all}}} \frac{(a+1) \phi_j L - 1}{m=0} \psi_m(V_{\text{rate}}(k)). \tag{30}
\]

where \( \psi_{\text{md}}(V_{\text{rate}}(k)) \) represents the probability of \( m \) dropped packets under ARQ state \( k \). The expectation of number of packets departing through channel \( j \) is:

\[
E_{n_d}^j(k) = \sum_{m=1}^{N_{\text{all}}} m \cdot \theta_m(V_{\text{rate}}(k)). \tag{31}
\]

The details of \( \psi_{\text{md}}(V_{\text{rate}}(k)) \) and \( \theta_m(V_{\text{rate}}(k)) \) can be found in Appendix B, (50) and (51). Hence the packet dropping rate is:

\[
\rho_{\text{drop}} = \frac{\sum_{j=1}^{M} \sum_{n=1}^{N_{\text{cs}}} E_{n_d}^j(m) p_{\text{cs}}^j(m)}{\sum_{m=1}^{N_{\text{all}}} \sum_{j=1}^{M} E_{n_d}^j(m) p_{\text{cs}}^j(m)}, \tag{32}
\]

where \( p_{\text{cs}}^j \) is the probability of the \( j \)-th channel allocated to the \( i \)-th SU. The expectation of number of dropped packets during one time slot is:

\[
\text{Drop} = \rho_{\text{drop}} \cdot \eta. \tag{33}
\]

6) Average Packet Delay: The average packet delay in this paper is defined as the expected time interval between the arrival of a packet and the start of its transmission. This interval consists of two parts: the transmission time of the packets which are in the buffer before packet arrival process and the transmission time of the packets which are arrived at the same time slot but transmitted before the packet of interest. Thus, the average packet delay can be obtained as:

\[
T_w = \frac{Q_t + \sum_{m=1}^{N_{\text{all}}} m \cdot \alpha_m(m)}{\eta}. \tag{34}
\]

IV. NUMERICAL RESULTS AND DISCUSSION

In this paper, the configurable components of the analytical framework, such as the allocation protocol, the arrival process and the service process, are designed in a flexible way to adapt to as many scenarios as possible. However, due to the enormous size of the set of possible parameters, only some of the numerical results under typical parameters widely employed in the related literatures are presented to show how the performance measures of one selected SU change under different environmental parameters and CR system settings.

The following are the default values of the parameters used in the performance evaluation:

- Number of PU channels: 2
- Number of SU: 2
- Packet length: 2 ms
- Carrier frequency: 5 GHz
- Target error rate: 1%
- PU activity settings: \( p_{f \rightarrow f} = 0.5 \)
- Spectrum sensing settings: \( P_{\text{fa}} = 0.00061, P_{\text{mdl}} = 0.00061 \)
- SU buffer size: \( K_i = 60 \)
- Packet arrival setting: \( \alpha_t = \{0.2, 0.2, 0.2, 0.2, 0.2\} \)
- Average SNR of the two channels are both 10dB
- Channel condition settings are in Appendix A.

The following are investigated from the numerical results:

- How performance measures vary under different DPM parameters?
• The impact of different environmental parameters and SU system settings on the relationship between performance measures and DPM parameters.
• Comparison of different channel allocation protocols.

A. Performance Measures versus DPM Parameters

In this part, the configurable feature of the DPM protocol and the performance measures that can be obtained under different DPM parameters are demonstrated. The channel allocation result is described by axis $p^1$ and axis $p^2$, which are the values of the probabilities that channel 1 and channel 2 are assigned to the SU, respectively. In this model, the capacities of the PU channels are far better for the traffic of SUs, so the authors focus on the performance measures, which describe the data transmission failures and the demands of system settings. Fig. 5(a) shows the average number of packets in the SU buffer under different DPM parameters. It is clear and intuitive that if the SU has a higher chance of being allocated to PU channels (when $p^1$ and $p^2$ are bigger), the average number of packets in the buffer will decrease because the SU has a better chance of transmitting its packets. Fig. 5(b) shows the average number of collision packets in one time slot under different DPM parameters, which will increase when $p^1$ and $p^2$ are bigger because the more packets the SU transmits, the more collisions with the PU will occur. Fig. 5(c) shows that the average number of rejected packets under different DPM parameters. Its trend is same as average number of packets in the SU buffer because the fewer packets are in the buffer, the fewer packets will be rejected.

Further, when the environmental parameters vary, the proposed model can easily be adjusted to obtain the relationship between performance measures and DPM parameters. In Fig. 6, the average SNR at the SU receiver of the PU channel 2 is set to 30 dB and the relationship between performance measures and DPM parameters changes is shown. In Fig. 6(a) and Fig. 6(c), the average number of packets in the SU buffer and the average number of rejected packets under different DPM parameter are shown. Because the average SNR at the SU receiver of PU channel 2 is greater than the SNR of channel 1, the SU can transmit more packets through channel 2. As a result, it is evident that the value of $p^2$ has greater impact on the performance measures than $p^1$ compared to Fig. 5(a) and Fig. 5(c). Fig. 6(b) shows the average number of collision packets in one time slot under different DPM parameters, and it can be discovered that the same trends of the number of collision packets under greater $p^1$ and $p^2$ as in Fig. 5(b). Further, as in Fig. 6(a) and Fig. 6(c), the value of $p^2$ has greater impact on the number of collision packets than $p^1$.

The relationship shown in the results obtained by the proposed framework may be used in the following ways:
• When designing a CR system, if there are some limits on certain performance measures (e.g. the data rate must be larger than a certain standard), the boundary of distribution probability of the SU that the applied channel allocation protocol must guarantee can be obtained.
• Using the relationship between DPM parameters and performance measures (e.g. average number of packets in the buffer, average number of collision packets and average number of rejected packets), optimization of one performance measure or some of the performance measures combined can be carried out easily.
• If the CR system is sharing different channels or even channels from a different kind of system with different parameters, the proposed allocation protocol can be adjusted accordingly to fulfill the performance requirements or optimize the performance.

B. Impact of System Settings on Performance Measures

In this part, the impact of the buffer size $K_i$ and the truncated ARQ setting $L$ on the performance measures is
investigated to demonstrate how this model can be used to help design CR system settings to meet the performance requirements. In Fig. 7, the buffer size of the SU is set from 40 to 60 and changes in the performance measures are investigated under the DPM parameters: \( p^1 = p^2 = 0.5 \). In Fig. 7(a), the average packet waiting time increases when the SU buffer size becomes larger because larger buffer size will cause more packets waiting in the buffer. Fig. 7(b) shows that the number of rejected packets will decrease because the probability that the buffer becomes full is less when the buffer size is larger.

In Fig. 8, the truncated ARQ parameter \( L \) is set from 3 to 8 and the impact on the number of dropped packets and average waiting time under different SU arrival patterns and channel conditions is investigated. The packet dropping rate is affected mainly by the ARQ parameter \( L \) and almost unaffected by the arrival rate and the channel conditions. The packet average waiting time is increased by \( L \) when \( L \) is less than 5; after that there is no distinct change in the waiting time with the increase in \( L \).

The relationship between the CR system settings and selected performance measures revealed by this model can help analyze which CR system settings are the key factor influencing particular performance measures. Further, the CR system can be designed properly to meet the selected performance requirements.

C. Comparison between Different Channel Allocation Methods

In this part, the DPM with the maximum rate (MR) scheme and random allocation scheme are compared. The MR scheme in this paper works as follows: When a PU channel is not occupied and is available to the SU system, the SU system...
will assign it to the SU that can transmit at the highest rate. In the random allocation scheme, all channels are allocated randomly to each SU with the same probabilities. In a CR system of $N$ SUs and $M$ channels, the random allocation scheme can be represented by setting the DPM parameter matrix as $p^i = 1/M$ for $i \in \{1, \ldots, N\}$, $j \in \{1, \ldots, M\}$. The main difference in the methods is the way in which PU channels are allocated to the SUs after the SU system has collected all necessary information from the PU and SU systems. In order to compare the complexities of the allocation procedure under these methods, the time costs of channel allocation computation of the three channel allocation methods by MATLAB simulation are presented in Table I. Then, the performance under different channel allocation methods is compared. Fig. 9 shows the average number of rejected packets in one time slot when the DPM parameters are $p^1 = p^2$ and $p^1, p^2 \in \{0.1, 0.2, \ldots, 1\}$ and the comparison with the average number of rejected packets under the MR scheme and random allocation scheme. When the parameters are set properly ($p^1, p^2 > 0.5$), the DPM can outperform the random allocation. The optimal average number of rejected packets under the DPM is close to the number under the MR scheme. However, if the MR scheme is applied, it will cost the SU system more resources to compare the channel condition and the data rate of the SU mobile stations than DPM and random allocation as shown in Table I. Furthermore the accuracy of the results of the comparison will affect the practical performance. So when designing the channel allocation schemes, there is a trade-off between the complexity and the performance to be considered, and the proposed framework can provide references for that.

V. CONCLUSIONS

The authors have developed a configurable channel allocation protocol which is able to describe the allocation results more comprehensively than the other fixed channel allocation protocols, as in [10] and [11]. A queueing analytic framework to study how the channel allocation results under different environmental parameters and different CR system settings affect the system performance measures is presented. Important performance measures have been derived by fitting the link adaptation technologies, such as AMC and truncated ARQ and the proposed channel allocation protocol (DPM), into the queueing model. The influence of CR system settings on performance measures in different channel allocation situations described by the DPM is investigated. Through the presented results the DPM parameters that can achieve optimal performance can be obtained. The comparison of channel allocation protocols shows that firstly, the protocol outperforms the random allocation protocol, secondly the proposed protocol is able to yield performance close to the MR protocol, which costs the system more resources. Our framework can be applied to design or evaluate new CR channel allocation protocols and to provide references to determine the SU system settings to achieve the performance requirements.

APPENDIX A

CHANNEL STATE MODEL

When the PU channel is available to SUs, an adaptive modulation and coding (AMC) scheme is used to make better use of the channel resources [21]. In this paper, the transmission mode on the physical layer is convolutionally coded $M$-ary rectangular or square QAM modes, which are adopted from
the HIPERLAN/2 or IEEE 802.11a standards [15]. The details of the AMC scheme are shown in Table II.

The state of the \( j \)-th channel condition is divided into \( N^j_{\text{CS}} \) parts. Different modulation schemes are used in each part to make the packet error rates of each part all equal to a required packet error rate \( P_{\text{target}} \). Thus, the state boundary in terms of SNR can be written in [7] as:

\[
\Gamma_n = \frac{1}{y^n} \ln \left( \frac{a_n}{P_{\text{target}}} \right),
\]

where \( \Gamma_n \in \{ \Gamma_0, \Gamma_1, \ldots, \Gamma_{N^j_{\text{CS}}} \} \) denotes the boundary SNR of each state. Then by setting \( \Gamma_0 = 0 \) and \( \Gamma_{N^j_{\text{CS}}+1} = \infty \), the \( N^j_{\text{CS}} + 1 \) SNR boundary of the \( N^j_{\text{CS}} \) states can be obtained. When the SNR at an SU’s receiver satisfies \( \gamma \in (\Gamma_0, \Gamma_1) \), the SU does not transmit any packets because of the low SNR and when \( \gamma \in (\Gamma_j, \Gamma_{j+1}), j \in \{1, 2, \ldots, N^j_{\text{CS}} - 1\} \), the SU is transmitting using mode \( n \).

Then one can determine how the channel condition evolves from time slot to time slot. It is assumed that the channel is Rayleigh: the SNR is exponentially distributed with the probability density function:

\[
p(\gamma^j_i) = \frac{1}{\gamma^j_i} \exp \left( -\frac{\gamma^j_i}{\gamma^j_i} \right), \quad \gamma^j_i \geq 0,
\]

where \( \gamma^j_i \) is the received SNR of the \( i \)-th SU on the \( j \)-th channel, and \( \gamma^j_i \) is the average SNR. The steady state probability of \( i \)-th SU on the \( j \)-th channel in state \( k \) can be obtained by:

\[
\pi^j_{\text{CS}i}(k) = \int_{\Gamma_k}^{\Gamma_{k+1}} p(\gamma^j_i) \, dx.
\]

Let \( P^j_{\text{CS}i} \) denote the state transition probability matrix of the \( i \)-th SU on the \( j \)-th channel, where \( p_{a,b} \) denotes the transition probability from state \( a \) to state \( b \). According to [22], the transition probabilities can be obtained by:

\[
p_{k,k+1} \approx \frac{f_m T_p}{\pi^j_{\text{CS}i}(k)} \sqrt{\frac{2\pi \Gamma_{k+1}}{\gamma^j_i}} \exp \left( -\frac{\Gamma_{k+1}}{\gamma^j_i} \right),
\]

\[
p_{k,k-1} \approx \frac{f_m T_p}{\pi^j_{\text{CS}i}(k)} \sqrt{\frac{2\pi \Gamma_k}{\gamma^j_i}} \exp \left( -\frac{\Gamma_k}{\gamma^j_i} \right),
\]

where \( f_m \) is the maximum Doppler frequency. It is assumed that the transition occurs only between adjacent states: \( p_{j,k} = 0 \), for any \( |j - k| > 1 \), and \( p_{k,k} = 1 - p_{k,k+1} - p_{k,k-1} \), then with (35)-(39), the whole transition probability matrix \( P^j_{\text{CS}i} \) is obtained. Let \( V_{\text{rate}}(k) \) represent the number of packets that can be transmitted in one time slot when the channel condition state is \( k \). According to the rate in Table II, \( \{V_{\text{rate}}(k), k \in \{0, 1, \ldots, 6\}\} = \{0, 2, 4, 6, 9, 12, 16\} \).

### APPENDIX B

#### TRANSMISSION PROCESS

It can be obtained from AMC settings that there are total \( \phi_j \) transmission attempts in one SU time slot from the \( j \)-th channel. Let \( n_t \in \{0, 1, \ldots, \phi_j\} \) denote number of packets leaving the queue from the channel, \( n_t \in \{0, 1, \ldots, L - 1\} \) denote number of transmission trials and \( n_d \in \{0, 1, \ldots, \phi_j\} \) denote number of packets dropped because of a full SU buffer. A state space \( \{n_d, n_t, n_1\} \) can be built then, which is called the ARQ state, and derive the transition matrix \( P_{\text{ARQ}} \).

The transition matrix \( P_{\text{ARQ}} \) consists of two levels of matrix blocks. The block of first level describes the transition between number of transmission trials. \( P_0 \) describes the state of the transition when the transmission has failed:

\[
P_0 = \begin{pmatrix}
0 & 1 & 2 & \ldots & L - 1 \\
1 & 0 & 0 & \ldots & 0 \\
& \ddots & \ddots & \ddots & \ddots \\
& & & \ddots & \ddots \\
& & & & \ddots & \ddots \\
L - 2 & & & & & 0 \\
L - 1 & & & & & 0 \\
0 & 0 & \ldots & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & \ldots & 0
\end{pmatrix}. \tag{40}
\]

\( P_1 \) describes the state of the transition when the transmission has been successful:

\[
P_1 = \begin{pmatrix}
0 & 1 & \ldots & L - 1 \\
1 & 0 & \ldots & 0 \\
& \ddots & \ddots & \ddots & \ddots \\
& & \ddots & \ddots & \ddots \\
& & & \ddots & \ddots \\
L - 1 & & & & \ddots & \ddots \\
0 & 0 & \ldots & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & \ldots & 0 \end{pmatrix}. \tag{41}
\]

\( P_{\text{drop}} \) describes the state of the transition when a packet has been dropped after consecutive \( L \) failed transmission attempts:

\[
P_{\text{drop}} = \begin{pmatrix}
0 & 1 & \ldots & L - 1 \\
0 & 0 & \ldots & 0 \\
1 & 0 & \ldots & 0 \\
& \ddots & \ddots & \ddots & \ddots \\
& & \ddots & \ddots & \ddots \\
L - 1 & Per & \ldots & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & \ldots & 0 \end{pmatrix}. \tag{42}
\]

Here, if the MRC method is applied, the Per can be modified accordingly to adapt the improvement on packet error rate during packet retransmissions.

The block of the second level describes the transition between number of departure packets. \( Q_i \) describes the transition
between number of departure packets when $i$ packets have been dropped:

$$Q_0 = \begin{pmatrix}
0 & 1 & \ldots & \phi_j - 1 & \phi_j \\
1 & P_0 & P_1 & \ldots & 0 \\
0 & P_0 & P_1 & \ldots & 0 \\
\phi_j - 1 & \ldots & \phi_j & \ldots & 0 \\
\phi_j & \ldots & \phi_j & \ldots & 0
\end{pmatrix}, \quad (43)$$

$$Q_i = \begin{pmatrix}
0 & 1 & \ldots & \phi_j - 1 & \phi_j \\
0 & 1 & \ldots & \phi_j - 1 & \phi_j \\
0 & 1 & \ldots & \phi_j - 1 & \phi_j \\
0 & 1 & \ldots & \phi_j - 1 & \phi_j \\
\phi_j - 1 & \ldots & \phi_j - 1 & \ldots & 0 \\
\phi_j & \ldots & \phi_j & \ldots & 0 \\
\phi_j & \ldots & \phi_j & \ldots & 0 \\
\phi_j & \ldots & \phi_j & \ldots & 0
\end{pmatrix}. \quad (44)$$

$D_i$ describes the transition when a new packet is dropped when $i$ packets have been dropped:

$$D_0 = \begin{pmatrix}
0 & 1 & \ldots & \phi_j - 1 & \phi_j \\
0 & P_{\text{drop}} & P_{\text{drop}} & \ldots & 0 \\
0 & P_{\text{drop}} & P_{\text{drop}} & \ldots & 0 \\
\phi_j - 1 & \ldots & \phi_j - 1 & \ldots & 0 \\
\phi_j & \ldots & \phi_j & \ldots & 0 \\
\phi_j & \ldots & \phi_j & \ldots & 0
\end{pmatrix}, \quad (45)$$

Finally, the transition matrix can be obtained:

$$P_{\text{ARQ}} = \begin{pmatrix}
Q_0 & D_0 & D_1 \\
Q_1 & D_0 & D_1 \\
\vdots & \vdots & \vdots \\
Q_i & D_0 & D_1 \\
\vdots & \vdots & \vdots \\
Q_n & D_0 & D_1
\end{pmatrix}. \quad (47)$$

Let $\Phi = \begin{pmatrix}\frac{2a}{c} \\ \frac{2b}{c} \end{pmatrix}$. $P_{\text{ARQ}}$ is a $((\Phi + 1) \cdot (\phi_j + 1) \cdot L) \times ((\Phi + 1) \cdot (\phi_j + 1) \cdot L)$ matrix. The transition diagram is shown in Fig. 3. A series of 1-by-$((\Phi + 1) \cdot (\phi_j + 1) \cdot L)$ vector $b_i$ is used to represent the probability distribution of ARQ state $\{n_d, n_t, n_t\}$ after $i$ transmissions. Let $b_i(I(n_d, n_t, n_t))$ denote the $I(n_d, n_t, n_t)$-th element of $b_i$, which indicates the probability that the ARQ state is $\{n_d, n_t, n_t\}$:

$$I(n_d, n_t, n_t) = n_t + n_l \cdot L + n_d \cdot L \cdot (\phi_j + 1) + 1. \quad (48)$$

At the beginning of transmission, the ARQ state starts at $\{0, 0, 0\}$ which is represented by $b_0 = \{1, 0, 0, \ldots\}$. Then $b_i$, which represents the distribution of the ARQ state after $i$ transmissions can be obtained as:

$$b_i = b_0 \cdot (P_{\text{ARQ}})^i. \quad (49)$$

From $b_i$ and (48), The distribution of the number of packets leaving the buffer and the number of packets dropped can be obtained:

$$\psi_m(i) = \sum_{j=(m-1)L \phi_j + 1}^{mL \phi_j + 1} b_i(j), 0 \leq m \leq \Phi, \quad (50)$$

$$\theta_m(i) = \sum_{a=0}^{\Phi} \sum_{j=aL \phi_j + mL + 1}^{aL \phi_j + (m+1)L + 1} b_i(j), 0 \leq m \leq \phi_j, \quad (51)$$

where $\psi_m(i)$ is the probability that $m$ packets are dropped after $i$ transmissions and $\theta_m(i)$ is the probability of $m$ packets leaving the queue after $i$ transmissions.

With (51), the distribution of the total number of departure packets transmitted through all $M$ channels can be obtained, given the joint states: $s(t)$. A series of functions $C^3$ are set up, and using $V_{\text{rate}}$, (11), the number of the transmission on the $j$-th channel when the channel state is $s(t)$, $C^3(s(t))$ can be derived. Then, the distribution of departure packets when the channel state is $s(t)$ can be obtained, which is presented by $\Theta(s(t))$:

$$\Theta(s(t)) = \tau^1(C^1(s(t))) \circ \tau^2(C^2(s(t))) \circ \cdots \circ \tau^M(C^M(s(t))), \quad (52)$$

where $\circ$ denotes the convolution of vectors. $\Theta(s(t))$ has $N_{\text{all}} + 1$ elements. Let $\Theta_i(s(t))$ denote the $i$-th element of $\Theta(s(t))$, which is the probability of $i$ departure packets given the joint state $s(t)$. The $\Theta(s(t))$ can be obtained given all possible $N_{\text{all}}$ different $s(t)$. Thus, a matrix $\mu_i$, which represents the probability of $i$ departure packets given all possible channel states $s(t)$ in sequence, can be set up:

$$\mu_i = \begin{pmatrix}
\Theta_i(s(t) = 1) \\
\vdots \\
\Theta_i(s(t) = N_{\text{all}})
\end{pmatrix} \otimes 1_{1 \times N_{\text{all}}}. \quad (53)$$

where $1_{1 \times N_{\text{all}}}$ is a 1-by-$N_{\text{all}}$ row vector whose elements are all 1.
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