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Extensive work has been done on characterising convective heat transfer and pressure drop in smooth tubes in the laminar and turbulent flow regimes. However, little work was completed in the transitional flow regime. In all previous transitional studies, experiments that were conducted between the laminar and turbulent flow regimes were with mixed convection in the laminar flow regime and not in the forced convection flow regime. The secondary flow that occurs during mixed convection should most probably influence the characteristics in the transitional flow regime. It can therefore be expected that the transitional flow characteristics of forced convection and mixed convection will be different. However, the transitional characteristics of forced convection flow have not yet been determined. The purpose of this study was therefore to determine the heat transfer and pressure drop transitional characteristics specifically in the forced convection flow regime. Furthermore, to focus on determining these factors for a circular, horizontal smooth tube for fully developed flow. The characteristics were determined in an experimental set-up through which flow occurred through a test section consisting of a horizontal and circular smooth tube. The test-section inside diameter was 4.04 mm, and the tube length was 8.4 m. Water was used as the test fluid and was circulated through the test section which was heated at a constant heat flux. A calming section with a square edge inlet was upstream of the test section. Temperatures at the tube inlet, outlet and outer surface of the test section were measured with a total of 58 thermocouples. Two pressure taps was also installed on the test section and was connected to a pressure transducer for pressure drop measurements. Experiments were conducted mainly on the last part of the test section where fully developed flow occurred. Experiments were conducted between Reynolds numbers of 1 000 to 10 000, Prandtl numbers of 3 to 8, and Rayleigh numbers of 330 and 11 000 (heat fluxes of 0.89 kW/m² to 3.26 kW/m²). It was found that the heat transfer transitional range coincided with the friction factor transition range with a Reynolds number range of 2 484 to 2 849. Forced convection results in the laminar regime was achieved and compared well to literature. The results were mapped on published flow regime maps. This was inconclusive as the published flow regime maps have been specifically developed for fixed parameters that did not match the parameters of this study.
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# Nomenclature

## Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A )</td>
<td>Area</td>
<td>([m^2])</td>
</tr>
<tr>
<td>( C_p )</td>
<td>Specific heat at constant pressure</td>
<td>([J/kg.K])</td>
</tr>
<tr>
<td>( D )</td>
<td>Diameter</td>
<td>([m])</td>
</tr>
<tr>
<td>( E_p )</td>
<td>Electrical input power</td>
<td>([W])</td>
</tr>
<tr>
<td>( g )</td>
<td>Gravity</td>
<td>([m/s^2])</td>
</tr>
<tr>
<td>( h )</td>
<td>Heat transfer coefficient</td>
<td>([W/m^2.°C])</td>
</tr>
<tr>
<td>( I )</td>
<td>Current</td>
<td>([A])</td>
</tr>
<tr>
<td>( k )</td>
<td>Thermal conductivity</td>
<td>([W/m.K])</td>
</tr>
<tr>
<td>( L )</td>
<td>Length</td>
<td>([m])</td>
</tr>
<tr>
<td>( \dot{m} )</td>
<td>Mass flow rate</td>
<td>([kg/s])</td>
</tr>
<tr>
<td>( P )</td>
<td>Pressure</td>
<td>([Pa])</td>
</tr>
<tr>
<td>( \dot{Q} )</td>
<td>Heat input</td>
<td>([W])</td>
</tr>
<tr>
<td>( \dot{q} )</td>
<td>Heat flux</td>
<td>([W/m^2])</td>
</tr>
<tr>
<td>( r )</td>
<td>Radius</td>
<td>([m])</td>
</tr>
<tr>
<td>( P )</td>
<td>Predicted result</td>
<td>[-]</td>
</tr>
<tr>
<td>( R )</td>
<td>Resistance</td>
<td>([Ω])</td>
</tr>
<tr>
<td>( T )</td>
<td>Temperature</td>
<td>([°C])</td>
</tr>
<tr>
<td>( V )</td>
<td>Velocity</td>
<td>([m/s])</td>
</tr>
<tr>
<td>( V )</td>
<td>Voltage</td>
<td>([V])</td>
</tr>
<tr>
<td>( \dot{V} )</td>
<td>Volumetric flow rate</td>
<td>([m^3/s])</td>
</tr>
<tr>
<td>( X )</td>
<td>Measured or calculated result</td>
<td>[-]</td>
</tr>
<tr>
<td>( x )</td>
<td>Distance from inlet of test section</td>
<td>([m])</td>
</tr>
</tbody>
</table>

## Dimensionless parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>Constant used in correlations</td>
</tr>
<tr>
<td>( b )</td>
<td>Constant used in correlations</td>
</tr>
<tr>
<td>( c )</td>
<td>Constant used in correlations</td>
</tr>
<tr>
<td>( EB )</td>
<td>Energy balance</td>
</tr>
<tr>
<td>( f )</td>
<td>Friction factor</td>
</tr>
</tbody>
</table>
Grashof number
Graetz number
Colburn \(j_H\)-factor
Constant used in correlations
Nusselt number
Prandtl number
Tube wall parameter
Raleigh number
Reynolds number
Stanton number

Greek letters

\(\beta\)  Coefficient of expansion  \([1/K]\)
\(\varepsilon\)  Internal surface roughness  \([m]\)
\(\mu\)  Dynamic viscosity  \([kg/m.s]\)
\(\nu\)  Kinematic viscosity  \([m^2/s]\)
\(\rho\)  Density  \([kg/m^3]\)

Subscripts

\(a\)  Ambient
\(A - S\)  Thermocouple station designation on test section
\(avg\)  Average
\(B\)  Bulk
\(bottom\)  Bottom of test section
\(c\)  Cross sectional
\(cr\)  Critical
\(cs\)  Calming section
\(diabatic\)  Diabatic condition
\(elec\)  With reference to the heat input by electrical power
\(end\)  End of range
\(e\)  exit
\(film\)  Fluid film temperature
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td>Heated</td>
</tr>
<tr>
<td>$hw$</td>
<td>Heating wire</td>
</tr>
<tr>
<td>$hydro$</td>
<td>Hydrodynamic</td>
</tr>
<tr>
<td>$i$</td>
<td>Inside, inner, inlet</td>
</tr>
<tr>
<td>$insul$</td>
<td>Insulation</td>
</tr>
<tr>
<td>$isothermal$</td>
<td>Isothermal condition</td>
</tr>
<tr>
<td>$left$</td>
<td>Left hand side of test section</td>
</tr>
<tr>
<td>$lam$</td>
<td>Laminar</td>
</tr>
<tr>
<td>$low$</td>
<td>Lower band</td>
</tr>
<tr>
<td>$lre$</td>
<td>Low-Reynolds-number-end</td>
</tr>
<tr>
<td>$m$</td>
<td>Mean</td>
</tr>
<tr>
<td>$o$</td>
<td>Outside, outer</td>
</tr>
<tr>
<td>$PD$</td>
<td>Pressure differential</td>
</tr>
<tr>
<td>$right$</td>
<td>Right hand side of test section</td>
</tr>
<tr>
<td>$s$</td>
<td>Surface</td>
</tr>
<tr>
<td>$start$</td>
<td>Start of range</td>
</tr>
<tr>
<td>$top$</td>
<td>Top of test section</td>
</tr>
<tr>
<td>$therm$</td>
<td>Thermal</td>
</tr>
<tr>
<td>$trans$</td>
<td>Transitional</td>
</tr>
<tr>
<td>$ts$</td>
<td>Test section</td>
</tr>
<tr>
<td>$turb$</td>
<td>Turbulent</td>
</tr>
<tr>
<td>$up$</td>
<td>Upper band</td>
</tr>
<tr>
<td>$w$</td>
<td>Water</td>
</tr>
<tr>
<td>$water$</td>
<td>With reference to the heat transferred into the water/taken up by the water</td>
</tr>
</tbody>
</table>

**Abbreviations**

- **BV**: Bleed valve
- **EDSU**: Engineering Sciences Data Unit
- **OAR**: Open air ratio
- **PD1**: Pressure tap in point 1
- **PD2**: Pressure tap in point 2
- **RTD**: Resistance temperature detectors
1 Introduction

1.1 Background

The generation of energy in a world where population growth and industrialization is continuous is presently considered to be a grand challenge by the US National Academy of Engineering [1]. In general, some of the world’s electrical energy generation is produced by various methods such as hydroelectric means, wind turbines, photovoltaic cells, fuel cells etc. However most of the energy generation is currently being produced by making use of thermal heat in coal fired power stations, nuclear power stations and recently concentrated solar power stations. Heat exchangers in which boiling and condensation occurs, are essential components that form part of the thermodynamic cycles used at all these types of power stations.

Heat exchangers also influence many other areas in industry where energy is not generated but consumed. Examples include the petrochemical industry where crude oil or coal is refined to produce products such as petroleum, diesel and aviation fuel [2]. There are many different areas at a refinery wherein heat exchangers are necessary such as heat recovery from crude oil distillation units [3]. Gold mining forms a large part of South Africa’s economy where gold can be extracted at depths of 3 800 m [4]. In this instance, rock temperatures can reach as high at 90 °C necessitating the need for cooled ventilation air, made possible using heat exchangers [4]. The use of nanofluids in automotive cooling systems have become important in the automotive industry, where the drive to improve radiator efficiencies and thus engine efficiencies is ever more prevalent [5]. In the food industry, scraped surface heat exchangers are extensively used for cooling or heating of high viscosity food products to ensure uniform heating or cooling is achieved [6]. Ultra-high temperature heat exchangers are used in the dairy industry for pasteurisation purposes [7].

On a smaller scale than that of the power generation industry, industrial applications, agriculture and domestic applications, heat exchangers are required to cool densely populated electrical and electronic enclosures [8]. Complications arise where the electronic components are not only more densely packed but are also becoming smaller and smaller. When considering electronic chips for automotive applications, the average heat flux of a typical chip has increased from 75 W/cm² in 2 000 to an expected heat flux of 240 W/cm² in 2016 [8]. Dispersing the waste heat from these applications becomes more difficult and has become a major challenge. Small heat exchangers known as heat sinks are used to convey heat from the electronic components by convection into a cooler air stream.

The heat exchanger applications that were highlighted in the previous three paragraphs transfer thermal heat from one stream to another, from a higher temperature to a lower temperature. The heat transfer modes may be one or more of the following, namely conduction, convection and radiation. In the majority of heat exchangers radiation heat transfer and conduction heat transfer are negligible. As a result, it is expected that most heat transfer in heat exchangers is typically convective heat transfer.
The flow field in convective heat transfer applications can be laminar, turbulent or transitional and has a significant influence on the heat transfer rate that occurs in convective heat transfer. Heat transfer and pressure drop is very well understood in laminar and turbulent flow. However, according to Meyer [9] and Tam and Ghajar [10], smooth tube heat exchangers may operate in, or close to the transitional flow regime. Previously, designers were encouraged to avoid operating in the transitional flow regime as the underlying physics and implications was not fully understood [9].

However, it has become more important that this flow regime is not to be avoided. Meyer [11] has found that:

a. It is an attractive flow regime when considering a compromise between heat transfer and pressure drop. In the laminar flow regime, the expected pressure drop is low but the heat transfer is also low which is not desirable. In the turbulent flow regime, the heat transfer is high but unfortunately the pressure drop is at least an order of magnitude higher than in the laminar flow regime. In many cases, the transitional flow regime may provide an optimal compromise with reference to high heat transfer rates and low pressure drops.

b. The transitional flow regime has become more important with the introduction of enhanced heat transfer tubes [12] in industry. The significant increase in surface area has resulted in an associated higher pressure drop. Therefore, many heat exchanger passages/tubes operate at lower Reynolds numbers as compared to their smooth tube equivalent tubes, and/or closer to the transition flow regime. Also, over time, scaling or changes in operating conditions occur in many industry applications. This can result in tubes operating in or closer to the transitional flow regime.

c. Previous work has indicated that the heat transfer and pressure drop results in the transitional flow regime are not discontinuous but smooth in nature between laminar and turbulent flow [13] and can be predicted if the inlet geometry of the tube is known [14, 15].

1.2 State of the art of tube flow in the transitional flow regime

The state of the art in transitional flow limited to flow through tubes is presented in three parts. The first part is a summary of a keynote paper delivered by Meyer at the 15th International Heat Transfer Conference in 2014. A significant part of the paper reviewed all the literature in the transitional flow regime. The second part is based on more recent work that was published after the review paper of Meyer. The third part is work that is highlighted which is closely related to this study.

1.2.1 Summary of the paper of Meyer

Meyer at the University of Pretoria, South Africa, completed an extensive review [11] of the available literature on transitional flow in tubes. He reviewed the conventional convective heat transfer and pressure drop literature in smooth tubes, work carried out by Ghajar and co-workers [14-22], Meyer and co-workers [9, 12, 23-28] and other related work.
He has found that a large body of work exists in forced and mixed convection heat transfer in horizontal tubes. This work has also been reviewed by many other researchers. However, a number of researchers pointed out that inlet effects such as the type of inlet have not yet been investigated previously.

Ghajar and co-workers [10, 14-22] were the first to investigate the effect of the type of inlet on heat transfer in horizontal tubes. They have found that the sharper the inlet type, the quicker transition would take place, conversely, the more rounded the entrance type, the more transition would be delayed. When considering heat transfer, the diabatic friction factors in laminar and transition and the start and end of transition differed significantly. However, turbulent results remained the same. This was attributed to mixed convection and secondary flow effects in the laminar flow regime.

Meyer also considered the characteristics of transitional flow in smooth [13, 28] and enhanced horizontal tubes [12, 29]. With his PhD student, Olivier, they focused on a constant wall temperature condition with varying inlets. In a similar fashion to Ghajar’s results, the smooth tube study showed that the sharper inlets produced an earlier transition as compared to the smoother inlets which were delayed. Heat transfer results revealed that secondary flow was present as the Nusselt numbers were higher than expected.

Other work [26, 30] of less importance to this study in transition has been done in annular tubes, narrow rectangular passages, with nanofluids and microtubes. The low-Reynolds-number end is another area of interest. There are inadequacies with the discontinuities at transition using well established correlations. These correlations tend to over predict the Nusselt numbers from the start of transition as a Reynolds number of 2300 up to a Reynolds number of 10 000.

Meyer [11] concluded his review paper by suggesting future work that should be conducted in order to gain a better understanding of heat transfer and pressure drop of tubes in the transitional flow regime. He identified 13 topics that must be considered. With specific reference to this study, he pointed out that most of the work thus far, specifically for tube flow in the transitional flow regime, investigated transitional flow characteristics with the laminar flow regime in the mixed convection flow regime and not in the forced convection flow regime. He suggested that work be conducted to also investigate the transitional flow characteristics with the flow regime in the forced convection flow regime. This recommendation is of specific relevance to this study as emphasised in Sections 1.3 and 1.4.

1.2.2 More recent literature

Five additional papers were published describing work in the transitional flow regime after the review by Meyer [11]. These five papers reported results on constant surface temperatures, surface roughness, inlet effects of micro-channels, annular passages, and developing flow, and each is summarised.
Meyer and Olivier considered flow through horizontal smooth tubes for varying types of inlet geometries [9]. A constant surface temperature (and not constant heat flux as in all other studies) was maintained during testing and four types of inlets were tested. It was found that during isothermal friction factor testing, transition was highly dependent on the inlet geometry. The smoother the inlet geometry, the more transition was delayed. Diabatic friction factor results were found to be independent of the inlet geometry and similar factors were obtained for all inlet geometries. However, laminar friction factors were higher than predicted in this instance. When considering diabatic results, laminar Nusselt numbers were much higher than predicted, therefore indicating that mixed convection occurred.

Everts et al. [24] considered the influence of surface roughness on heat transfer in the transitional flow regime. Smooth horizontal tubes and roughened horizontal tubes were heated at a constant heat flux. Diabatic results showed that while transition was delayed for increasing heat fluxes, transition occurred earlier in the roughened tubes as compared to the smooth tube. A mixed convection heat transfer mode was observed in laminar flow as Nusselt numbers of 10 and more was measured.

The inlet effects in micro-channels in the laminar and transitional regimes was investigated by Dirker et al. [23]. Three inlet geometries were tested and it was found that the inlet geometry had an effect on the transition characteristics. Diabatic results showed that transition was delayed as compared to isothermal results. Laminar Nusselt numbers were found to be in agreement with thermal entry length Nusselt number models for macro-channels. Conversely to tube flow, it was found that the smoother the inlet geometry, the quicker transition occurred in micro-channels.

Ndenguma et al. [27] considered transitional flow in a horizontal annular passage, with heating and cooling. The flow was considered to be not fully developed. A constant surface temperature was induced during testing. It was found that the measured heat transfer and friction factors were different to those in round circular tubes. The transition from laminar to turbulent flow when considering the Nusselt numbers was found to occur earlier than when considering the friction factors.

The heat transfer characteristics of developing flow at constant heat flux in the transitional flow regime was investigated by Everts and Meyer [25]. The transition region was shorter the further the measurements were taken from the entrance of the test section, thus indicating that the characteristics for developing flow in the transitional flow regime is different to that of fully developed flow. It was also found that the measured laminar Nusselt numbers were much higher than the predicted 4.36, even at the furthest point from the entrance of the test section, thus indicating that mixed convection was in play.

1.2.3 Other relevant literature

Yang and Lin [31] conducted an experimental investigation using stainless steel micro-tubes with an inner diameter ranging from of 0.123 mm to 0.962 mm. Each tube was of a different length and the purpose of the study was to determine forced convection heat transfer
performance. Flow in the test section was thermally developing. Non-contacted liquid crystal thermography was used for temperature measurement purposes with an uncertainty of 0.4°C. The Nusselt number uncertainties ranged between 2 and 53%, dependant on the Graetz number. Yang and Lin did not report any transitional heat transfer or friction factor results, nor did they report on the Colburn-$j_f$ factor. They concluded that their results agreed well with literature for thermally developing heat transfer. Furthermore, as the inner diameter of gets smaller, the discrepancy in the developing Nusselt number results gets bigger.

Ghajar and Tam [16] developed a flow regime map for horizontal tubes using the ground work of Metais and Eckert [32] (who developed a flow regime map for a uniform wall temperature condition). Utilising the results from various experiments they had conducted on heat transfer with different inlet geometries, Ghajar and Tam created a map specifically for a uniform wall heat flux condition at an $x/D_i$ of 3 and 192. The map defines the forced laminar regime, the mixed laminar regime, forced transition regime, mixed transition regime and forced turbulent regime, where the boundaries of the regimes are a function of the inlet geometry.

It is stated that they could not achieve Nusselt number results of 4.36 in laminar flow due to secondary flow effects. In order to determine where the forced laminar regime boundary would lie, they considered the local peripheral heat transfer coefficient. They concluded where the ratio of the top of tube heat transfer coefficient ($h_{top}$) to the bottom of tube heat transfer coefficient ($h_{bottom}$) is close to unity, forced convection would dominate. In the cases where it was less that unity ($h_{top}/h_{bottom} < 0.8$) mixed convection would dominate. They used this condition to develop the boundary.

Tam et al. [18] considered the effect of inlet geometries and heating on entrance and fully developed friction factors in laminar and transition regimes of a horizontal tube. During the introduction of the study, they concluded that the heat transfer correlations that were available to date accurately determine heat transfer in the entrance and fully developed regions for different geometries. They also concluded that the heat transfer correlation of Tam and Ghajar [22] best described heat transfer through all three flow regimes for varying inlet geometries for developing and developed flow. During a review of the recent cited literature, forced convection laminar Nusselt numbers of 4.36 were not obtained before transition and this was reflected on numerous occasions in the form of the Colburn $j$-factor versus Reynolds numbers graphs [10, 14, 16] in their works. It must also be noted that the correlations had specific ranges wherein they were valid, such as a maximum $x/D_i$ ratio of 385.

During their experimental investigation of entrance and fully developed friction factors, Tam and Ghajar [22] isothermal friction factor results compared very well with literature. With heating, an increase in heat flux was found to delay the friction factor transition. Their diabatic friction factor results did not agree well with previously published correlations and it was concluded a correction factor regarding viscosity ratios should be applied to previously published literature. Tam and Ghajar [22] did not report laminar flow Nusselt number results of 4.36, indicating that there was mixed convection during heating in the laminar flow regime before entering into the transitional flow regime. Finally, they concluded that transitions for
heat transfer was different for friction factors and that the heat transfer transition range was much wider than that for friction.

1.3 Problem statement

All of the previous work that was conducted, as described in Section 1.2, has a common thread, namely, transition was investigated by assessing the heat transfer and pressure drop measurements of the flow through horizontal smooth tubes. Furthermore, the measurements of the flow were from laminar flow, through transition, and into the turbulent flow regime. Hysteresis effects of transition, whereby the mass flow rate is lowered from the turbulent flow regime, through the transitional flow regime, to the laminar flow regime was investigated by Meyer and Olivier [29] and found to be negligible.

However, to date, all the laminar flow work in smooth tubes was conducted in the **mixed flow regime** and not in the **forced flow regime**. Therefore there is a gap in the literature (which was also identified by Meyer [9]) when considering transition characteristics if the laminar flow regime is in the forced convection flow regime before transition starts. The gap in literature is shown schematically in Fig. 1-1.

During mixed convection, secondary flow occurs. As this enhances the heat transfer, the secondary flow is an additional complicating factor when transition is studied. However, it is a practical challenge to operate heat transfer experiments in tubes with forced convection only and, in most experiments, mixed convection occurs. If the flow is fully developed forced convection, the Nusselt number is expected to be 4.36 for a constant surface heat flux condition [33].
During the works of Ghajar and co-workers [10] and Meyer and co-workers [9, 24] at constant heat flux in circular tubes, Nusselt numbers varying from approximately 10 to 20 were reported. These high Nusselt numbers are indicative of mixed flow in which secondary flow occurs. In these studies the inlet geometry of the test section also influenced the transitional characteristics. Sharper inlets, such as a re-entrant inlet, showed results where transition started earlier than expected, while as smooth inlets, such as a bell mouth showed a delayed start to transition.

Therefore, the problem statement of this study is that no transitional heat transfer and pressure drop work together, were done on horizontal smooth tubes, where the flow regime before transition was in the forced convection regime only.

1.4 **Aim of this study**

The purpose of this study was to investigate the heat transfer and pressure drop characterises in the transitional flow regime of fully developed forced convection in a horizontal smooth tube.

1.5 **Objectives of the study**

The objectives of the study to achieve the aim of the study were:

a) To develop and build an experimental set-up with a horizontal, smooth tube test section. Heat transfer and pressure drop measurements must be conducted on the test section. The flow regimes in the test section should be from the laminar flow regime just before transition, through the transitional flow regime and into the turbulent flow regime. The experimental set-up should be able to operate in the laminar forced flow regime before transition occurs.

b) To determine and quantify the inaccuracies of all instrumentation and to determine the uncertainties of all variables required.

c) To validate the experimental pressure drop and heat transfer measurements, and data reduction methodology, with literature by operating the experimental set-up in the same regimes as in previous studies.

d) To operate the test-section in the forced convection flow regime (fully developed) and measure the pressure drops and heat transfers together, close to and through the transitional flow regime.

e) To present the heat transfer and pressure drop results in an appropriate format.

1.6 **Scope of work**

As this project was for a one-year research masters, the work was limited to one circular smooth tube test section. Only one tube was used as the manufacture and build of the mixing wells, calming section and test section were time consuming and expensive. A circular tube was selected as most of the body of work in the transitional flow regime was for circular round tubes. The test section was heated using a constant surface heat flux as the selected method.
had the advantage that the average fluid temperature along the tube length could be
determined without additional/complicated measurements.

Only one sharp geometry inlet, namely the square edge inlet, was tested due to time
constraints. This was the easiest of the sharp entrances to be manufactured and typical of
most types of inlet (such as in for example) shell and tube heat exchangers. A smooth bell-
mouth inlet could not be used as previous work reported that transition flow started at a
Reynolds number of at least 3 500 [33] and could possibly be delayed to as much as 10 500
for fully developed flow [13]. This meant that the required test-section length would be too
long (approximately 56 m to 168 m) and could not fit into the heat transfer laboratory
available for this project. The test fluid was water (with Prandtl numbers from 3 to 8) as
expensive equipment is needed if other fluids with higher Prandtl numbers are tested.

The experiments were mainly conducted in the fully developed flow regime only. This ensured
that the velocity and temperature profiles in the tube were fully developed and theoretically
known before transition occurred. The fact that the experiments were also conducted in the
forced convection flow regimes ensured that the complications of developing and secondary
flow on transition were eliminated. This is a much simpler and more appropriate approach
than previous studies to investigate transition which is a very complicated phenomenon.
However, the previous work in which mixed convection occurred is much more relevant to
industry applications.

1.7 Original outcomes

The outcomes produced were for fully developed transitional flow in a smooth horizontal,
circular tube with different constant heat fluxes and one inlet geometry. The following original
contributions were made specifically in the forced convection and transitional flow regime:
   a) Diabatic friction factors as a function of Reynolds numbers.
   b) Nusselt numbers as a function of Reynolds numbers.
   c) The Colburn $j_H$-factors as a function of Reynolds numbers.

1.8 Overview of dissertation

In Chapter 2, a literature survey is presented discussing the fundamental concepts in forced
convection heat transfer related to the laminar, turbulent and specifically transitional flow
regimes. In Chapter 3, the experimental set-up, calming section and test sections are
described as well as the operating procedure that was followed during experimentation. The
data reduction is presented in Chapter 4 and the results of an uncertainty analysis are also
given. The results of the measurements are data reduction methodologies are validated in
Chapter 4. Chapters 5 and 6 cover the pressure drop and heat transfer results. Chapter 7,
summarises and concludes the study and provides recommendations for further work.

Appendix A contains the results of the internal surface roughness experiments of the test
section. Appendix B describes the thermocouple calibration while Appendix C describes the
pressure transducer calibration. Finally, an uncertainty analysis is presented in Appendix D.
2 Literature study

2.1 Introduction

The purpose of this chapter is to provide a framework of the theoretical phenomenon that supports this study. An overview is given of the various fundamental variables of fluid flow, heat transfer and pressure drop. The three different types of flow regimes are discussed and published correlations associated to these flow regimes is listed. Flow regime maps are also discussed in order to identify where boundaries between forced convection and mixed convection lie. The definition of developing and fully developed flow as well as the influences is described. Finally the work of Ghajar and Meyer is summarised.

2.2 Fundamental variables of fluid flow, heat transfer and pressure drop

A number of dimensionless numbers and correlations exist that can be used to quantify fluid flow, heat transfer and pressure drop which are applicable to this study are discussed in this section.

2.2.1 Reynolds number

During the 1880’s, Osborne Reynolds established that transition from laminar flow to turbulent flow in a tube is a function of a number of variables, such as the geometry of the tube, the surface roughness, the average flow velocity, the surface temperature and fluid type to name a few. After extensive testing, Reynolds found that the ratio of inertial forces to viscous forces was the predominant factor in the determination of the flow regime which was named the Reynolds Number ($Re$). At high Reynolds numbers, the inertial forces are high, which produce chaotic eddies, vortices and flow instabilities. At low Reynolds numbers, the viscous forces are dominant and are able to suppress the instabilities in the flow. [34]

$$Re = \frac{\text{inertial forces}}{\text{viscous forces}} = \frac{\rho V_{\text{avg}} D_i}{\mu}$$ \hspace{1cm} (2-1)

The convection heat transfer coefficient is a strong function of the Reynolds number in forced convection [35].

2.2.2 Prandtl number

The Prandtl number ($Pr$), was named after Ludwig Prandtl who discovered the concept of the boundary layer in 1904. It is used to describe the relative thickness of the velocity boundary layer as compared to the thermal boundary layer. In liquid metals, where the Prandtl number is much less than one, heat diffuses very quickly due to the relatively high conductivity of the product, therefore the thermal boundary layer is much thicker relative to the velocity boundary layer. In gases, the Prandtl number is approximately one. This means that the dissipation rate through the thermal boundary layer and velocity boundary layer is approximately the same [35].
\[ Pr = \frac{\text{molecular diffusivity of momentum}}{\text{molecular diffusivity of heat}} = \frac{C_p \mu}{k} \]  

The fluid of interest in this study is water and has a Prandtl number of 7 at 20°C [35]. As the Prandtl number is larger than one, the thermal boundary layer is thinner than the velocity boundary layer. The molecular diffusivity of momentum is thus quicker than the molecular diffusivity of heat.

2.2.3 Grashof number

Natural convection effects are described by the Grashof number \((Gr)\) which is defined as the ratio of the buoyancy force to viscous force that is acting on a fluid [35] [36].

\[ Gr = \frac{\text{buoyancy force acting on fluid}}{\text{viscous force acting on fluid}} = \frac{g \beta (T_s - T_B) D_i^3}{\nu^2} \]  

Although it is recognized that natural convection always accompanies forced convection, it is considered negligible at high Reynolds numbers. This is because the heat transfer coefficients are typically much higher in forced convection than natural convection due to the associated higher fluid velocities in forced convection. However, as the fluid velocities lower, it becomes important to assess the relative magnitude of natural convection present in the fluid as this will affect the heat transfer coefficients [35].

2.2.4 Rayleigh number

The Rayleigh number \((Ra)\), which is the product of the Grashof and Prandtl numbers, describes the relationship between buoyancy forces within a fluid in which temperature gradients, viscosity forces and diffusivities are accounted for [34].

\[ Ra = \frac{\text{buoyancy forces within a fluid}}{\text{product of thermal and momentum diffusivities}} = GrPr \]  

It can be also be defined as the ratio of buoyancy forces and (the products of) thermal and momentum diffusivities. Depending on the flow geometry and heating conditions, the Rayleigh number can be used to determine whether the dominant mode of heat transfer is considered to be forced convection or mixed convection. This is based on flow regime maps (discussed in section 2.3.5) that have been developed experimentally for different geometries and heating (or cooling) conditions.

2.2.5 Nusselt number

In 1915, Wilhelm Nusselt, who made significant contributions to the study of convective heat transfer, proposed the concept of dimensionless groups which led to the concept of the similarity theory of heat transfer. Consequently, the dimensionless number used to describe the ratio of convective to conductive heat transfer at a boundary was named the Nusselt
number \((Nu)\). It signifies the improvement of heat transfer through a fluid layer as a result of convection as opposed to conduction through that same fluid layer \([35]\).

\[
Nu = \frac{\text{convective heat transfer}}{\text{conductive heat transfer}} = \frac{hD_i}{k}
\]  

(2-5)

Heat transfer is by convection at a wall, when there is motion next to the wall, while conduction will be present when the fluid is motionless. Therefore, where the Nusselt number is unity, heat transfer is considered to be by pure conduction across that fluid layer, whereas, the larger the Nusselt number, the more effective the convection heat transfer.

### 2.2.6 Graetz number

In 1885, Leo Graetz solved the problem for developing temperature profiles in a tube for Poiseuille flow \([37]\). Consequently, the Graetz number \((Gz)\) was named after him. It can be used as an indication as to whether or not flow in a tube is thermally fully developed.

\[
Gz = \left(\frac{D_i}{x}\right) Re Pr
\]  

(2-6)

According to Cengel and Ghajar \([33]\), when the inverse of the Graetz number is greater than 0.05, fully developed conditions has been reached for heating in a tube for both conditions of heating at a constant heat flux or with a constant wall temperature. ESDU \([30]\) states a value of 0.043 which is not much different from the value of 0.05.

### 2.2.7 Stanton number

The Stanton number \((St)\) expresses the ratio of heat transferred into the fluid to the thermal capacity of the fluid \([35]\).

\[
St = \frac{h}{\rho C_p V_{avg}} = \frac{Nu}{Re Pr}
\]  

(2-7)

### 2.2.8 Colburn \(j_{ir}\)-factor

The Colburn \(j_{ir}\)-factor is named after Colburn \([35]\). It makes use of the analogy between the basic mechanisms and mathematics of heat, mass, and momentum transport are essentially the same.

\[
j_{ir} = St Pr^{2/3}
\]  

(2-8)

It is also considered to be an alternative expression of a dimensionless heat transfer coefficient. The other dimensionless number is the Nusselt number which is normally influenced strongly by the fluid Prandtl number whereas the Colburn \(j_{ir}\)-factor takes into
account the variation in the fluid Prandtl number. This is convenient when used in heat transfer experiments when it is normally extremely challenging to conduct heat transfer experiments while maintaining a constant Prandtl number of the convective fluid. The effect of varying property variations in the Prandtl numbers on Nusselt number can thus be eliminated by rather expressing the results in terms of the Colburn \(j_H\)-factor.

### 2.2.9 Pressure drop, friction factor and the Moody chart

This section will be presented in two parts. In the first part, section 2.2.9.1, the relationship between pressure drop and friction factor without heat transfer is discussed. In section 2.2.9.2 the relationship between pressure drop and friction factor with heat transfer is discussed.

#### 2.2.9.1 Isothermal friction pressure drop

The pressure drop (\(\Delta P\)) for isothermal flow can be written as [34]:

\[
\Delta P = f \frac{L_{PD} \rho V_{avg}^2}{D_i \frac{2}{2}}
\]

The friction factor (\(f\)), has been determined analytically in the laminar flow regime and experimentally in the turbulent flow regime. In the laminar flow regime it has been found to be only dependant on the Reynolds number, and has been determined analytically for a circular tube by Poiseuille [33, 38]:

\[
f = \frac{64}{Re}
\]

For turbulent flow, it has been found that the friction factor is a function of both the Reynolds number and tube relative roughness (\(\varepsilon/D_i\)). This friction factor can be obtained from a Moody chart, or from empirical equations.

This chart was developed in 1944 by Moody to provide engineers with a graphical plot to determine the friction factors in both smooth and roughened tubes [39] in the laminar and turbulent flow regimes as a function of the tube’s relative roughness and the Reynolds number. Moody used the implicit Colebrook equation, developed by Colebrook in 1939, to develop a chart that is ±15% accurate for friction factors in the turbulent flow regime [38].

The chart is divided into four regions namely laminar, critical, transitional and turbulent regimes. For smooth tubes, the critical zone of the chart lies between 2 000 and 4 000 Reynolds, where there is a strong discontinuity that lies between at a Reynolds number of 2 000 and 3 000. The lack of data in this area makes it challenging to use when operating in the transitional flow regime.

There are many empirical equations that exist that may be used to estimate the friction factor as discussed in a review paper by Fang et al. [40]. These equations can be solved either
explicitly or implicitly with varying degrees of accuracy. In this study a circular smooth tube is considered and therefore the relative roughness effect is negligible. The simplest equation with an acceptable error of less than 2.6%, for Re < 2 x 10^6, for a smooth, circular tube is the isothermal Blasius equation: [33, 38].

\[
f = 0.316 Re^{-0.25}
\]  

(2-11)

When determining the friction factors from Eq. 2-10 and 2-11, the density and viscosities terms in the Reynolds number (Eq. 2-1) are determined at the bulk temperature \( T_B \). This is taken as the average between the inlet and outlet temperature:

\[
T_B = \frac{T_i + T_e}{2}
\]  

(2-12)

At this bulk temperature the fluid properties are referred to as the bulk properties.

For flow cases in a tube without heat transfer (isothermal conditions) the fluid inlet and outlet temperatures remains constant. The flow is therefore isothermal. As a result, all the other fluid properties that are temperature dependent, such as density, viscosity, Prandtl number, specific heat, thermal conductivity and thermal expansion coefficient would also remain constant.

2.2.9.2 Diabatic pressure drop

When considering flow through a tube in which heat transfer occurs, the inlet and outlet temperatures in Eq. 2-12, will differ. Although the bulk temperature might be the same as for isothermal flow discussed in 2.2.9.1, the pressure drop and thus friction factor will change. The reason is that the heat transfer changes the fluid viscosities on the wall. The viscous force on the tube wall is the product of the local fluid viscosity and velocity gradient on the tube wall.

In forced convection flow, a radial viscous force gradient occurs between the viscous forces on the tube wall and the fluid viscous forces on the tube centre line. This changes the pressure drop of the flow and the associated friction factor. Furthermore, the temperature difference between the fluid on the tube wall and the fluid on the centre, might also induce natural convection in the form of secondary flow. This will also influence the pressure drop and friction factor.

The combination of viscosity differences and temperature differences in the radial direction influences the velocity and viscosity force distributions in the same direction. The flow condition in laminar flow can be forced convection or mixed convection and is discussed in more detail in section 2.3. Although viscous force gradients exist during laminar diabatic flow conditions, it does not occur during turbulent flow conditions.
During turbulent conditions the inertial forces are so high that the effect of the viscous forces is negligible. As a result, it is generally found that the friction factors between isothermal and diabatic conditions differ, but not in turbulent flow.

Tam and Ghajar [22] showed that for a constant heat flux, in the laminar flow regime, an increase in the friction factor as compared to the Poiseuille relation was found. Conversely, Tam et al. [18] reported a diabatic friction factor that is slightly lower that the Poiseuille relation when considering a constant surface heat flux condition in the laminar flow regime. In both instances, this is attributed to secondary flow and should not be present in dominant forced convection flow [18]. Meyer and Olivier [9], who ran experiments using a constant surface temperature condition, reported that their laminar diabatic friction factors of approximately 35% higher than the predicted Poiseuille relation.

Furthermore, as discussed, when the flow regime is turbulent, both Tam and Ghajar [22] and Tam et al. [18] showed diabatic friction results are in agreement with the isothermal Blasius equation for isothermal flow.

To accommodate diabatic conditions the isothermal friction factors are normally corrected by including a viscosity ratio as shown in Eq. 2-13.

\[ f_{\text{diabatic}} = f_{\text{isothermal}} \left( \frac{\mu_r}{\mu_s} \right)^m \]  

(2-13)

where the exponent m varies dependent on the flow regime and inlet geometry.

This correction is based on previous experimental work for both the laminar flow regime [18, 22] and the turbulent flow regime [41].

2.3 Flow regimes

Traditionally, literature defines the flow regimes of fluid flow in three distinct regimes, namely laminar flow, transitional flow and turbulent flow. The Reynolds number, which is defined in paragraph 2.2.1, is used as a qualitative measure to identify the flow regime under consideration. The critical Reynolds \( (Re_c) \) number is normally used to approximate if a flow regime is laminar or turbulent. The critical Reynolds number is dependent on surface geometry, surface roughness, upstream velocity, inlet geometry, and surface temperature [11].

As an example, the critical Reynolds number for flow over a flat plate is approximately \( 10^5 \) to \( 3 \times 10^6 \), while the critical Reynolds number for flow through a circular tube is at a critical Reynolds number of approximately 2 300. The difference in critical number is thus one to two orders of magnitude. As this study addresses a smooth tube, only the transitional characteristics of a smooth tube is considered.
In most of the literature, fluid flow in a smooth pipe is considered to be laminar up to a Reynolds number of approximately 2 300 and fully turbulent at Reynolds numbers higher than approximately 10 000 [13, 17, 18, 23, 42, 43]. Transition is said to occur between Reynolds numbers of 2 300 to 10 000. However, literature also shows that fully laminar flow could be obtained at Reynolds numbers higher than 10 000, depending on the inlet geometry of the tube [13, 18]. In some instances, the flow shows fully turbulent friction characteristics at Reynolds numbers as low as 3000 to 4000 [15, 25, 28].

The three flow regimes are discussed in sections 2.3.1 (laminar), 2.3.2 (turbulent) and 2.3.3 (transitional flow regime).

2.3.1 Laminar flow

Laminar flow is described as where the flow is considered to be steady and smooth. In fully developed laminar flow in a smooth tube, it is expected that the fluid particles move in a constant axial velocity and that the velocity profile of the fluid stream remains unchanged in the axial direction of the fluid flow direction [34].

When heating a tube [33], it is possible to induce two different types of laminar flows, namely forced convection laminar flow and mixed convection laminar flow. For a constant heat flux with laminar forced flow the Nusselt number is 4.36. For a constant wall temperature, the Nusselt number is 3.66. Therefore, the temperature distribution on the wall in the flow direction will influence the heat transfer characteristics. It is therefore important to distinguish which mode of heat transfer occurs as each has different heat transfer characteristics [16].

Forced convection is where the fluid flow is initiated by an external source, such as a pump, where the fluid is pumped through the tube [35]. It is expected that during pure forced convection through a smooth tube, the fluid velocity is able to subdue any buoyancy forces present in the tube. Thus the expectation for forced convection would be that the ratio of the local peripheral heat transfer coefficient at the top and bottom of the tube be as close to unity as possible [16] i.e. where \( h_{\text{top}}/h_{\text{bottom}} \approx 1 \), \( h_{\text{left}}/h_{\text{bottom}} \approx 1 \) and \( h_{\text{right}}/h_{\text{bottom}} \approx 1 \). It is also assumed that the temperature profile of the tube is constant as shown in Fig. 2-1, where in the instance where the tube is being heated, the temperature of the fluid decreases towards the centre of the tube.
Mixed convection is considered to be a combination of natural convection and forced convection. In natural convection, any fluid motion is purely due to natural means. In the instance of tube flow heating, the buoyancy forces are induced due to the fluid temperature close to the tube wall being higher than the fluid at the center of the tube. This means that the density of the fluid is lower at the tube wall and higher at the center, causing the fluid to circulate naturally in a counter rotating motion [14].

This motion is shown schematically in Fig. 2-2. In principle, the same effects would occur if the tube were to be cooled. In this instance, the temperature of the wall would be lower than the temperature in the center of the tube and the flow direction will be opposite as indicated in Fig. 2-2.

Where mixed convection is dominant, it is expected that the heat transfer coefficient at the bottom of the pipe, $h_{\text{bottom}}$, will be higher than the heat transfer coefficient at the top of the pipe, $h_{\text{top}}$. The heat transfer coefficients are found by determining the heat flux input, the surface temperature (at the $180^\circ$ and $0^\circ$ positions respectively) and the bulk mean temperature. Tam and Ghajar [10] state that where $h_{\text{top}}/h_{\text{bottom}} < 0.8$, mixed convection is dominant.
As discussed in section 1.2.1, Meyer [11] reported during his review of literature that in the instance where mixed convection was present during fully developed laminar flow in a constant heat flux condition, the heat transfer was increased significantly. The obtained Nusselt numbers were approximately 10 to 20 which are much higher than the accepted 4.36.

### 2.3.2 Turbulent flow

Fully developed turbulent flow is described as the flow regime where the flow becomes fluctuating and agitated [38]. Due to the highly disorganised nature of the flow, higher heat transfer coefficients are expected thus making this flow regime the most commonly utilised flow regime in practise [33]. However, with higher heat transfer coefficients comes higher pressure drops and thus a need for an increase in pumping power [11].

Turbulent flow is dominated by forced convection as the fluid motion is able to suppress any buoyancy forces within the tube.

### 2.3.3 Transitional flow

In order for flow to be accelerated from laminar flow to turbulent flow, it is necessary for transitional flow to first occur. Transitional flow does not occur at a specific Reynolds number, but rather, over a region and is characterised by intermittent bursts of turbulence within the flow [38]. It is expected that at the start of the region, the flow is fully laminar and by the end of the region, the flow is fully turbulent.
The inlet geometry of the tube has a marked influence on when transitional flow starts and ends. The smoother the entrance (i.e. a rounded bell mouth type shape entrance) the longer it will take for transition to occur. The sharper the entrance (i.e. re-entrant type entrance, where the tube protrudes into the inlet section) will see transition occurring much quicker [33].

During her Masters research Everts [44] defined new nomenclature shown in Fig. 2-3 on a graph of Nusselt number as a function of Reynolds number to better distinguish the boundaries between transitional and turbulent flow. These definitions were used to define the transition characteristics, as there was no clear distinction in the literature between transitional and low-Reynolds-number-end regimes.

Everts defines the critical Reynolds number ($Re_{cr}$) as the point when transitional flow starts. The end of transition ($Re_{le}$) is defined at the point where the gradient of the Nusselt number as a function of Reynolds number decrease. The flow then enters a regime known as the low-Reynolds number end, which is between $Re_{le}$ and $Re_{turb}$. In this regime the Nusselt and friction factors were fluctuating but did not have the characteristics of fully turbulent flow as yet. The turbulent flow regime in the figure was identified in Fig. 2-3 as $Re_{turb}$. For all Reynolds number larger than than $Re_{turb}$, the flow was fully turbulent.

Although the different flow regimes identified were described on a graph of Nusselt number as a function of Reynolds number, as shown in Fig. 2-3, Everts saw the same results when presenting her results as friction factor (as shown in Fig. 2-4) or $j_{tr}$-factor as a function of Reynolds number.

![Fig. 2-3 - Representation of the boundaries between transition and turbulent flow for Nusselt numbers (adapted from Everts [44])](image-url)
Consider Fig. 2-4. The start of transition ($Re_{cr}$) is defined at the point where the friction factors decrease to a point where there is a zero gradient. It is noted that the laminar friction results agree with fully developed laminar flow friction factor correlations. Once in transition, the friction factors increase up to a point where they once again reach a zero gradient, thus indicating the start of the low-Reynolds-number-end-region ($Re_{le}$). Fully developed flow ($Re_{turb}$) is indicated where the friction factor results correspond to fully developed turbulent flow correlations.

![Fig. 2-4 - Representation of the boundaries between transition and turbulent flow for forced convection friction factor (adapted from Everts [44])](image)

### 2.3.4 Correlations

Numerous heat transfer and pressure drop correlations exist for each of the flow regimes of laminar, turbulent and transitional flow as described in sections 2.3.1, 2.3.2 and 2.3.3. It is important to note that each of these correlations have specific ranges/parameters associated to them and should only be used where applicable to this specific study. All of these correlations are summarised in Table 2-1 to Table 2-6.

Table 2-1 is a summary of the Nusselt number correlations for laminar flow. It starts with the classical relationship that proved that for fully developed, forced flow, with constant heat flux (Eq. 2-15), the Nusselt number is $4.364$. The state of art relation for mixed convection as described by Morcos and Bergles [45] is shown in Eq. 2-17. Correlations for constant surface temperature boundary conditions, entrance regions and developing flow are also listed.

In Table 2-2 correlations for friction factors in laminar flow is shown. The table begins with the classic relation of Poiseuille (equation 2-14) that gives the friction factor of isothermal, fully developed laminar flow with forced convection. Eq. 2-21 describes isothermal friction factors in the entrance region and fully developed region for forced convection while Eq. 2-22 describes diabatic friction factors in the entrance region and fully developed region for mixed convection. Fully developed diabatic friction factors for a square edge inlet and re-entrant inlet in mixed convection is described by Eq. 2-23.
<table>
<thead>
<tr>
<th>Investigator</th>
<th>Correlation</th>
<th>Parameters</th>
<th>Flow Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classic relation [33]</td>
<td>$Nu = 4.364$</td>
<td>(2-15)</td>
<td>Laminar flow</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fully developed</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Forced convection</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Constant surface heat flux</td>
</tr>
<tr>
<td>Sieder and Tate [33]</td>
<td>$Nu = 1.86(Re Pr)^{1/3}(x/D_i)^{1/3} \left( \frac{\mu_b}{\mu_s} \right)^{0.14}$</td>
<td>(2-16)</td>
<td>Laminar flow</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.6 \leq Pr \leq 5$</td>
<td>Entrance and fully developed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.0044 \leq \left( \frac{\mu_b}{\mu_s} \right) \leq 9.75$</td>
<td>Forced convection</td>
</tr>
<tr>
<td></td>
<td></td>
<td>All properties to be evaluated at $T_b$</td>
<td>Constant surface temperature</td>
</tr>
<tr>
<td>Morcos and Bergles [45]</td>
<td>$Nu = \left( 4.36 \right)^2 + \left{ 0.055 \left( \frac{Gr_{film} Pr_{film}^{1.35}}{Pw^{0.25}} \right)^{0.4} \right}^{21/2}$</td>
<td>(2-17)</td>
<td>Laminar flow</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$4 \leq Pr \leq 175$</td>
<td>Fully developed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$3 \times 10^4 \leq Ra \leq 10^6$</td>
<td>Mixed convection</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$2 \leq Pw \leq 66$</td>
<td>Constant surface heat flux</td>
</tr>
<tr>
<td>Ghajar and Tam [14]</td>
<td>$Nu_1 = 1.24 ((Re Pr D_i/x) + 0.025 (Gr Pr)^{0.75})^{1/3} \left( \frac{\mu_b}{\mu_s} \right)^{0.14}$</td>
<td>(2-18)</td>
<td>Laminar flow</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$40 \leq Pr \leq 160$</td>
<td>Entrance and fully developed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$1.2 \leq \left( \frac{\mu_b}{\mu_s} \right) \leq 3.8$</td>
<td>Forced and mixed convection</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$3 \leq x/D_i \leq 192$</td>
<td>Constant surface heat flux</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$280 \leq Re \leq 3800$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$1000 \leq Gr \leq 2.8 \times 10^8$</td>
<td></td>
</tr>
<tr>
<td>Gnielinski [46]</td>
<td>$Nu = \left( Nu_1^3 + 0.6^3 + (Nu_2 - 0.6)^3 + Nu_3 \right)^{1/3}$</td>
<td>(2-19)</td>
<td>Laminar flow</td>
</tr>
<tr>
<td></td>
<td>$Nu_1 = 4.354$</td>
<td></td>
<td>Forced convection</td>
</tr>
<tr>
<td></td>
<td>$Nu_2 = 1.953 \sqrt{Re Pr D_i/L}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$Nu_2 = 0.924 \sqrt{Pr \sqrt{Re D_i/L}}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2-1 - Nusselt number correlations for laminar flow in a smooth tube
<table>
<thead>
<tr>
<th>Investigator</th>
<th>Correlation</th>
<th>Parameters</th>
<th>Flow Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classic relation of Poiseulle [47]</td>
<td>$f = \frac{64}{Re}$</td>
<td>(2-20) 2100 $\geq Re$</td>
<td>Laminar flow</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fully developed</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Forced convection</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Isothermal</td>
</tr>
<tr>
<td>Tam et al. [18]</td>
<td>$f = \frac{1}{Re} \left( 64 + \frac{0.00314}{0.00004836 + 0.0609 \times \zeta^{1.28}} \right)$</td>
<td>(2-21) 799 $\leq Re \leq 2240$</td>
<td>Laminar flow</td>
</tr>
<tr>
<td></td>
<td>$\zeta = \frac{x/D_i}{Re}$</td>
<td>3 $\leq x/D_i \leq 200$</td>
<td>Entrance and fully developed</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Forced convection</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Isothermal</td>
</tr>
<tr>
<td>Tam et al. [18]</td>
<td>$f = \frac{4}{Re} \left( 64 + \frac{0.00314}{0.00004836 + 0.0609 \times \zeta^{1.28}} \right)$</td>
<td>(2-22) 39 $\leq Pr \leq 47$</td>
<td>Laminar flow</td>
</tr>
<tr>
<td></td>
<td>$\times \left( \frac{\mu_B}{\mu_s} \right)^m$</td>
<td>1.27 $\leq (\mu_B/\mu_s) \leq 1.56$</td>
<td>Entrance and fully developed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>897 $\leq Re \leq 2189$</td>
<td>Forced convection</td>
</tr>
<tr>
<td></td>
<td>$\zeta = \frac{x/D_i}{Re}$</td>
<td>7141 $\leq Gr \leq 18224$</td>
<td>Isothermal</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mixed convection</td>
</tr>
<tr>
<td></td>
<td>$m = -5.06 + 0.84 Pr^{0.23} Gr^{0.09}$</td>
<td></td>
<td>Diabatic</td>
</tr>
<tr>
<td>Tam and Ghajar [22]</td>
<td>$f = \frac{64}{Re} \left( \frac{\mu_B}{\mu_s} \right)^m$</td>
<td>(2-23) 6 $\leq Pr \leq 36$</td>
<td>Laminar flow</td>
</tr>
<tr>
<td></td>
<td>$m = 1.65 - 0.013 Pr^{0.84} Gr^{0.17}$</td>
<td>1.25 $\leq (\mu_B/\mu_s) \leq 2.4$</td>
<td>Fully developed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1100 $\leq Re \leq 7400$</td>
<td>Mixed convection</td>
</tr>
<tr>
<td></td>
<td></td>
<td>17100 $\leq Gr \leq 95600$</td>
<td>Diabatic</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Re-entrant and square-edge</td>
</tr>
</tbody>
</table>
Turbulent flow correlations for Nusselt numbers are listed in Table 2-3. Fully developed flow is expected to occur within ten diameters. The inner diameter of the tube considered in this study is equal to 4.04 mm, which implies that fully developed flow will be achieved within 44 mm. As a result, only fully developed equations are considered in Table 2-3.

The first four equations in the table are the well-known classical equations of Colburn [48], Dittus-Boelter [49], Sieder and Tate [50], and Gnielinski [51]. In general, it was found that over time the accuracies of these equations improved, with the most accurate being that of Gnielinski (Eq. 2-30). When considering Eq. 2-27 to Eq. 2-30, the radial temperature differences are not high enough to impact the fluid properties in the radial direction. This is generally true for turbulent flow. However, in the case where a high heat flux is used, there are significant changes in fluid viscosities in the radial direction. As a result, a viscosity correction term is used as shown in Eq. 2-31 as suggested by Ghajar and Tam [14].

Three isothermal friction factor equations are listed in Table 2-4, namely Petukhov (Eq. 2-24), Blasius (Eq. 2-25), and Allen and Eckert (Eq. 2-26) equations. As with the Nusselt number equations listed in Table 2-3, flow in the turbulent flow regime is fully developed within ten diameters, therefore all of the equations in Table 2-4 is for fully developed flow. The Blasius equation [52] accurately predicts friction factors to within 2.6% if the Reynolds number is less than 100 000. The expected error of the Petukhov equation [53] error is up to 17% at low Reynolds numbers (<10 000). Eq. 2-34 of Allen and Eckert [41] is to be used with high heat fluxes when a significant viscosity gradient exists in the radial direction.

When considering transitional flow with a uniform wall heat flux condition, it is important to differentiate the inlet geometry of the test section as this has an impact on the applicable correlation. In the case of this study, there is one Nusselt number correlation as shown in Table 2-5 that is applicable to this study. Eq. 2-35 was developed by Ghajar and Tam [14] and has been specifically derived for a square edge inlet with a uniform wall heat flux.

Isothermal and diabatic friction factors are shown in Table 2-6. These correlations are specific for a square edge inlet geometry, which is the geometry of interest in this study. Eq. 2-36 of Ghajar and Madon [15] and Eq. 2-38 of Tam et al. [18] describes isothermal friction factors. Tam and Ghajar [22] and Tam et al. [18] also derived diabatic friction factors for a square edge inlet geometry as shown in Eq. 2-37 and Eq. 2-39 respectively.
Table 2.3 - Nusselt number correlations for turbulent flow in smooth tubes

<table>
<thead>
<tr>
<th>Investigator</th>
<th>Correlation</th>
<th>Parameters</th>
<th>Flow Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Colburn [48]</td>
<td>$Nu = 0.023Re^{0.8}Pr^{1/3}$</td>
<td>(2-27) $0.7 \leq Pr \leq 160$</td>
<td>Turbulent flow</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$Re &gt; 10000$</td>
<td></td>
</tr>
<tr>
<td>Dittus-Boelter [49]</td>
<td>$Nu = 0.023Re^{0.8}Pr^{0.4}$</td>
<td>(2-28) $0.7 \leq Pr \leq 160$</td>
<td>Turbulent flow</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$Re &gt; 10000$</td>
<td></td>
</tr>
<tr>
<td>Sieder and Tate [50]</td>
<td>$Nu = 0.027Re^{0.8}Pr^{1/3} \left( \frac{\mu_B}{\mu_s} \right)^{0.14}$</td>
<td>(2-29) $0.7 \leq Pr \leq 16700$</td>
<td>Turbulent flow</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$Re &gt; 10000$</td>
<td></td>
</tr>
<tr>
<td>Gnielinski [51]</td>
<td>$Nu = \frac{(f/8)(Re - 1000)Pr}{1 + 12.7(f/8)^{0.5}(Pr^{2/3} - 1)}$</td>
<td>(2-30) $0.5 \leq Pr \leq 2000$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$3 \times 10^3 &lt; Re &lt; 5 \times 10^6$</td>
<td>Turbulent flow</td>
</tr>
<tr>
<td>Ghajar and Tam [14]</td>
<td>$Nu_{tur} = 0.023Re^{0.8}Pr^{0.385} \left( \frac{x}{D_t} \right)^{-0.0054} \left( \frac{\mu_B}{\mu_s} \right)^{0.14}$</td>
<td>(2-31) $4 \leq Pr \leq 34$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$1.1 \leq (\mu_B/\mu_s) \leq 1.7$</td>
<td>Turbulent flow</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$7000 \leq Re \leq 49000$</td>
<td>Wall heat flux is significant</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$3 \leq x/D_t \leq 192$</td>
<td></td>
</tr>
</tbody>
</table>
### Table 2-4 - Friction factor correlations for turbulent flow in a smooth tube

<table>
<thead>
<tr>
<th>Investigator</th>
<th>Correlation</th>
<th>Parameters</th>
<th>Flow Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Petukhov [53]</td>
<td>( f = (0.790 \ln Re - 1.64)^{-2} )</td>
<td>(2-32) ( 3000 \leq Re \leq 5 \times 10^6 )</td>
<td>Turbulent flow</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fully developed</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Isothermal</td>
</tr>
<tr>
<td>Blasius [52]</td>
<td>( f = 0.316 Re^{-0.25} )</td>
<td>(2-33) ( 3000 \leq Re \leq 5 \times 10^6 )</td>
<td>Turbulent flow</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Isothermal</td>
</tr>
<tr>
<td>Allan and Eckert [41]</td>
<td>( f = 0.316 Re^{-0.25} \left( \frac{\mu_B}{\mu_s} \right)^{-0.25} )</td>
<td>(2-34)</td>
<td>Turbulent flow</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fully developed</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Diabatic</td>
</tr>
</tbody>
</table>

### Table 2-5 - Nusselt number correlations for transitional flow, square edge inlet

<table>
<thead>
<tr>
<th>Investigator</th>
<th>Correlation</th>
<th>Parameters</th>
<th>Flow Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ghajar and Tam [14]</td>
<td>( Nu_{trans} = Nu_l + \left{ \exp\left( \frac{a - Re}{b} \right) + Nu_{tur} \right}^c )</td>
<td>(2-35) ( 5 \leq Pr \leq 55 ) ( 1.2 \leq (\mu_B/\mu_s) \leq 2.6 ) ( 1600 \leq Re \leq 10700 ) ( 4000 \leq Gr \leq 250000 ) ( 3 \leq x/D_t \leq 192 )</td>
<td>Transitional flow</td>
</tr>
<tr>
<td></td>
<td>( Nu_l = 1.24 (RePrD_t/x)^{0.75} \left{ \frac{\mu_B}{\mu_s} \right}^{0.14} ) ( + 0.025 (GrPr)^{0.75} \right}^{1/3} \left{ \frac{\mu_B}{\mu_s} \right}^{0.14} )</td>
<td></td>
<td>Entrance and fully developed</td>
</tr>
<tr>
<td></td>
<td>( Nu_{tur} = 0.023 Re^{0.8} Pr^{0.385} \left( \frac{x}{D_t} \right)^{-0.0054} \left{ \frac{\mu_B}{\mu_s} \right}^{0.14} )</td>
<td></td>
<td>Forced and mixed convection</td>
</tr>
<tr>
<td></td>
<td>( a = 2617; b = 207; c = -0.95 )</td>
<td></td>
<td>Constant surface heat flux</td>
</tr>
</tbody>
</table>


### Table 2-6 - Friction factor correlations for transitional flow, square edge inlet

<table>
<thead>
<tr>
<th>Investigator</th>
<th>Correlation</th>
<th>Parameters</th>
<th>Flow Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ghajar and Madon [15]</td>
<td>( f = 4c_f = -2.56 \times 10^{-2} + 2.49 \times 10^{-5}Re ) - ( 4.25 \times 10^{-9}Re^2 )</td>
<td>(2.36) ( 2055 \leq Re \leq 3140 )</td>
<td>Transitional flow, Fully developed, Isothermal</td>
</tr>
<tr>
<td>Tam and Ghajar [22]</td>
<td>( f = 4c_f = \left[ 1 + \left( \frac{Re}{a} \right)^b \left( \frac{\mu_b}{\mu_s} \right)^c \right] \left( \frac{\mu_b}{\mu_s} \right)^m )</td>
<td>(2.37) ( 12 \leq Pr \leq 29 ) ( 1.11 \leq \left( \frac{\mu_b}{\mu_s} \right) \leq 1.89 ) ( 3500 \leq Re \leq 6900 ) ( 6800 \leq Gr \leq 104500 ) ( 3 \leq x/D_i \leq 192 )</td>
<td>Transitinal flow, Fully developed, Diabatic</td>
</tr>
<tr>
<td>Tam et al. [18]</td>
<td>( f = \left( \frac{64}{Re} \right) {1 + (0.0049Re^{0.75})^a }^{\frac{1}{a}} + b } )</td>
<td>(2.38) ( 2111 \leq Re \leq 4141 ) ( 3 \leq x/D_i \leq 200 )</td>
<td>Transitional flow, Fully developed, Isothermal</td>
</tr>
<tr>
<td>Tam et al. [18]</td>
<td>( f = \left( \frac{64}{Re} \right) {1 + (0.0049Re^{0.75})^a }^{\frac{1}{a}} + b } \left[ 1 + \left( \frac{c}{x/D_i} \right) \right] )</td>
<td>(2.39) ( 2109 \leq Re \leq 4184 ) ( 3 \leq x/D_i \leq 200 )</td>
<td>Transitional flow, Fully developed, Diabatic</td>
</tr>
</tbody>
</table>
2.3.5 Flow regime maps

As discussed in section 1.5, the objective of this study was to ensure that forced convection results were obtained in the laminar flow regime before the flow moves into the transitional flow regime. In order to establish where forced convection would take place in laminar flow, flow regime maps in literature were investigated.

In 1964, the work of Metais and Eckert [32] was published. They presented their experimental results in the form of flow regime maps for flow through both vertical and horizontal tubes. These maps showed boundaries as to where the different convective flow regimes could be expected as a function of the Reynolds number and the Rayleigh number. The flow regime map for flow through horizontal tubes is shown in Fig. 2-5.

![Flow regime map](image)

*Fig. 2-5 - The flow regime map for constant wall temperature boundary conditions as developed by Metais and Eckert [32]*

From Fig. 2-5, it follows that if the Reynolds number is kept between 10 and 2200, with a Rayleigh number below approximately 100 000 to 150 000, forced convection could be expected. It is important to note that this flow regime map was developed for a constant wall temperature condition (and not for a constant heat flux as in this study) and the effect of using this map as a reference for a constant surface heat flux condition was not quantified in the publication.
In 1970, Petukhov and Polyakov [54] presented a flow regime map for flow through horizontal tubes where a constant heat flux condition was maintained. This is shown in Fig. 2-6. They observed mixed convection at Rayleigh numbers exceeding 2000. At Rayleigh numbers below 2000, with a Reynolds number range of between 40 and 2000, the effect of free convection was not observed. Transition in their work occurred at an approximate Reynolds number range of between 2000 and 9000.

![Figure 2-6 - Flow regime map as developed by Petukhov and Polyakov [54] for a constant surface heat flux](image)

More recently, Ghajar and Tam [16] developed a modified flow regime map for flow through a horizontal tube with a constant surface heat flux condition based on the work of Metais and Eckert [32]. Ghajar and Tam plotted their experimental results on Metais’ map and found that while the forced turbulent convection data agreed well with the boundary set by the map, the experimental data did not agree with the forced convection, mixed laminar, mixed transition and forced transition regions. Ghajar and Tam concluded that the map of Metais and Eckert could not be used due to the influence of the boundary condition and the inlet geometry of the test section [16].

They developed a modified map, for three different inlet geometries whereby the lower and upper limits of transition are shown by lower and upper bounds at specific x/D locations. The map for a square edge inlet geometry is shown in Fig. 2-7. In order to determine the boundary of the forced convection region, Ghajar and Tam used the criterion where \( h_{top}/h_{bottom} > 0.8 \) which they indicate as indicative of forced convection. A total 51 data points for the three different inlet geometries was found to meet this criterion and used to plot the boundary. A least squares curve fitting program was used to create a smooth curve [16].

From Fig. 2-7, it follows that if the Reynolds number between 100 and 2200, with a Rayleigh number below 320000, forced convection could be expected.
Each of the three maps of Metais and Eckert [32], Petukhov and Polyakov [54] and Ghajar and Tam [16] draw very different conclusions as to where forced convection can be expected. The parameters of the maps also tend to differ significantly from the expected operating parameters of this study.

The map of Metais and Eckert [32], shown in Fig. 2-5, was specifically derived for a constant surface temperature condition. It is expected that in turbulent flow, this should not present a problem. This was shown to be untrue in laminar flow. The experimental results of Ghajar and Tam [16] showed that the heating boundary condition influenced the expected ranges in which transition from laminar flow to transitional flow and similarly to turbulent flow for mixed and forced convection conditions.

However, when constructing their map, as shown in Fig. 2-7, Ghajar and Tam [16] were unable to define a clear boundary between forced laminar flow and mixed laminar flow as their Nusselt numbers results in the laminar flow regimes were above the accepted 4.364. Their assumption that the criterion where $h_{top}/h_{bottom} > 0.8$ was used to create this boundary. The accuracy of this assumption is still to be tested.

While the maps of Metais and Eckert and Ghajar and Tam show a similar Rayleigh number for the boundary between forced laminar and mixed laminar results (250 000 and 290 000 respectively) the work of Petukhov and Polyakov [54], as shown in Fig. 2-6, predict the boundary to occur at a Rayleigh number two orders of magnitude lower (2 000).
Due to the distinction differences in the maps, a strategy is needed in order to determine which of these maps most accurately describe the expected results of this study. It is possible to determine the transition range by monitoring the friction factors. Everts proved in her thesis that lower and upper bounds of the transition range for friction factors was the same for heat transfer [44]. If the Reynolds number is chosen in the laminar flow regime and is kept constant, the Rayleigh number can be slowly adjusted by applying different heat fluxes. By monitoring the Nusselt number, it will be possible to identify where the Rayleigh number moves between the boundary of forced laminar flow (where the Nusselt number is 4.364) and mixed convection laminar flow (where the Nusselt number is greater than 4.364). Once this point in the boundary has been identified, the Reynolds number can be adjusted, higher or lower, to determine how the boundary is shaped.

2.4 Developing and fully developed flow

One of the characteristics of the study was to consider fully developed flow. This is defined as the region in tube where two specific conditions are met. The first is that the velocity profile is fully developed and remains unchanged. This is known as the hydrodynamically fully developed region [33]. Fig. 2-8 schematically describes the development of the hydrodynamic boundary layer where the flow in the tube is laminar and isothermal. The velocity profile at the inlet is plug flow. Due to the wall shear forces, a parabolic velocity profile develops with time.

![Fig. 2-8 - The development of the isothermal hydrodynamic boundary layer [33]](image)

The second condition refers to the region in the tube where the thermal boundary layer reaches the centre of the tube. This is called the thermally fully developed region. Like the velocity profile, the temperature profile remains constant in the fully developed region of the tube for a constant surface heat flux [33]. It is noted that the magnitude of the temperature
in the profile changes, unlike the velocity profile which remains the same. Fig. 2-9 schematically describes where the thermal boundary layer is developed.

The diagram is labeled as follows:
- **Core flow region**
- **Fully developed velocity boundary layer**
- **Thermal boundary layer**
- **Fully developed thermal boundary layer**
- **Surface temperature** $T_s$
- **Mean temperature** $T_m$
- **Temperature profile shape**
- **Hydrodynamic fully developed region**
- **Thermally developing region**
- **Thermally fully developed region**
- **Heat added to tube**

**Fig. 2-9 - The development of the thermal boundary layer [33]**

The dimensionless temperature profile in the fully developed region is expressed as $(T_s - T)/(T_s - T_m)$. If it remains unchanged in the flow direction, then the flow is considered to be thermally fully developed [33]. It is noted that although the temperature profile may vary with $x$, the dimensionless temperature profile remains constant in the fully developed region for a constant surface heat flux condition. Therefore, it follows that the derivative of $(T_s - T)/(T_s - T_m)$ with respect to $r$ should also be independent of $x$ [33].

This can be expressed mathematically as [33]:

$$
\frac{\partial}{\partial r} \left( \frac{T_s - T}{T_s - T_m} \right) \bigg|_{r=R} = \frac{-(\partial T/\partial r) \bigg|_{r=R}}{T_s - T_m} \neq f(x) \quad (2-40)
$$

Consider a uniform wall surface heat flux condition, which is the heating condition of interest in this study. This is the product of the heat transfer coefficient and the difference between the surface temperature of the tube ($T_s$, equivalent to the temperature of the water in contact with the wall of the tube) and the mean temperature of the water in the tube ($T_m$) at a specific location $x$.

Therefore surface flux, with respect to $r$, can be expressed as:

$$
\dot{q}_s = h_x(T_s - T_m) = k \frac{\partial T}{\partial r} \bigg|_{r=R} \rightarrow h_x = \frac{k(\partial T/\partial r) \bigg|_{r=R}}{T_s - T_m} \quad (2-41)
$$
Simultaneously developing flow, shown in Fig. 2-10, refers to the condition where the tube is heated from the tube inlet. In this instance, the hydrodynamic boundary layer and the thermal boundary layer develop at the same time. It is important to note that the heat transfer coefficient only becomes fully developed once the thermal boundary layer is fully developed. Similarly, the friction factor will be considered as fully developed once the hydrodynamic boundary layer is fully developed.

![Schematic representation of simultaneously developing flow, where the variation of the friction factor and convection heat transfer coefficient is shown (Pr > 1)](33)

The hydrodynamic and thermal entrance lengths for laminar flow can be approximated as

\[ L_{\text{hydro, lam}} \approx 0.05 \, Re \, D_i \]  \hspace{1cm} (2-42)
\[ L_{\text{therm, lam}} \approx 0.05 \, Re \, Pr \, D_i \]  \hspace{1cm} (2-43)

As can be seen in Eq. 2-42, the hydrodynamic boundary layer develops independently of the Prandtl number in the laminar flow regime. However, in the case of the thermal boundary layer, the Prandtl number has a direct influence on the thermal entrance length, as shown in Eq. 2-43.

In laminar flow, the Prandtl number described the relative growth of the velocity and thermal boundary layers. Where the Prandtl number is approximately one, as is the case for most gases, the two boundary layers coincide with each other. Where the Prandtl number is less than one, the thermal boundary layer grows at a higher rate than the hydrodynamic boundary layer.
layer, which will result in a thermal boundary layer that is shorter than the hydrodynamic boundary layer. Conversely, the opposite is true where the Prandtl number is greater than 1. In this instance the hydrodynamic boundary layer is shorter than the thermal boundary layer.

Water has a Prandtl number of 7.01 at 20°C [34]. In the case of this study, the temperature of water at the inlet of the test section was maintained as close to 20°C as possible. This inferred that the thermal boundary layer would always exceed the hydrodynamic boundary layer in the laminar flow regime.

The hydrodynamic and thermal entrance lengths for turbulent flow can be approximated as [33]:

\[ L_{\text{hydro,tur}} \approx L_{\text{thermal,tur}} \approx 10D_l \] (2-44)

As can be seen in Eq. 2-44, the hydrodynamic and thermal boundary layer develop at the same pace as a function of the inner diameter of the test section for turbulent flow. Fluid properties do not affect the entrance lengths.

### 2.5 Influences on transition

In his critical discussion of work completed in the transitional flow regime, Meyer [9] described a number of factors that can influence transition. These included the different types of inlet geometries, the effect of the re-entrant tube geometry, tube diameter layout and pitch, the effect of internal surface roughness of the tube, the effect of turbulence intensity at the test section inlet and so on.

To date, a fair amount of research has been concentrated on the different inlet geometries and the effect of internal surface roughness. Research has been conducted in micro tubes where in some cases, the effect of the internal roughness of the tube is quantified. These two areas are discussed in sections 2.5.1 and 2.5.2.

#### 2.5.1 Inlet geometries

To date, four different types of inlet geometries, as shown in Fig. 2-11 have been researched when considering the effect of heat transfer and pressure drop in the transitional flow regime. Ghajar and co-workers [10, 14-16, 18, 21, 22] considered three types of inlets, namely the re-entrant, the square-edge and the bell mouth inlet. Meyer and co-workers [9, 12, 13, 24, 25, 29] also considered the previously mentioned inlet geometries as well as the hydrodynamically fully developed geometry. In all instances a calming section was used upstream of the inlet geometry. This is thought to replicate the header box of a heat exchanger.

The re-entrant geometry is one where the tube extrudes from the tube sheet by a certain length. Presently, the only re-entrant geometry that has been investigated is where a length of one diameter of the tube extrudes into a calming section. This is considered to be a “sharp” inlet geometry.
A square edge geometry is where the tube is flush with the tube sheet. This replicates a sudden contraction which is indicative of shell and tube heat exchangers where the flow enters the tube from a calming section. The value of the contraction ratio has not been quantified. This is also considered to be a “sharp” inlet geometry.

A bell mouth inlet is one where the contraction is smooth. This type of inlet is representative of the smooth rounded inlet types used in classical literature.

Finally, the hydrodynamically fully developed geometry allows for the flow to become hydrodynamically fully developed before entering the test section. Whereas the previous three inlet types have developing hydrodynamic flow, this inlet geometry ensures the velocity profile is fully developed before heating is started.

Fig. 2-11 - Inlet geometries where: (a) re-entrant, (b) square edge, (c) bell mouth and (d) hydrodynamically fully developed (as adapted from [11])

Research by Ghajar and co-workers and Meyer and co-workers has shown that the inlet geometry has an influence on when transition occurs for both heat transfer and pressure drop. The range of transition is also affected as the smoother the inlet geometry, the more delayed transition is and the wider the transition range while as the sharper inlet geometry types showed a much tighter transition range that occurs quicker.

In all instances of the work of Ghajar and co-workers, the transition range is based on a specific $x/D_i$ parameter. The upper and lower limits of the heat transfer transition for the re-entrant,
square-edge and bell mouth inlet geometry for work of Ghajar and Tam is summarized in Table 2-7 [10] for $3 \leq x/D_i \leq 192$.

<table>
<thead>
<tr>
<th>Inlet geometry</th>
<th>Lower limit $Re$</th>
<th>Upper limit $Re$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Re-entrant</td>
<td>$Re_{low} = 2157 - 0.65 [192 - (x/D_i)]$</td>
<td>$Re_{up} = 8475 - 9.28 [192 - (x/D_i)]$</td>
</tr>
<tr>
<td>Square edge</td>
<td>$Re_{low} = 2524 - 0.82 [192 - (x/D_i)]$</td>
<td>$Re_{up} = 8791 - 7.69 [192 - (x/D_i)]$</td>
</tr>
<tr>
<td>Bell mouth</td>
<td>$Re_{low} = 3787 - 1.8 [192 - (x/D_i)]$</td>
<td>$Re_{up} = 10481 - 5.47 [192 - (x/D_i)]$</td>
</tr>
</tbody>
</table>

Tam et al. [18] revisited the work of Ghajar and Tam [14] by focusing on the expected friction factor results for a re-entrant and square-edge geometry. Their results for the heat transfer and friction factor transition range is summarized in Table 2-8 at a $x/D_i$ of 200.

<table>
<thead>
<tr>
<th>Inlet geometry</th>
<th>Heat transfer Start of transition $Re_{start}$</th>
<th>End of transition $Re_{end}$</th>
<th>Friction factor Start of transition $Re_{start}$</th>
<th>End of transition $Re_{end}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Re-entrant</td>
<td>-</td>
<td>-</td>
<td>2032</td>
<td>3031</td>
</tr>
<tr>
<td>Re-entrant</td>
<td>2001</td>
<td>7919</td>
<td>2257</td>
<td>3250</td>
</tr>
<tr>
<td>(diabatic)</td>
<td></td>
<td></td>
<td>2222</td>
<td>3588</td>
</tr>
<tr>
<td>Square edge</td>
<td>-</td>
<td>-</td>
<td>2032</td>
<td>3031</td>
</tr>
<tr>
<td>(isothermal)</td>
<td>2298</td>
<td>8357</td>
<td>2316</td>
<td>3941</td>
</tr>
<tr>
<td>Square edge</td>
<td>2298</td>
<td>8357</td>
<td>2316</td>
<td>3941</td>
</tr>
<tr>
<td>(diabatic)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It can be concluded from the results in Table 2-8 that the friction factor transition range differs significantly from that of the heat transfer transition range, where the heat transfer range is much wider than that of the friction factor range [18].

However, the work of Everts [44] showed conflicting results to that of Tam et al. [18]. Her results showed that the friction factor transition range did not differ from the heat transfer range and were equally wide.

### 2.5.2 Micro tubes

Ghajar et al. [17] investigated the friction factor in the transition regime in mini and micro tubes. Twelve stainless steel tubes were studied, with an internal diameter ranging from 2.083 mm to 0.337 mm. It was found that the start and end of the friction factor transition range was influenced by the tube diameter. They concluded that as the tube diameter became smaller, the relative roughness of the tube become more significant, thus influencing the
friction factor. They also concluded that as the relative roughness became more significant, the onset of transition was accelerated. [17]

Morini et al. [42] considered micro convective heat transfer in the laminar and transitional regions. They completed their experiments using roughened stainless steel tubes with internal diameters ranging of 0.44 mm, 0.28 mm and 0.146 mm. The relative surface roughness (\(\varepsilon/D_i\)) of those tubes were 0.00682, 0.0107 and 0.041 respectively. It was found that where the relative roughness was considered to be insignificant (where the ratio of the internal surface roughness as compared to the inner diameter was below 4%), heat transfer was not affected in laminar flow regime. It was found that the onset of transition was dependent on many parameters such as the internal surface roughness, the heated length and the inlet geometry [42].

Yang and Lin [31] considered the heat transfer characteristics of water flow in micro tubes. Non-contacted liquid crystal thermography was used for temperature measurements. The flow was hydrodynamically fully developed before heating was induced and measurements taken. Tubes ranging from 0.962 mm to 0.123 mm in internal diameter were assessed. The internal surface roughness of the tubes was not quantified. It was found that the developing thermal entrance length for micro tubes is longer than that of conventional macro tubes. Yang and Lin concluded that the conventional heat transfer correlation for laminar and turbulent flow can be applied for predicting fully developed heat transfer performance in micro tubes. [31]

2.6 Effect of axial conduction

At lower Reynolds number, the effects of axial conductive heat transfer through the tube wall can become a competitive mechanism to the internal convective heat transfer [42].

Maranzana et al. [55] investigated this effect and found that if the inequality as shown in equation 2-45 is satisfied, the effect of axial conduction through the walls of the tubes can be neglected.

\[
M = \left( \frac{k_z}{k_B} \right) \left( \frac{D_o^2 - D_i^2}{D_i L_h} \right) \frac{1}{Re \ Pr} < 10^{-2}
\]  

(2-45)

2.7 Work of Ghajar

Ghajar from Oklahoma State University in the United States of America and his co-workers has completed extensive research with regards to the effect of inlet geometries on transitional flow with a constant surface flux condition. They have investigated the heat transfer and friction factor characteristics of horizontal macro tubes with varying inlets [10, 14, 15, 18, 21, 22] as well as friction factor characteristics in micro tubes [17]. They also developed a flow regime map, as discussed in section 2.3.5, where they investigated the boundary between forced and mixed convection [16].
As discussed in section 2.5.1, the types of inlets that were experimentally investigated were re-entrant, square-edge and bell mouth. In their early works, they used stainless steel tubes with a constant heat flux condition which was induced by passing current through the tube [14, 15].

They found, with isothermal friction results, that transition was affected by the type of inlet in use and that the sharper the inlet type, the quicker transition would take place, conversely, the more rounded the entrance type, the more transition would be delayed [15]. When considering the diabatic friction factors in laminar and transition and the start and end of transition differed significantly. However, turbulent results remained the same. This was attributed to mixed convection and secondary flow effects [22].

The heat transfer results revealed that mixed convection was a definite mode of heat transfer when plotting the Colburn $f_H$-factor as a function of Reynolds. The results did not follow the forced convection line of Nusselt number of 4.36 from laminar flow to transitional flow [10]. In fact, they experimentally found an average Nusselt number of 14.5 in laminar flow. This is indicative of the influence of natural convection on heat transfer [10]. As was the case with the friction factors, the inlet geometry had an effect on the start and end of transition with the turbulent results remaining constant [14].

When considering pressure drop in mini- and micro-tubes they found that while the friction factors were not influenced by the tube diameters of tubes larger than 1 372 µm, they did find that transition was affected by smaller tubes, from 838 µm to 337 µm. They attributed this to the ratio of the internal surface roughness to internal diameter, thus, in effect, indicating that the tube was no longer considered to be smooth [17].

Most recently, Ghajar’s co-worker Tam [18], published a paper where he developed a single correlation for friction factors that was valid from laminar flow through transitional flow into turbulent flow. Experiments were completed using a copper tube and a direct current power supply using a square edge and re-entrant inlet geometry. It was found that the transition for heat transfer was much wider as compared to friction.

2.8 Work of Meyer

Meyer of the University of Pretoria in South Africa also spent a significant amount of time considering the characteristics of transitional flow. With his PhD student, Olivier [13], his first focus was on transitional flow in a smooth tube with a constant wall temperature, thus inducing cooling. He considered four different types of inlets and while it was found that it was challenging to maintain the constant surface temperature, it was also challenging to determine the average fluid temperatures [12, 29]. In a similar fashion to that of Ghajar and his co-workers, the experimental results showed that the sharper inlets produced an earlier transition as compared to the smoother inlets which was delayed. Heat transfer results revealed that secondary flow was present as the Nusselt numbers were higher than expected [13].
Meyer and Olivier [28] also considered enhanced tubes as these has a significant applications in the chiller industry. They found that the isothermal friction factor in enhanced tubes was higher as compared to smooth tubes. This was expected as the fins would increase flow resistance. They also found that the start and end of transition changed with varying inlet geometries, with the smoother inlet having the most delayed transition. The diabatic results differed significantly to the isothermal results. Diabatic laminar and transitional friction results increased when heat transfer occurred, while as turbulent friction results were similar. Secondary flow effects are thought to be the cause of this increase. The overall heat transfer was found to be slightly lower than in smooth tubes. Meyer attributed this to the negative effect the fins may have in restricting the flow path for secondary flow.

Nanofluids were also investigated by Meyer and his co-workers [26]. It was expected that the addition of carbon nanofluids would increase the heat transfer of the working fluid. Diabatic friction results revealed that the addition of nanofluids did not affect the turbulent friction factors significantly as compared to water. However, in the laminar and transitional regime, there was a significant difference. This is attributed to the change in viscosity of the water due to the addition of nanofluids. It was also found that the transition range was affected as the greater the concentration of nanofluids, the earlier transition occurs.

It was found that the addition of nanofluids showed an increase in Nusselt number with a decrease in heat transfer coefficients. This was due to the increase in the thermal conductivity of the base fluid. As the concentration of nanofluids increased, the transition of the Nusselt number as a function of Reynolds occurred earlier. When considering the heat transfer results as a function of velocity, the higher the concentration, the more transition was delayed. This showed that the changing viscosity of the fluid makes a comparison very difficult.

Dirker et al. [23] considered the inlet flow effects in micro-channels. The flow regimes that were considered were laminar and transitional flow while varying the inlet geometries (a sudden contraction (square edge), bellmouth and swirl geometry). It was found that the inlet geometry influenced the transitional behaviour of the heat transfer coefficients and friction factors. While isothermal friction factor results agreed well with literature, the diabatic results were lower than expected. The reason for this was assumed to be due to the change in the fluid viscosity on the wall and its effect on the flow field. The bellmouth inlet geometry displayed a smoother transition and thus a wider transition range than that of the sudden contraction. When considering the Nusselt numbers, good agreement was found in the laminar flow regime for the sudden contraction and bellmouth inlets. The swirl showed an improved heat transfer coefficient as compared to that of the sudden contraction and bellmouth. The reason for this is assumed to be due to the swirl inlet creating a condition where better fluid mixing can occur.

Everts and Meyer [25] considered heat transfer characteristics of developing flow in the transitional flow regime of a solar receiver tube. During this study, the Reynolds number was varied between 500 and 10 000. It was determined that the width of the transition region decreased as the flow became more fully developed. The heat transfer coefficients decreased as well as the flow reached a fully developed state.
2.9 Summary and conclusion

In order to gain significant insight into the study at hand, it was necessary to review the literature relevant to this study. Basic concepts associated to fluid flow, heat transfer and pressure drop was summarised. The three different flow regimes were described and nomenclature pertaining to the start and end of transitional flow, as defined by Meyer was given. While many correlations exist, and are accepted for heat transfer coefficients and friction factors in the laminar flow regime and turbulent flow regime, little information is available in the transitional flow regime.

Work in the transitional flow regime has predominantly been carried out by two groups, namely Ghajar and his co-workers and Meyer and his co-workers. While Ghajar has focused on high Prandlt number fluids with a constant heat flux boundary condition in stainless steel tubes, Meyer initially focussed on water based experiments with a constant surface temperature condition. Meyer has since shifted his research towards a constant heat flux boundary condition in copper tubes using water as the working fluid.

Both Ghajar and Meyer concluded that the inlet geometry of the test section had a definite influence on the flow characteristics in a tube. The smoother the inlet geometry, the more transition would be delayed. This was proven to be true for both heating boundary conditions. While Ghajar concluded that the transitional heat transfer range was wider than the transitional friction factor range for all inlet geometries, Meyer had conflicting results that stated that the ranges were approximately the same.

Flow regime maps form an important area within this study. While some maps do exist, their applicability to this study is uncertain. The development of these maps has been based on very specific experimental conditions with well-defined boundaries and ranges that will not necessarily be applicable to the study. There is no agreement between the maps when considering the boundary between laminar forced convection and laminar mixed convection. A strategy of maintaining a laminar Reynolds number, based on the friction factor result, will be used. The Rayleigh number will be adjusted whilst monitoring the Nusselt number. Once a point on the boundary between the two flows is identified, the Reynolds number will be increased and decreased thus identifying the boundary.
3 Experimental Set-up

3.1 Introduction

This chapter discusses the test section within the context of a general experimental infrastructure facility that was available in the Heat Transfer Laboratory of the University of Pretoria. The test section, calming section and mixing wells that were specifically developed and built for the set-up is discussed in detail. The instrumentation that formed part of the test section as well as the calibration of the instrumentation and experimental procedure is also discussed.

3.2 Testing facility

The testing facility is shown schematically in Fig. 3-1. It consists of the components 1 – 10, defined in the figure. It consisted of a system circulating water from a feed water reservoir (3) with a capacity of 1 000 l to a test section (8) where the water was heated and circulated back to the water reservoir (3). The feed water reservoir was connected to a 5 000 l storage tank (1). The storage tank was connected to a 30 kW chiller where a thermostat was used to control the temperature in the storage tank to 0.5 °C of a preselected temperature. The water was provided by the local utility. The results from previous work [44] indicated that no water treatment was required.

![Diagram of test facility with test section](image)

Fig. 3-1 - Schematic layout of test facility with test section

1. Chilled water reservoir
2. Chilled water circulation pump
3. Feed water reservoir
4. Feed water pump
5. Accumulator
6. Coriolis flow meter
7. Data acquisition unit
8. Test section assembly
9. DC power supply
10. Surplus water bypass
A positive displacement pump (4) was used to circulate the water through the test section. The pump had a maximum flow rate of 2,670 l/hr, which was much higher than the required flow rate in the test section, therefore surplus water was bypassed back into the reservoir via the surplus water bypass line (10). The pump was controlled via a variable speed drive thus allowed for accurate control of the mass flow rate through the test section.

In order to decrease pulsations in the flow, which is indicative of a positive displacement pump, a 4 l accumulator (5) was installed prior to the flow meter and test section. The accumulator contained a pressurized nitrogen gas bladder which was used to maintain the pressure in the system by dampening pulsations in the flow. The bladder was pressurized to 3 MPa.

The water then flowed through a Coriolis flow meter (6) that measured the mass flow rate through the test section (8) before returning it to the feedwater reservoir (3).

3.3 **Test section assembly**

The test section assembly consisted of an inlet mixer, a calming section, a test section and an outlet mixer as shown schematically in Fig. 3-2. The mixers are discussed in 3.3.1, the calming section in 3.3.2 and the test section in 3.3.3.

3.3.1 **Mixers**

Mixers were installed upstream of the calming section and downstream of the test section. This was to ensure that the inlet and outlet temperatures to the test section were measured accurately during laminar flow conditions when radial temperature stratifications occurred in the flow stream. The design of the mixers was based on the work of Szalai and Muzzio [56] that used flat plate mixer plates.

Each of the mixers was constructed from copper sheet which was cut into a strip, 5 mm wide and 20 mm long. The copper plate strip was then partitioned into five equal segments and then symmetrically, transversely cut on the boundary of each segment, leaving only a very small piece of copper intact along the center line of the copper strip. The strip was then placed on a lathe where it was twisted to create 120° tape elements as recommended in the study. As the copper strip was only partially cut, the mixer remained as a single assembly, with five
individual twisted elements pivoting on its centre line. After twisting, the diameter of the elements was reduced to 4 mm to allow for a sliding fit into the test section.

The $L/D_i$ ratio impacts the performance of the mixer at high flow rates, where a ratio of 2 showed the best results as compared to the ratio of 1 and 1.5. Due to the physical constraints within the test section it was not possible to twist an element with a $L/D_i$ ratio of 2 to 120°. As a result, a ratio of 3.75 was used.

The mixers were each fitted in an Acetal tube. This was done so as to prevent axial conduction from the calming section and test section as Acetal has a low thermal conductivity of 0.23 W/m°C. A calibrated PT100 (± 0.08°C at 60°C) was installed in each of the mixer assemblies, directly in the flow field just downstream of the mixer. This ensured that the mean inlet and exit temperatures were measured were well mixed.

### 3.3.2 Calming Section

Prior to the flow entering the test section, a calming section was used (Fig. 3-3) that ends in a squared edge inlet to the test section. The primary purpose of the calming section was to ensure a uniform velocity distribution at the inlet of the test section with low turbulence levels.

The design of the calming section was based on the work of Tam and Ghajar [22] where the spacing and design of the acrylic plates, steel mesh and the straws was replicated with reference to the inlet of the calming section. The internal diameter of the calming section was also the same as that of Tam et al. Where possible, the open air ratio (OAR) of the two test sections were matched as closely as possible, based on the available material.

While the length of the calming section used during the study was 1.062 m, Tam et al. used a calming section with a total length of 0.927 m. The contraction ratio was significantly different. Tam et al.’s calming section contraction ratio was approximately ten while as the contraction ratio for this study was 42.

The calming section was constructed from an acrylic tube with an acrylic socket flange. The tube had an outer diameter of 180 mm and a wall thickness of 5 mm. Acetyl flanges were bolted to the acrylic flanges with 3 mm plastic gaskets. Three perforated acrylic plates with an outer diameter of 170 mm were placed in series at the inlet to the calming section. Each plate was 10 mm thick with an OAR of 0.299 (73 holes per plate, 11 mm per hole).

Tightly packed soda straws approximately 102 mm long with an outer diameter of 5.3 mm were placed between two stainless steel wire meshes. The straws had an OAR of 0.855 while the mesh had an OAR of 0.577. A third stainless steel wire mesh with the same OAR of 0.577 was placed downstream of the straws. The water then flowed undisturbed through the remaining portion of the calming section (385 mm) before entering the test section.
Bleed valves were installed at the top of the calming section at several positions. This was to remove any air that may have entered the calming section. A removable T-type thermocouple ($T_{cs}$) was also placed in the centre of the calming section as a secondary inlet mean temperature measurement point (the PT100 was the primary measuring point). This thermocouple was removed from the centre line of the calming section during the transition experiments.

![Diagram of the calming section](image)

**Fig. 3-3 - Schematic layout of the calming section**

The purpose of the acetyl flanges was to prevent any axial and radial heat conduction from the calming section to the mixing well and test section. Insulation material with a thickness of 40 mm and a thermal conductivity of 0.04 W/m°C was also placed around the calming section to prevent heat losses to the environment.

A compression fitting, as shown in Fig. 3-4, was screwed into the outlet flange of the calming section allowed for the flexibility to align a square edge geometry. This was achieved by positioning the farrell of the compression fitting at the exact point that the tube would be flush with the acetyl flange. The compression fitting was machined to remove any rounded edges so that it was flush with the Acetyl flange.
During construction, care was taken to ensure that the test section tube inlet was flush with the outlet flange. This was to warrant that no disturbance to the inlet flow occurred due to the compression fitting.

![Diagram](image)

**Fig. 3-4 - Schematic diagram of the square edge inlet geometry**

### 3.3.3 Test Section

A tube with an inner diameter of 4.04 mm, an outer diameter of 5.04 mm, and length of 8.32 m was used for the test section. The test section was especially manufactured by a local South African manufacturer as one hard drawn length made from copper for the purpose of this study. This longer tube length was required in order to ensure that fully developed flow was achieved as previous work [14] showed that the flow might take up to approximately 4 m to become fully developed (based on equation 2-43) if the Prandtl number is eight.

Two methods (laboratory surface roughness measurement and profilometer measurement) were used to measure the relative surface roughness of the tube. This was found to be approximately $2.5 \times 10^{-5}$ for the laboratory surface roughness measurement and $1.16 \times 10^{-5}$ for the profilometer. It can therefore be assumed that the tube is smooth. Details regarding the internal surface roughness is detailed in Appendix A.

The longer length test section was selected to ensure that, conservatively, the flow was both hydrodynamically and thermally fully developed over the last two meters of the test section. As a result, heat transfer and pressure drop measurements were concentrated on the latter half of the test section. The tube diameter was also chosen to be small so as to meet the physical constraints of the laboratory. Lower heat fluxes were induced on the tube in order to ensure that forced convection in the laminar flow regime was achieved.

The test section was instrumented with a total of 64 thermocouples as shown in Fig. 3-5.
Fig. 3.5 - Thermocouple and pressure tap configuration
T-type thermocouples were used with a wire diameter of 0.254 mm. Of the 64 thermocouples, 57 were axially attached to the outside of the tube surface at 19 thermocouple stations. A shallow 1 mm hole was drilled at the three axial locations per station and widened with a 2 mm drill after which solder was melted into the hole. The thermocouples were then attached to the tube by soldering them onto the tube surface in the holes.

The first thermocouple station, station A, was placed 70 mm from the tube inlet. Five thermocouple station, each spaced 1 m apart follows station A up to station F. The remaining 14 stations are each spaced 250 mm apart, from station F to station S. The density of temperature measurements was concentrated to the back end of the test section where fully developed flow was expected.

At each thermocouple station, a total of three thermocouples were attached as shown in Fig. 3-5. It was too challenging to install four thermocouples at each thermocouple station because of the small tube diameter. In all instances, a thermocouple was placed at 0° (A-top, B-top, C-top, D-top etc.) and 180° (A-bottom, B-bottom, C-bottom, D-bottom etc.). The remaining thermocouple’s position was alternated between 90° (A-right, C-right etc.) and 270° (B-left, D-left etc.) along the length of the tube.

The test section was covered with 130 mm of insulation material with a thermal conductivity of 0.04 W/m·K. One-dimensional heat transfer calculations were used to estimate the maximum losses at the worst-case conditions at a Reynolds number of 2300 and a surface wall temperature of 86°C. It was found that the heat losses were approximated to be 1% of the heat transfer rate in the test section.

Seven remaining thermocouples were used to monitor other points of interest. These included the actual temperature of the heating wire which was monitored at two locations, namely in line with Station F, approximately midway of the test section (T_hw1) and the end of the tube (T_hw2) in line with Station S, where the highest heating wire temperature was expected. An internal insulation temperature (T_insul1) placed within the insulation at a radial thickness of 48.2 mm was monitored at Station F to check the temperature of the insulation material in a radial direction. The insulation skin temperature (T_insul2) was also monitored at this location for the same purpose. Finally, the laboratory ambient conditions (T_a1 and T_a2) was monitored at Station F and Station S respectively.

As the focus of the study was on fully developed flow, pressure measurements were only taken over 2 m on the back end of the tube. The positions of the pressure taps are shown in Fig. 3-5. The first pressure tap (PD1) was positioned 5.7 m from the inlet of the tube with a 2 m gap to the second pressure tap (PD2). According to equation 2-43, fully developed flow should be achieved within 3.25 m of the tube inlet if transition occurs at the critical Reynolds number of 2300 and a conservative Prandlt number of 7 is assumed. This additional tube length of 2.45 m allowed for some leeway should transition occur later. Additionally, the distance of 2 m between the pressure taps ensured the uncertainty of the friction factors were low (see Appendix D).
The second pressure tap (PD2) was installed approximately 160 diameters (645 mm) upstream of the test section outlet. This was done to ensure that the flow in the exit mixing well did not influence the pressure drop measurement. International instrumentation manufacturers and experts have found that a palpable pulsation in the flow may generate measurement inaccuracies at the instrument [57]. Singh et al. [58] considered the performance of orifice plate assemblies and suggested a minimum downstream length of 40 diameters to ensure proper specifications of the boundary conditions.

The pressure taps were installed by soldering a 3.5 mm capillary tube to the test section tube at 0° at the desired locations. Holes were then drilled through the copper tube using a 0.35 mm drill. The dimensions of the taps were based on the work of McKoen et al. [59] which suggests that the pressure tap dimensions be 10% or less than the tube inner. This ensured that the taps do not cause any flow obstructions within the tube which may lead to localised eddies.

After drilling the holes, any burs which may have formed were removed. A long thin and stiff wire was wrapped in material and installation tape. This wire was used to clean inside of the tube. Lastly, a compression fitting with a quick coupler was inserted over the capillary tube. A 3 mm nylon tube was used to connect the pressure taps to the differential pressure transducer.

A constant surface heat flux condition was induced by heating the test section with heating wire. Constantan wire with a thickness of 0.38 mm, coated in a teflon sheath with a wall thickness of 0.2 mm was used as the heat source for the test section. The heating wires were spiralled tightly along the length of the tube to ensure a uniform heat flux was maintained. At each thermocouple station, the heating wire was manipulated around the thermocouple junctions so as to ensure that while the heating wire covered as much of the surface area of the test section, it did not come in contact with the junction. The reason for this was to ensure that the thermocouples accurately measured the surface temperature of the wall and not the heating wire temperature. This is shown schematically in Fig. 3-6.

![Fig. 3-6 - Schematic diagram of the heating wire wrapped around the test section](image)

As the expected resistance of the wire was 3.61 Ω/m, due to the long length of the tube and the constraints in voltage supply, a total of four wires were needed to wrap the tube. These wires were connected in parallel to the direct current power supply. Two of the wires operated with a positive to negative charge from test section inlet to outlet while as the other...
two wires operated with a negative to positive charge from test section inlet to outlet. This was put in place to try and balance any electromagnetic forces the spiralled wire might have had on the measurements.

3.4 Instruments

Over and above the thermocouples that were attached to the test section, various other instrumentation was used during the study. The accuracy of these instruments formed part of the uncertainty analysis as detailed in Appendix D.

3.4.1 Resistance temperature detector

Two resistance temperature detectors (RTD’s) or PT100 probes were used to determine the mean inlet and outlet temperature of the test section. Ultra-precise probes were sourced from OMEGA Engineering with an instrumentation accuracy of ± 0.08 °C at 60 °C.

3.4.2 Coriolis flow meters

In order to determine the mass flow rate of the fluid in the test section, Coriolis flow meters were used. As the mass flow rate varied between 3 l/hr and 125 l/hr, it was necessary to make use of two flow meters. The smaller of the two had a maximum flow capacity of 108 l/hr and was used for the bulk of the tests. When higher flow rates were required, the larger flow meter, with a maximum flow capacity of 2 180 l/hr, was used.

The accuracy of each flow meter was 0.05% of its full scale value. Therefore, the expected resolution of the small flow meter was 0.054 l/hr while as the expected resolution of the large flow meter was 1.09 l/hr.

3.4.3 Pressure Drop

Two differential pressure transducers, each with a differential pressure diaphragms were utilized during testing. The accuracy of the pressure transducer with differential diaphragm was 0.25% of the full scale of the diaphragm.

The 14 kPa diaphragm, with an accuracy of 35 Pa, was sized to operate at Reynolds numbers between 0 and 5 000, with its greatest accuracy at a Reynolds number of 5 000. The 55 kPa diaphragm, with an accuracy of 137.5 Pa was able to operate in a Reynolds number range of 0 to 12 000. However, its predicted inaccuracy below 3 000 exceeded 10%. Therefore, in order to minimize the uncertainty of the results, measurements in overlapping ranges was obtained in to showcase congruency between the two diaphragms.

Each diaphragm was calibrated using a static water column and manometer.
3.4.4 Power supply

A direct current power supply with a maximum power rating of 1500 W was used to induce the constant heat flux condition. Constantan wires were connected in parallel to the positive and negative poles of the power supply. The use of constantan was calculated, as the metal has a constant electrical resistivity between 0°C and 100°C. This was within the boundaries of the study.

The power supply had a maximum current output of 15 A and a maximum voltage output of 360 V. The accuracy of the current and voltage was 0.2% of its maximum output (0.03 A and 0.072 V respectively).

3.4.5 Data acquisition unit

A National Instruments data acquisition unit with Labview software was used to log any data that was obtained during the experiments. Temperature measurements, flow meter measurements and pressure drop measurements were logged by the data acquisition unit (indicated as 7 in Fig. 3-1) during the experiments. The raw temperature data (in °C), flow meter data and pressure drop data (both in mA) was post processed in Matlab and Excel.

3.5 Experimental procedure

As discussed in section 3.2, an existing testing facility at the University of Pretoria was used to carry out the experiments. In order to manage the inlet temperature entering the test section, the temperature of the chilled water reservoir was set to be maintained at 20°C. The chilled water recirculation pump was switched on approximately one hour prior to the start of testing to allow the water in the feed water tank to be mixed and maintained at a constant temperature. This pump was kept on throughout the experiments to maintain the bulk temperature of the feed water tank.

After one hour, water was introduced to the test section. Air was bled out of the calming section and from the pressure taps to reduce measurement error.

Due to the length of the test section and the small inner diameter of the tube, very small volumes of water was circulated through the test section. In the laminar flow regime, flow rates as low as 0.01 m³/hr was required. In this instance, steady state conditions were reached within four to five hours, dependent on the mass flow rate and the heat flux applied to the tube. Once a measurement was taken, the mass flow rate was reduced whilst keeping the heat flux constant. It took an additional two hours for steady state to be reached again before another measurement could be taken.
At higher mass flow rates, steady state conditions could be reached within 30 minutes, once again dependent on the heat flux applied to the tube and the mass flow rate. Multiple measurements could be taken in this instance, where approximately 30 minutes was required between measurements. As in the case of laminar flow measurements, a mass flow rate was reduced incrementally.

According to Meyer [11], the effect of hysteresis is negligible in the transitional flow regime. As a result, measurements were taken for decreasing Reynolds numbers. This was beneficial due to the time required for steady state conditions at lower mass flow rates.

Steady state conditions were met where there was no significant changes in the inlet and outlet temperatures, wall temperatures, mass flow rates and pressure drop measurements. This was monitored on a constant basis.

Experiments were carried out from bulk Reynolds numbers of 11 000 down to bulk Reynolds numbers of 1 000. Variable speed drives connected to the pump were used to decrease the mass flow rate. The pump speed was maintained between 1 000 and 1 500 rpm. As a result, in instances where the mass flow rate needed to be reduced, the valve at the inlet of the test section bypass was throttled. Due to the low mass flow rates, the accumulator on the pump was able to reduce flow pulsations. A total of 100 measuring points at a frequency of 10 Hz was captured and averaged to obtain one data point. Temperature (in °C), mass flow rate (in mA, converted to m³/s) and pressure drop results (in mA, converted to Pa) were obtained simultaneously.

3.6 Conclusion

The experimental and test section configuration was described in detail in this chapter. A long smooth copper tube with a uniformly wound heating wire was used as the test section. The length of the copper tube was chosen to allow for fully developed flow. Thermocouples were attached to the test section at predetermined intervals to allow for accurate measurements of wall temperatures while PT100’s were used to determine mean inlet and exit temperatures. A calming section was used to replicate the header box of a heat exchanger and allow for a square-edge inlet geometry. Pressure taps were installed on the test section at the latter end of the test section to ensure that fully developed friction factors could be measured.
4 Data reduction and validation

4.1 Introduction

The purpose of this chapter is to discuss the equations used to experimentally obtain friction factors and heat transfer coefficients and to provide validation of the experimental results using those published in literature. The data reduction of the measurements obtained during the experiments is given. Validation of isothermal friction factors and diabatic friction against those found in literature in all flow regime is shown. Heat transfer measurements are compared to literature in the laminar flow regime for forced and mixed convection as well as turbulent heat transfer measurements.

4.2 Data reduction

In order to calculate experimental friction factors and heat transfer results, it was necessary to determine both local and average results.

As a constant surface heat flux condition was applied, the mean temperature of the fluid will increase linearly along the length of the heated tube. As a result, the mean temperature, $T_{x,m}$ at axial position $x$ of the test section was calculated using Eq. 4-1:

$$T_{x,m} = \frac{(T_e - T_i)}{L_{ts}} x + T_i$$

(4-1)

where $T_i$ and $T_e$ were the measured inlet and exit temperatures, $L_{ts}$ is the length of the test section and $x$ is the physical position of the measuring point on the tube.

The mean surface temperature, $\bar{T}_{x,s}$ at an axial position $x$ at each thermocouple station was calculated by taking the average of the measured surface temperatures:

$$\bar{T}_{x,s} = \frac{T_{top} + T_{left/right} + T_{bottom}}{3}$$

(4-2)

where $T_{top}$ is the surface temperature at the top of the tube (radial position 0°), $T_{left/right}$ is the surface temperature on either the left hand side or right hand side of the tube (radial position 270° or 90° respectively) dependant on the installation of the thermocouple and $T_{bottom}$ is the surface temperature at the bottom of the tube (radial position 180°).

While the measured wall thickness of the tube was 0.5 mm, it was necessary to determine temperature difference between the outer wall of the tube and the inner wall. The thermal resistance, $R_{ts}$ across the tube wall was calculated used Eq. 4-3:

$$R_{ts} = \frac{ln\left(\frac{D_e}{D_i}\right)}{2\pi L_{ts}k_{ts}}$$

(4-3)
where $D_o$ and $D_i$ is the measured outer and inner diameter of the test section and $k_{ts}$ is the thermal conductivity of the test section. The thermal resistance across the tube was $1.048 \times 10^{-5}$ °C/W.

The thermal resistance across the tube wall, calculated using Eq. 4-3 was used in Eq. 4-4 to determine the temperature difference, $\Delta T$, between the inner wall and outer wall of the test section:

$$\Delta T = E_p R_{ts}$$  \hspace{1cm} (4-4)

where $E_p$ is the electrical input power to the test section.

A maximum temperature difference of 0.0052°C was calculated using the maximum electrical heat input of 500 W that was used in this study. This was considered negligible as the thermocouples could only be measured to 0.1°C accuracy. As a result, it was assumed that the surface temperature, as measured on the outer wall was equal to the surface temperature on the inner wall.

When considering local temperatures at each of the thermocouple stations, local thermophysical properties of the water dependent on temperature, namely the local density, $\rho_{x,w}$, local dynamic viscosity, $\mu_{x,w}$, local specific heat capacity, $C_{p,x,w}$, local thermal conductivity, $k_{x,w}$ and local Prandtl number, $Pr_{x,w}$, were calculated at the different station temperatures using the correlations derived by Popiel and Wojtkowiak [60].

The local Reynolds number, $Re_x$, at any point $x$ in the axial tube direction was calculated using:

$$Re_x = \frac{m D_i}{\mu_{x,w} A_c}$$  \hspace{1cm} (4-5)

where $m$ is the measured mass flow rate, and $A_c$ is the cross-sectional area of the tube which was calculated as $A_c = D_i^2 \pi / 4$.

In the instance where average results were calculated over the total test section length, the bulk temperature, $T_B$, was determined by:

$$T_B = \frac{T_i + T_e}{2}$$  \hspace{1cm} (4-6)

The bulk Reynolds number, $Re_B$, was then calculated using:

$$Re_B = \frac{m D_i}{\mu_{B,w} A_c}$$  \hspace{1cm} (4-7)
where $\mu_{B,w}$ was calculated at the bulk temperature of the fluid.

The heat input into the water, $\dot{Q}_{\text{water}}$, was calculated as shown in Eq. 4.8 below:

$$
\dot{Q}_{\text{water}} = \dot{m}C_{p,w}(T_e - T_i)
$$  \hspace{1cm} (4-8)

where $C_{p,B,w}$ is the specific heat of the water at the bulk temperature.

The electrical power input, $E_p$, into the test section was calculated by:

$$
E_p = V \times I
$$  \hspace{1cm} (4-9)

where $V$ is the measured input voltage and $I$ is the measured input current from the DC power supply. This power input remained constant during each experiment thus imparting a uniform wall heat flux condition.

The heat flux, $\dot{q}$, was determined from the heat transfer rate described in Eq. 4-8 as shown in Eq. 4-10:

$$
\dot{q} = \frac{\dot{Q}_{\text{water}}}{A_s}
$$  \hspace{1cm} (4-10)

where $A_s$ was determined from $A_s = \pi D_i L_{\text{heated}}$ where $L_{\text{heated}}$ is the measured heated length of the test section.

The heat transfer rate of the water was used in place of the electrical heat input as it was judged to be the more accurate of the two as there were some heat losses through the insulation to the environment.

An energy balance, $EB$, over the test section was calculated using Eq. 4-11 to determine how effectively the electrical heat transferred into the water:

$$
EB = \left| \frac{E_p - \dot{Q}_{\text{water}}}{\dot{Q}_{\text{water}}} \right| \times 100
$$  \hspace{1cm} (4-11)

At low Reynolds ($< 1 \times 10^5$) numbers and low electrical heat input ($< 100$ W), the energy balance in the system was approximately 10%. This was due to the low mass flow rate and low heat input. However, at higher electrical heat inputs ($> 200$ W), the energy balance was below approximately 5%.

The local heat transfer coefficient, $h_x$, was calculated as follows:

$$
h_x = \frac{\dot{q}}{T_{x,s} - T_{x,m}}
$$  \hspace{1cm} (4-12)
The average heat transfer coefficient, \( \bar{h} \), was calculated as follows:

\[
\bar{h} = \frac{\sum_{E}^{Q} h(x)}{13}
\]  

(4-13)

where \( E \) refers to thermocouple station \( E \) and \( Q \) refers to thermocouple station \( Q \). The numeral 13 refers to the number of thermocouple stations over which the heat transfer coefficient was averaged, where the physical spacing between the thermocouples was equal. This specific range of thermocouple stations \((E - Q)\) was chosen as the purpose of the study was to consider fully developed flow (as shown in Fig. 3-5).

The local Nusselt number, \( N𝒖ₓ \), was calculated as follows:

\[
N𝒖ₓ = \frac{hₓD_i}{kₓ,w}
\]  

(4-14)

The average Nusselt number, \( \bar{N𝒖} \) was calculated from the average of the local Nusselt numbers between stations \( E \) and \( Q \):

\[
\bar{N𝒖} = \frac{\sum_{E}^{Q} N𝒖ₓ}{13}
\]  

(4-15)

Due to the change in temperature along the length of the test section, it was important to determine the effect in the variation in the Prandtl number. This was achieved by considering the Colburn \( j_H \)-factor.

The local Colburn \( j \)-factor, \( j_{Hₓ} \), was calculated as:

\[
j_{Hₓ} = \frac{N𝒖ₓ}{R𝒆ₓP𝒓ₓ^{1/5}}
\]  

(4-16)

The average Colburn \( j \)-factor, \( \bar{j}_H \), was calculated as:

\[
\bar{j}_H = \frac{\sum_{E}^{Q} j_{Hₓ}}{13}
\]  

(4-17)

In order to determine the fully developed friction factor, the measured pressure drop, \( ΔP \) between the two pressure taps in the fully developed length of the test section was used. The friction factor, \( f \), was calculated using Eq. 4.18:

\[
f = \frac{π²ΔPDL_i^5ρw}{8m²L_{PD}}
\]  

(4-18)
where $L_{PD}$ is the measured length between the pressure taps (as shown in Fig. 3-5). The density of the fluid was evaluated at the bulk temperature of the fluid between the pressure taps.

The errors, $\%\ error$, in this study were determined as:

$$\%\ error = \frac{|X - P|}{X} \times 100 \quad (4-19)$$

where the general error of the measured or calculated result, $X$, was calculated by comparing the value with the predicted result, $P$, as published in literature. This was considered as the absolute error of the data points.

4.3 Validation: isothermal friction factors

In Fig. 4-1, a total of 87 measured friction factor results is given as a function of Reynolds number. The measurements for the pressure drops of the two types of pressure transducers are shown. The smaller 14 kPa pressure drop transducer was used in the Reynolds number range of 500 to 4 600. The larger 55 kPa pressure drop transducer was used in the Reynolds number range of 2 700 to 11 100. Thus, from a Reynolds number range of 2 700 to 4 600, both pressure drop transducers were used.

*Fig. 4-1 – Isothermal friction factors as a function of the Reynolds number*
The friction factors, which were calculated from the measured pressure drop are compared in the laminar flow regime to the Poiseuille [47] and Tam et al. [18] equations. When considering transitional flow, the fully developed measured results is compared to Tam et al. [18] while as in the turbulent flow regime, the measured results are compared to the Blasius equation [52] and the Petukhov equation [53].

In general, the agreements of the experimental results with the theoretical predicted values are very good and both fall within the uncertainty of the measurements which was 7.6% in the laminar flow regime and 4.4% in the turbulent flow regime. In the laminar flow regime the average error was 1.8% with a maximum error of 4% at a Reynolds number of 625. In the turbulent flow regime the average error is 1.3% and the maximum is 3.1%, which occurred at a Reynolds number of 4 600. In the overlapping region of the two pressure drop transducers the results also compare well and were within 2% of each other.

When considering the transitional flow regime, the experimental results show some agreement with the predicted results of Tam et al. [18]. The average error is 11.5% and a maximum error of 19.1%. Two observations are evident when considering the experimental results and predicted results. Transition occurs earlier and at a quicker rate when comparing the experimental results with the predicted results. While the transition range is between Reynolds numbers of 2 013 and 2 635 for the experimental results, it is between 2 122 and 3 628 for the predicted results.

Overall, it can be concluded that the agreement of the experimental results with theory is excellent. The agreement in the transitional flow regime, with the work of Tam et al. [18] is acceptable but not as good as what was observed in the laminar and turbulent flow regimes. A possible reason for this is that the equation derived by Tam et al. [18] has been developed for specific Reynolds number and \( x/D_i \) conditions. While the Reynolds number conditions are met when comparing the two sets of results, the \( x/D_i \) is not met. The experimental results ratio, \( x/D_i \) is 1 658 (where the median of the pressure taps is 6.7 m from the test section inlet) while the correlation of Tam is specifically for a \( x/D_i \) range of 3 to 200.

### 4.4 Validation: average and local Nusselt numbers

In Fig. 4-2, a total of 18 average Nusselt numbers and 18 local Nusselt numbers are given as a function of the Reynolds numbers. Each average Nusselt number consists of 12 measured local Nusselt numbers at a specific Reynolds number. The local Nusselt numbers represents one of the measured Nusselt numbers for each average Nusselt number. Varying heat fluxes, of 1.94 kW/m², 2.94 kW/m² and 3.26 kW/m² was applied to the tube in minimize the uncertainty of the results, where the measurement uncertainty is as low as 2.86% in the laminar flow regime but as high as 33.68% in the turbulent flow regime.

The measured results in the laminar flow regime, from a Reynolds number of 1 377 to 2 093, are compared to the Nusselt number of 4.364 which is expected for fully developed forced convection flow up to Reynolds numbers of 2300. The average error is 21% while the average uncertainty is 4.0%. This error is indicative there was secondary flow during testing. The
measured results were then compared to the equation of Morcos and Bergles [45] which was specifically derived for fully developed mixed convection. An average error of 16% is seen. The equation of Morcos and Bergles [45] has specifically been derived for a Rayleigh number of greater than 30 000. In the case of this study, the Rayleigh number is much lower, at an average of 5 072. As the Rayleigh number describes the strength of the buoyancy forces and hence secondary flow within the flow, it is expected that the Rayleigh number parameter for the Morcos and Bergles [45] equation plays an important role with regards to the accuracy of the equation.

Fig. 4-2 - Average and local Nusselt numbers of a function of the Reynolds number

The equations of Gnielinski [51], which is valid from a Reynolds number greater than 3 000 and Dittus-Boelter [49], which is valid for Reynolds numbers greater than 10 000, is used for comparison purposes in the turbulent flow regime. An average uncertainty of 24% is calculated for this Reynold’s number range. An average error of 5.8% in the turbulent flow regime is found when comparing the measured results with the predicted results of Gnielinski. The Reynolds number range is from 3 335 to 10 975. The average error is 3.1% for a Reynolds number range of 3 951 to 10 975 when considering the Dittus-Boelter equation. In both instances, the agreement with the experimental results is excellent and well within the uncertainty of the measurements.
An exploded view of the transition from laminar flow to turbulent as shown in Fig. 4-2 is shown in Fig. 4-3. The start of transition, $Re_{cr}$, was defined at a Reynolds number of 2 158, where the average Nusselt number results starts to rise sharply.

![Fig. 4-3 - Exploded view of transition](image)

### 4.5 Validation: diabatic friction factors

In Fig. 4-4, the fully developed measured friction factors for the average Nusselt numbers plotted in Fig. 4-2, are shown as a function of the local Reynolds numbers. A total of 18 measured points has been plotted.

In the laminar flow regime, the measured results have been compared to the classical correlation of Poiseuille [47] and the more recent correlations of Tam and Ghajar [22] and Tam et al. [18]. The average uncertainty is calculated to be 5.9%. When considering Reynolds numbers of 1 363 up to 2 127, the average error is 1.7% when comparing the measured results with Poiseuille. The error is slightly larger, at 8.2% and 12% when a comparison is made to Tam and Ghajar and Tam et al. respectively. In both instances, the Prandtl number and Grashof number of the measured results are out of the parameter range for the correlation which may explain the slightly higher error.
There is very good agreement between the measured results and the predicted results in the turbulent flow regime. The average error is 1.5% with a maximum error of 3.8%, when comparing the measured results with the predicted results of Allen and Eckert [41]. The measured results fall well within the average uncertainty of 4.6%.

![Graph of diabatic friction factors as a function of the Reynolds number](image)

*Fig. 4.4 - Diabatic friction factors as a function of the Reynolds number*

An exploded view of transition is shown in Fig. 4-5. The measured results are compared to that of Tam et al. [18] where an average error of 7.6% is seen with an uncertainty is 4.9%. This shows that there is a good agreement between the measured and predicted results, where the error can be accounted for by considering that the $x/D_i$ parameter is not met as with this study, the $x/D_i$ parameter is 1.658 and should be between 3 and 200 for the correlation of Tam et al. [18].

Transition begins at a local Reynolds number of 2.127 where the friction factor abruptly begins to increase. Turbulent flow is indicated at 2.812, where the gradient of the friction factor once again changes. The Reynolds number transition range for the diabatic friction factors are in agreement with the range as described in section 4.4 for the Nusselt numbers. This is an expected phenomenon as pressure and temperature are directly proportional.
4.6 Conclusion

The purpose of this chapter was to validate the experimental set-up, experimental procedure and data reduction method. The data reduction method was presented, where the reduction of experimental measurements was described. Following this, these results were validated against published literature where the average isothermal friction factor, average Nusselt number, local Nusselt number and average diabatic friction factor were presented.

Measured isothermal friction factors were compared in all three flow regimes. Whilst very good agreement was seen in the laminar and turbulent flow regime, the error in the transitional regime was higher. It was concluded that a possible reason for this was due to the parameters imposed on the equation of Tam et al. [18]. In the case of the measured results, the $x/D_i$ ratio was 1.658 and this is significantly higher than the imposed range of 3 to 200. It is important to note that the pressure drop was measured in the fully developed region of the test section which attributed the good agreement between the measured results and predicted results.

The measured heat transfer was validated using both the average and local Nusselt numbers. Laminar results were predicted using the classical Nusselt number of 4.364 for forced convection and the equation of Morcos and Bergles [45] for mixed convection. The error was 21% when considering the classical Nusselt number of 4.364. This was indicative that some
secondary flow was present during testing. The predicted results of Morcos and Bergles [45] showed an error of 16%. A possible reason for this was the difference in the Rayleigh number parameter where the measured results showed an average Rayleigh number of 5 072 while the equation of Morcos and Bergles [45] is valid for Rayleigh numbers greater than 3 000.

Turbulent flow heat transfer results showed excellent agreement with predicted results, where an average error of 5.8% was seen when comparing the measured results with those predicted by Gnielinski [51].

Diabatic friction factors were considered and showed good agreement in all flow regimes. In the laminar flow regime, an average error of 1.7% is seen when comparing the results to that of Poiseuille. The error is slightly larger, at 8.2% and 12% when considering the equations of Tam et al. [18] and Tam and Ghajar [10] respectively. The increase in error is attributed to the $x/D_i$ ratio. Agreement in the turbulent flow regime is excellent with an average error of 1.5% when a comparison is made to Allen and Eckert [41]. The transitional flow results also showed good agreement with an average error of 7.6% as compared to Tam et al. [18].

Isothermal friction factor results show transition occurring between Reynolds numbers of 2 013 and 2 635 while the diabatic friction factor transition occurs between 2 127 and 2 812. When considering the heat transfer results, transition is seen between Reynolds numbers of 2 158 and 2 804. While the isothermal transition range starts slightly earlier than that of the diabatic results, the magnitude of the range is similar. The transitional range for the heat transfer results and diabatic friction factor results is equivalent which is an expected result.

It is concluded that the friction factor results and the heat transfer results have good agreement with published literature. As a result, the experimental setup, as well as the experimental procedure and data reduction of the measurements is validated.
5 Results: Heat transfer and pressure drop in the transitional flow regime

5.1 Introduction

The heat transfer and pressure drop results under diabatic conditions are presented in this chapter. The focus of the results is on the fully developed forced convection results in the transitional flow regime. Both local and average Nusselt numbers are presented and the associated pressure drop for those results are given. The effect of secondary flow is discussed and the local heat transfer coefficients are presented in terms of the Colburn $j_v$-factor. The results are also compared with flow regime literature. A total of 42 data sets, each consisting of 6200 data points before averaging was used.

5.2 Temperature profile and local Nusselt number of fully developed flow

The temperature profile and local Nusselt number for a heat input of 99 W (0.89 kW/m²) for a bulk Reynold number of 1081 is shown in Fig. 5-1 (a) and (b) respectively. At this specific laminar flow condition, with an inlet temperature of 19.62°C, fully developed flow was expected to occur within 1.4 m ($x/D_i = 346$) of the test section inlet.

As shown in Fig. 5-1 (a), when considering the fully developed portion of the test section, the equation of the linear curve fit for the surface temperature is $y = 0.83x + 21.1$ while the equation for the linear curve fit for the mean temperatures is $y = 0.85x + 19.62$. When comparing the slope of each line, a difference of 2.5% is seen. It can be concluded that fully developed flow occurred approximately at 1.2 m ($x/D_i$ is approximately 300) from the test section inlet, slightly earlier than the theoretically calculated entrance length of 1.4 m. The average temperature difference between the tube surface and the mean fluid is 1.4°C.

The local Nusselt number is plotted as a function of $x/D_i$ is shown in Fig. 5-1 (b). The local heat transfer coefficients do not remain perfectly constant in the fully developed flow region. This slight fluctuation is attributed to the uncertainty of the heat transfer coefficient which is approximately 6.85% at low Reynolds numbers.

There is a significant increase in the heat transfer coefficient at the end of the test section, within 500 mm of the test section exit into the exit mixing well. This is indicative that the exit mixing well affected the hydrodynamic and thermal boundary layer. According to Singh et al. [58], upstream effects of the mixing well should have been limited to 40 diameters or 162 mm (see section 3.3.3).

Fully developed flow is shown to occur approximately 1.2 m from the test section inlet which is slightly earlier than the theoretically calculated entrance length of 1.4 m. In general, the local Nusselt numbers in the fully developed region are close to the expected value of 4.364 for forced convection.
Theoretically fully developed flow

Fig. 5-1 - Temperature profile (a) and local heat transfer coefficient (b) for a diabatic test of 0.89 kW/m² (laminar flow with a bulk Reynolds number of 1,081)
A similar analysis is completed at a higher heat input of 342 W (3.23 kW/m²) for a bulk Reynolds number of 1 349 (laminar flow), 10 055 (turbulent flow) and 2 674 (transitional flow).

When considering laminar flow in Fig. 5-2 (a), fully developed flow was expected to occur 1.8 m (where \( x/D_i \) is approximately 445) from the test section inlet (the inlet temperature into the test section was 22.4°C). In this instance, the equation of the linear curve fit (between \( x = 1.07 \) and \( x = 8.07 \)) for the surface temperatures is \( y = 2.83x + 25.99 \) and the mean temperatures is \( y = 2.85x + 22.37 \). The difference in the slope of the lines is 0.7% thus confirming that fully developed flow occurred earlier than predicted, at 1.1 m from the test section inlet. The average temperature difference for this scenario was 3.5°C.

The local Nusselt number plotted as a function of \( x/D_i \) is shown in Fig. 5-2 (b). Similar observations as seen in Fig. 5-1 (b) can be seen in Fig. 5-2 (b). The local heat transfer coefficients do not remain perfectly constant in the fully developed flow region and there is a significant increase then decrease in the heat transfer coefficient at the end of the test section. Fully developed flow is shown to occur at approximately 1.4 m, slightly quicker than what theory dictates.

In general, the local Nusselt numbers in the fully developed region are approximately 5.3, which is higher than the expected value of 4.364 for forced convection. The reason for the higher Nusselt numbers is that mixed convection occurred.

Turbulent flow was analysed as shown in Fig. 5-3 (a) and (b). The temperature profile is shown in Fig. 5-3 (a). Fully developed flow was predicted to occur within 40 mm (where \( x/D_i \) is approximately 10) of the test section inlet before the first thermocouple station. The equation of the linear curve fit for the surface temperatures is \( y = 0.32x + 21.53 \) and the mean temperatures is \( y = 0.33x + 21.16 \) (between \( x = 0.04 \) and \( x = 8.07 \)) with a 3% difference in the slopes of the lines. The average temperature difference between the surface of the tube and mean fluid temperature difference was 0.31°C. It was concluded that the flow was fully developed within the predicted 40 mm length of the test section.

The local Nusselt number plotted as a function of \( x/D_i \) is shown in Fig. 5-3 (b). Here, there is significant fluctuations in the local Nusselt number result. This is expected as the uncertainty of the heat transfer coefficients in highly turbulent flow is very high (39.4%) due to the small temperature difference between the wall of the tube and the centreline of the tube.

It is not possible to visually determine if fully developed flow occurred within 40 mm of the test section inlet due to the significant fluctuations in the local heat transfer coefficients.

As seen in Fig. 5-1 (b) and Fig. 5-3 (b), there is a variation in the Nusselt number within 500 mm of the test section exit. The upstream effect of the mixing well is seen to affect the boundary layer profile in thermocouple stations R and S negatively and as a result, the local results for these stations were ignored for the remainder of this study.
Fig. 5-2 - Temperature profile (a) and local heat transfer coefficient (b) for a diabatic test of 3.23 kW/m² (laminar flow with a bulk Reynolds number of 1 349)
Fig. 5-3 - Temperature profile (a) and local heat transfer coefficient (b) for a diabatic test of 3.23 kW/m² (turbulent flow with a bulk Reynolds number of 10 055)

Theoretically fully developed flow

\[ \text{Nu} = 68 \times \frac{x}{D_i} = 10 \]

\[ \text{Nu} = 68 \]
The temperature profile associated to transitional flow is considered Fig. 5-4 (a). The inlet temperature for this test was 21.7°C and the bulk Reynolds number was 2 647. The temperature profile of the surface temperatures is erratic and does not conform with predicted literature as shown in Fig. 5-1 (a).

It seems as through the flow developed quickly, within 2 m of the test section inlet, where a reasonably constant temperature gradient is seen. However, the flow temperature profile changes again at approximately 6.2 m from the test section inlet. The profile then becomes reasonably constant again from 6.8 m until the test section outlet, 8.377 m from the test section inlet.

Theoretically, for laminar flow conditions, fully developed flow is predicted to occur within 2.8 m of the test section inlet. Turbulent flow conditions dictate that fully developed flow occurs within 40 mm of the test section inlet. There was no known correlation at the time of this study that described the entrance length for fully developed flow in the transitional flow regime.

The equation of the linear curve fit line for the mean temperature is \( y = 1.4529x + 21.66 \). The equation of the line for the surface temperatures from 2 m to 6.2 m from the test section inlet is \( y = 1.27x + 25.87 \). There is a 12.8% difference in the slope in this instance. For the surface temperatures between 6.8 m and 8.377 m, the equation of the linear curve fit line is \( y = 1.482x + 23.78 \). There is a 2% difference in the slope in this instance. This shows reasonable agreement that the gradient was constant in these two cases.

The local Nusselt number is shown in Fig. 5-4 (b). As shown with the temperature measurements in Fig. 5-4 (a), the local heat transfer coefficients are reasonably constant before fluctuating towards the latter end of the test section. This fluctuation is seen approximately 2 m before the test section exit. This corresponds to the temperature profile gradient change. The significant fluctuations seen at the end of the test section corresponds to those seen in Fig. 5-1 (b), Fig. 5-2 (b) and Fig. 5-3 (b).

It is concluded that due to the erratic behaviour of transitional flow, where the flow profile fluctuates between laminar and turbulent flow, the surface temperatures as well as the local heat transfer coefficients fluctuates as well as shown in Fig. 5-4 (a) and (b).
Fig. 5-4 - Temperature profile (a) and local heat transfer coefficient (b) for a diabatic test of 3.23 kW/m$^2$ (transitional flow with a bulk Reynolds number of 2,647)
5.3 Thermocouple station temperature profiles

It is expected with forced convection that the temperatures on the circumference of the tube are equal. That is to say that at each thermocouple station, the standard deviation of the temperatures at that station should not exceed 0.2°C as the accuracy of the temperature measurements is ±0.1°C.

Four scenarios were considered, namely at a laminar Reynolds number and low heat input, a laminar Reynolds number and high heat input, a transitional Reynolds number and high heat input and a turbulent Reynolds number and high heat input.

Consider the temperature measurements for each thermocouple station for a Reynolds number of 1,081, 1,349, 10,055 and 2,647 as shown in Fig. 5-5. For a Reynolds number of 1,081, a heat flux of 0.81 kW/m² was applied to the test section. As expected, the fluctuation in temperature per thermocouple station is negligible, with an average standard deviation of 0.027°C across the data set. A maximum deviation of 0.093°C was seen with a minimum of 0.0037°C.

![Graph showing temperature measurements per thermocouple station for Reynolds numbers of 1,081, 1,349, 10,055 and 2,647 at a heat flux of between 0.81 kW/m² and 3.23 kW/m².]
It is concluded that this data set, which represents the lowest mass flow rate and heat input for the study is representative of forced convection. This is indicative that a Nusselt number result of 4.346 should be achieved for this data set.

The remaining data sets seen in Fig. 5-5 were obtained where a heat flux of 3.23 kW/m² was applied to the test section.

Consider the data set with a Reynolds number of 1349. Temperature fluctuations per thermocouple station is minimal, with an average standard deviation of 0.089°C. A maximum deviation of 0.21°C is seen in this data set with a minimum deviation of 0.031°C. This is once again indicative that the data set is representative of forced convection.

The results of temperature measurements in fully turbulent flow is reflected by a Reynolds number of 10 055. In this instance, a standard deviation of 0.057°C with a maximum and minimum deviation of 0.117°C and 0.017°C respectively is seen. This is expected as turbulent flow is always considered to be in forced convection.

Transitional results are shown where the Reynolds number was 2 647. An average standard deviation of 0.091°C with a maximum and minimum deviation of 0.189°C and 0.027°C respectively is seen.

In conclusion, analysis of the temperature profiles show that the heat transfer results should be in forced convection for both the lowest heat input of 99W (heat flux of 0.891 kW/m²) and the highest heat input of 342 W (heat flux of 3.26 kW/m²) in the laminar flow regime.

5.4 Ratio of heat transfer coefficients

Ghajar and Tam [14] and Tam and Ghajar [10] discuss the effect of secondary flow or mixed convection by considering the ratio of the heat transfer coefficient at the top of the tube to the heat transfer coefficient at the bottom of the tube \( \frac{h_{\text{top}}}{h_{\text{bottom}}} \) along the length of the tube. It was concluded that where the ratio was close to unity, namely between 0.8 and 1.2, forced convection was the dominant mode of heat transfer.

In the instances where the ratio exceeded 1.2 or was less than 0.8, mixed convection was the dominant mode of heat transfer. This is considered accurate for ethylene glycol and is not necessarily appropriate for water.

Consider where the ratio of the heat transfer coefficients is plotted as a function of the length of the tube for Reynolds numbers from 1 081 to 2 157 (laminar flow) as shown in Fig. 5-6.
Fig. 5-6 - Ratio of heat transfer coefficients over the length of the test section for Reynolds numbers between 1 081 and 2 157 in the laminar flow regime with a heat flux of between 0.81 kW/m² and 3.23 kW/m²

In this instance, the ratio remains within the criterion of forced convection as set out by Ghajar and Tam [14] and Tam and Ghajar [10] where all data points stay above 0.87 and below 1.16. The heat flux applied to the test section varied from between 0.81 kW/m² (where the Reynolds number was 1 081) and 3.23 kW/m² (where the Reynolds number was higher than 1 081).

The data points shown in Fig. 5-7 range between 0.824 and 1.17. This is for transitional flow for a Reynolds number range of 2 411 to 2849. As with the results shown for laminar flow in Fig. 5-6, the ratio remains close to unity, which is indicative of forced convection.
Fig. 5-7 - Ratio of heat transfer coefficients over the length of the test section for Reynolds numbers between 2 411 and 2 849 in the transitional flow regime with a heat flux of 3.23 kW/m²

The calculated uncertainty for low Reynolds numbers of approximately 1 000 and heat input of 99 W is 6.7% for the heat transfer coefficient. As the Reynolds numbers increase to above 10 000, the uncertainty of the heat transfer coefficient is in excess of 39% due to the small temperature difference between the wall of the tube and the centre of the tube. This is reflected in Fig. 5-8 where the Reynolds number range is between 3 123 and 5 834.

In Fig. 5-8, the ratio ranges between 0.758 and 1.395. This does not compare very well with theory as fully turbulent flow is in forced convection, thus the ratio should range between 0.8 and 1.2. However, in this instance, as the Reynolds number increases, the uncertainty of the heat transfer coefficients increases as well to as high as 39%.
5.5 Heat transfer

5.5.1 Nusselt number

The calculated Nusselt number as a function of Reynolds number for the study is shown in Fig. 5-9. This is for fully developed flow. Theoretically, fully developed flow is expected to occur within 3.8 m of the test section inlet for a Reynolds number of 2 300. As a result, the average Nusselt number for thermocouple stations E – Q is reflected. Thermocouple stations R and S were neglected as discussed in 5.2.

The results are reflected in all three flow regimes with a bulk Reynolds number range from 1 081 to 10 974 for thermocouple stations E-Q. The Nusselt number increases from 4.15 in the laminar flow regime to 76 in the fully turbulent flow regime. Transition from laminar flow to turbulent flow is sharp from a Reynolds number of 2 457 to 2 812.
An exploded view of the transitional regime is shown in Fig. 5-10. The sharp transition from laminar flow to turbulent flow is seen clearly, taking place between a Reynolds number of 2 484 and 2 849.

The measured results are compared to the transitional correlation of Ghajar and Tam [14]. While results show a transition range of between 2 484 and 2 812, the transition range is slightly longer for that of Ghajar and Tam, from 2 156 to 3 123. An average error of 26% is seen when comparing the measured Nusselt numbers and the predicted Nusselt numbers between Reynolds numbers of 2 156 and 3 123 with a maximum error of 49%.
The correlations of Ghajar and Tam [14] show a more gradual transition as compared to the measured results. The reason for the discrepancy may be attributed to the difference in parameters when comparing the predicted results. The correlation of Ghajar and Tam is bounded by a $x/D_i$ range of between 3 and 192. The measured results are bounded between 17 and 1935.

### 5.5.2 Colburn $j_H$-factor

The effect of varying property variations in the Prandtl numbers on Nusselt number is eliminated by expressing the results in terms of the Colburn $j_H$-factor. The measured heat transfer results, as shown in Fig. 5-9, are plotted in the form of the Colburn $j_H$-factor and compared to the predicted theoretical results in Fig. 5-11.
In the low Reynolds number range, where the heat flux on the test section was limited to less than 1.41 kW/m² (1 081 < Re < 1 498) there is very good agreement with literature, where an average error of 7.8% is calculated. This is indicative that forced convection was the dominant mode of heat transfer. This is within the uncertainty of the measurements of 18%.

As the heat flux was increased to 3.26 kW/m² (1 761 < Re < 2 411) the error between the measured results and the predicted results increases as well, to an average of 16%. It seems from Fig. 5-11 that mixed convection was present. However, the uncertainty of the measurement for the Colburn \( j_f \)-factor for laminar flow is in excess of 18%. As a result, this observation is not conclusive. In the turbulent flow regime there is very good agreement with literature where an average error of 8.5% is calculated with a predicted uncertainty of 33%.

Transition between the laminar flow regime and the turbulent flow regime is very sharp (1 081 < Re < 2 849), though there is an indication of a low-\( Re \)-end as described by Everts [44] between Reynolds numbers of 2 849 and 3 818 where the turning point is very gradual.

It is concluded that forced convection and mixed convection was achieved during this study. This is shown conclusively in Fig. 5-11. There is graphical evidence of mixed convection in the upper region of the laminar flow regime, however the calculated error is still within the uncertainty of the results.
5.6 Friction factor

The diabatic friction factor results for all of the Nusselt number results report in Fig. 5-9 is shown in Fig. 5-12.

![Diabatic friction factor results for a bulk Reynolds number range from 1 081 to 10 974](image)

*Fig. 5-12: Diabatic friction factor results for a bulk Reynolds number range from 1 081 to 10 974*

The measured results show that transition occurs between the Reynolds numbers of 2 457 and 2 812. The gradient of the transition is sharp and coincides almost perfectly with the transition range described by the measured Nusselt number in Fig. 5-9. This is an expected result as pressure and friction are directly related to each other.

The friction factor as described by Tam *et al.* [18] shows a softer transition, where the range of transition is seen between the Reynolds numbers of 2 050 and 3 615. This range coincides with the transition range described by the predicted Nusselt number of Ghajar and Tam [14] in Fig. 5-9.
It is concluded that the difference when comparing the measured heat and pressure drop results in the transitional with that of Ghajar and Tam [14] and Tam et al. [18] is attributed to the variance in the working parameters of the correlations of Ghajar and Tam [14] and Tam et al. [18].

5.7 Flow regime maps

Three different flow regime maps were described in section 2.3.5, namely the map of Metais and Eckert [32], Petukhov and Polyakov [54] and Ghajar and Tam [16]. In all three instances, the maps consider Reynolds number as a function of the Rayleigh number where the Rayleigh number describes the dominant mode of heat transfer.

In the instance where the Rayleigh number is low where the Reynolds number is below 10 000, forced convection is the dominant mode of heat transfer. As the Rayleigh number increases, mixed convection is predicted. Only the map of Ghajar and Tam [16] is considered as the other maps are not valid for this study.

Consider the map of Ghajar and Tam [16] with the measured Rayleigh number results is shown in Fig. 5-13. The map is redacted from a Rayleigh number of 5 000 000 to reflect results up to Rayleigh numbers of 10 000.

The measured laminar regime results, where a heat flux of 1.39 kW/m² was applied to the test section, fall into the forced convection category. This is well within the forced convection boundary of the map for laminar flow as the Rayleigh number boundary for forced convection is in excess of 290 000.

Where a higher heat flux of 3.23 kW/m² is applied to the tube, the measured results move into the transition band for the map. However, as shown in section 5.5.1, the lower limit of transition occurred at a Reynolds number of 2 484, therefore all of the laminar flow results fall within the forced convection region of the map.

This is contrary to the Nusselt number results shown in section 5.5.1 where only half of the laminar regime measurements fall are considered to be in forced convection.
5.8 Conclusion

The results of 42 data sets was presented in this chapter. Each data set consisted of 6 200 measurements which were averaged and reduced to meaningful results that was consequently compared where possible to available literature.

The temperature profile for the extremes of the data sets was presented. It was proven the theoretical calculation for entrance lengths is conservative and can be used with confidence when assessing the entrance length of tubes. The heat transfer coefficient profiles were reviewed and it became clear that there were upstream disturbances in the boundary layer profile in the last two thermocouple station on the test section (stations R and S). Due to these disturbances, the results from these thermocouple stations were neglected.

Temperature profiles per thermocouple station was reviewed. This was conducted as theory dictates that where there is forced convection, the wall temperature at the thermocouple station remains constant. This was proven to be the case for the laminar, transitional and turbulent flow regime. A maximum standard deviation of 0.21°C was seen for the data sets which is within the accuracy of the temperature measurements.
Ghajar and Tam [14] and Tam and Ghajar [10] have published literature regarding the ratio of the heat transfer coefficients. They have concluded that for forced convection the ratio of the heat transfer coefficient at the top of the tube to the heat transfer coefficient at the bottom of the tube ($h_{\text{top}}/h_{\text{bottom}}$) should be close to unity (between 0.8 and 1.2). This was reviewed for laminar flow, transitional flow and low turbulent flow.

In laminar flow, the ratio of $h_{\text{top}}/h_{\text{bottom}}$ conformed to literature, where the range of the ratio varied between 0.87 and 1.16. This was indicative of forced convection in the laminar flow regime. When considering transitional flow, the ratio remained similar to laminar flow, where it varied between 0.83 and 1.17. There was some discrepancy in the low turbulent flow regime where forced convection is always expected. A ratio of 0.758 and 1.395 was seen. It was concluded that this deviation was due to the high uncertainty of the heat transfer coefficients in the turbulent flow regime.

Heat transfer results and pressure drops was presented in detail. In most instances, the heat transfer and pressure drop results had a very good agreement with literature. In the laminar flow regime, forced convection results were achieved, where the measured Nusselt number compared well to the classical forced convection Nusselt number of 4.364. This was for low heat flux conditions where a heat flux of less than 1.41 kW/m$^2$ was applied to the test section. In instances where high heat fluxes were applied, the laminar Nusselt number error increased.

Heat transfer transition between laminar flow and turbulent flow was seen between Reynolds numbers of 2 484 and 2 849. Transition showed a very sharp gradient with extreme changes in gradient on each end of the flow regime.

The effect of mixed convection was further investigated by reviewing the Colburn $j_{\text{H}}$-factor. In this instance, some of the laminar flow regime results coincided with literature, namely where the measured Nusselt number was approximately 4.364. In the instance where the Nusselt number exceeded 5, the $j_{\text{H}}$-factor indicated that mixed convection was present. However, the uncertainty of the $j_{\text{H}}$-factor results was in excess of the error between the predicted results and the measured results.

In the turbulent flow regime, the $j_{\text{H}}$-factor compared well with the predicted results, where the error was well below the uncertainty of the measurements.

The corresponding friction factors were presented as well. Very good agreement in both the laminar flow regime and turbulent flow regime was seen. The friction factor transition was seen to occur between Reynolds numbers of 2 452 and 2 812. Once again, transition showed a very sharp gradient with extreme changes in gradient on each end of the flow regime. This is in line with the predicted behaviour of heat and pressure which are directly proportional to one another.

The heat transfer results were compared in the form of Rayleigh numbers to the Reynolds numbers on the flow regime map of Ghajar and Tam [16]. The map has been developed for
Rayleigh numbers in the tens of thousands, where significant heat flux is applied to the test section. In the case of this study, the heat flux was limited to 3.23 kW/m$^2$ due to experimental limitations. As a result, the measured Rayleigh number range was between 330 and 9411. When plotting the results all results fell well within the forced convection regimes. This is in line with most of the measured results.

An analysis of the combined results reflects that forced convection in the laminar flow regime was achieved. There are conflicting observations regarding the dominant mode of heat transfer. While the measured Nusselt number in the high end of the laminar flow regime exceeded 4.364, the temperature profile and the heat transfer coefficient ratio per thermocouple station reflected that that forced convection was the dominant mode of heat transfer. The calculated error in the Colburn $j_{in}$-factor was within the uncertainty of the measurement. The results from the flow regime map show that forced convection of the dominant mode of heat transfer.
6 Summary, conclusions and recommendations

6.1 Summary

The characterisation of convective heat transfer and pressure drop in smooth tubes in the laminar and turbulent flow regimes has been extensively researched. However, little work was completed in the transitional flow regime. The purpose of this study was to determine the heat transfer and pressure drop characteristics specifically in the forced convection flow regime in transitional flow. The characteristics were determined by forcing fluid to flow through a smooth circular horizontal tube. The test section was heated at a constant heat flux. A calming section with a square edge inlet was upstream of the test section. Temperatures at the tube inlet, outlet and outer surface of the test section were measured. Two pressure taps were also installed on the test section and was connected to a pressure transducer for pressure drop measurements. Experiments were conducted mainly on the last part of the test section where fully developed flow occurred.

6.2 Conclusions

The measured heat transfer was validated using both the average and local Nusselt numbers. An error of 21% when seen when considering the classical Nusselt number of 4.364. This was indicative that some secondary flow was present during validation testing. Turbulent flow heat transfer results showed excellent agreement with predicted results, where an average error of 5.8% was seen when comparing the measured results with those predicted by Gnielinski.

It was proven the theoretical calculation for entrance lengths is conservative and can be used with confidence when assessing the entrance length of tubes. Temperature profiles per thermocouple station was reviewed and forced convection was indicated as the temperatures per thermocouple station were equal. A review of the ratio of the heat transfer coefficients was conducted. In laminar flow, the ratio of $h_{top}/h_{bottom}$ conformed to literature, where the range of the ratio varied between 0.87 and 1.16. This was indicative of forced convection in the laminar flow regime. When considering transitional flow, the ratio remained similar to laminar flow, where it varied between 0.83 and 1.17. There was some discrepancy in the low turbulent flow regime where forced convection is always expected. A ratio of 0.758 and 1.395 was seen. It was concluded that this deviation was due to the high uncertainty of the heat transfer coefficients in the turbulent flow regime.

Heat transfer results and pressure drops were presented. The heat transfer and pressure drop results had a very good agreement with published literature. Heat transfer transition between laminar flow and turbulent flow was seen between Reynolds numbers of 2 484 and 2 849. Transition showed a very sharp gradient with extreme changes in gradient on each end of the flow regime.
The corresponding friction factors were presented as well. Very good agreement in both the laminar flow regime and turbulent flow regime was seen. The friction factor transition was seen to occur between Reynolds numbers of 2,452 and 2,812. Once again, transition showed a very sharp gradient with extreme changes in gradient on each end of the flow regime. This is in line with the predicted behaviour of heat and pressure which are directly proportional to one another.

In literature, Ghajar concluded that the transitional heat transfer range was wider than the transitional friction factor range for all inlet geometries, Meyer had conflicting results that stated that the ranges were approximately the same. This study conferred with the conclusions of Meyer.

The effect of mixed convection was further investigated by reviewing the Colburn \( j_H \)-factor. In this instance, the uncertainty of the measurements exceeded the calculated error in both the laminar flow regime and the turbulent flow regime. As a result, it was concluded that both forced and mixed convection results were obtained.

Flow regime maps were assessed. Their applicability to this study is inconclusive due to the limitations of the heat flux applied to the test section. In all instances, the maps have been developed for Rayleigh numbers in the tens of thousands, where significant heat flux is applied to the test section. In the case of this study, the heat flux was limited to 3.26 kW/m^2 due to experimental limitations. As a result, the measured Rayleigh number range was between 330 and 9,411.

There are conflicting observations regarding the dominant mode of heat transfer in the laminar flow regime. At the low end of the laminar flow regime, the Nusselt number was approximately 4.364 which a classical indication of forced convection. However, at the high end of the laminar flow regime, where the Nusselt number exceeded 4.364 which is indicative of mixed convection, the temperature profile and the heat transfer coefficient ratio per thermocouple station reflected that that forced convection was the dominant mode of heat transfer.

### 6.3 Recommendations

The following recommendations are made for future studies for fully developed flow in the transitional flow regime in smooth horizontal pipes:

- Increase the heat flux applied to the test section.
- Investigate the upstream effects of the mixing well on the fully developed boundary layer in the test section.
- Use a finer resolution in mass flow rate in the transitional flow regime. A resolution of 0.5 l/hr was used for this study.
• Determine the effects of different inlet geometries on the heat transfer and friction transition range.
• Install additional pressure taps along the length of the tube.
• Develop a new flow regime map for the combined work of Meyer and his co-workers.
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Appendix A  Tube surface roughness experiments

A.1 Introduction

The purpose of this appendix is to quantify the internal surface roughness of the tube that was described as the test section in Chapter 3. The specimen geometrical properties of the tube are given where after results are given from two different surface roughness measurement techniques (surface roughness measurements tester and profilometer measurements). The results of the two techniques are compared and contextualized with friction factor information from literature.

A.2 Tube properties

The tube which was used to take the surface roughness measurements was made of the same type that was used for the test section. It was a hard drawn copper tube with an average internal diameter, \( D_i \), of 4.04 mm and an outer diameter, \( D_o \), of 5.04 mm. This tube type was sourced from Maksal, a local copper tube manufacturing company. An appropriately sized tube cutter was used to cut the tube. Special care was taken to remove the burs on the tube ends so that this would not influence the inner diameter measurements.

The internal diameter was determined by averaging various measurements taken at the tube inlet and outlet using a transfer gauge and micrometer. The consistency of the inner and outer diameter was verified by taking measurements of other tubes from the same manufacturing batch of tubes.

Maksal normally produce tubes at a maximum length of 5.5 m, however, for the purposes of this study, a special order was manufactured to a length of 9.5 m. A total of five tubes were obtained from this batch. Shorter tube lengths of 20 mm, which were cut from another tube in the same batch, was used for the surface roughness measurement experiments.

A.3 Surface roughness measurements

Two methods were used to determine the surface roughness measurements. The first was done with a surface roughness tester and the seconds with a profilometer. Each method is discussed separately, where after the results are compared.

a. Surface roughness tester technique

Surface roughness measurements were conducted by an independent laboratory (SGS MetLab in Boksburg, South Africa). The tubes were prepared by the laboratory by sectioning the tubes axially and mounting the half sections of tube in a plastic specimen block to ensure that the tube section was level.
A surface roughness tester with a standard inductive pickup, consisting of a diamond stylus with a diameter of 10 µm and a tip angle of 90° was used to take the measurements. Testing was done in accordance with the ASME Y14.36M-1996 and EN 4287 standards [A1], and the expected inaccuracies of the results were ±10%.

A total of six repeatable results were reported by the laboratory [A1]. The average internal roughness, $\varepsilon$, of the results was measured as 0.0987 µm and the resulting relative surface roughness $\varepsilon/D_i$ of the tube was therefore obtained as $2.5 \times 10^{-5}$.

b. Profilometer

Measurements were taken at the Physics Department at the University of Pretoria with a profilometer. Four samples of the tube were prepared by sectioning pieces of the tube along its axis. These tube sections were then each levelled and secured on the test stage of the profilometer where a diamond-tipped stylus with a diameter of 12.5 µm measured the surface roughness to an inaccuracy of ±5 nm [A2]. The test was conducted four times per sample to ensure repeatability was obtained.

The average internal surface roughness ($\varepsilon$) was measured to be 0.0461 µm and from this measurement the tube relative surface roughness, $\varepsilon/D_i$, was obtained as $1.16 \times 10^{-5}$. As the surface roughness could be measured to an inaccuracy of ±5 nm, the inaccuracy of this measurement was a maximum of approximately 10%.

A.4 Comparison of results

According to the surface roughness testing method, the tube relative surface roughness was obtained as $\varepsilon/D_i = 2.5 \times 10^{-5}$, while as an $\varepsilon/D_i = 1.16 \times 10^{-5}$ was obtained with the profilometer. The inaccuracies of both methods are ±10%. However, the two surface roughness measurements were not within ± 10 % of each other which was expected. The result differed with approximately 50-100%, depending on which measurement is the most accurate.

What is consistent is that both measurement techniques gave relative surface roughness measurement values in the order of $10^{-5}$. Furthermore, it is also important to emphasise that the operators of the equipment of both laboratories considered the surface measurements as extremely challenging as the “smoothness” exceeded the limits of previous work conducted.

A.5 Friction factor information from literature

In Table 1, the friction factors for a smooth tube ($\varepsilon/D_i = 0$), as a function of Reynolds numbers, is compared to the friction factors obtained of the two methods that were used to measure the tube relative surface roughness. The friction factors were calculated with the Colebrook equation (Eq. A-1) [A3], which gives the friction factor as a function of Reynolds number and relative surface roughness.
\[
\frac{1}{\sqrt{f}} = -2 \log_{10} \left( \frac{\varepsilon/d_i}{3.7} + \frac{2.51}{Re\sqrt{f}} \right)
\]  

(A-1)

The equation is valid for both smooth and rough tubes. The comparison was made for Reynolds numbers of 2 300 to 10 000. Comparisons were also made at the maximum expected Reynolds numbers of 10 000 and beyond, up to a Reynolds number of 50 000.

The results showed that at a Reynolds number of 2 300, the friction factor of a smooth tube according to the Colebrook equation is 0.04849. Using the same equation, the friction factors from the surface roughness tester and profilometer measurements are both 0.04850. The friction factors are therefore within 0.02%. If the same type of comparison is made at a Reynolds number of 50 000, the friction factor for the smooth tube is 0.02071 and the friction factors obtained from the surface roughness tester and profilometer are 0.02077 and 0.02074 respectively. The maximum error in this case is 0.3%.

It is therefore concluded that the friction factors that was obtained from the two surface measurement techniques both confirmed that the relative surface roughness values are so small that their friction factors are similar to that of a smooth tube.

<table>
<thead>
<tr>
<th>Reynolds number</th>
<th>Friction factor with smooth tube, (\varepsilon/D = 0)</th>
<th>Friction factor with surface roughness tester, (\varepsilon/D = 2.5 \times 10^{-5})</th>
<th>Friction factor with profilometer, (\varepsilon/D = 1.16 \times 10^{-5})</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 300</td>
<td>0.04849</td>
<td>0.04850</td>
<td>0.04850</td>
</tr>
<tr>
<td>8 000</td>
<td>0.03287</td>
<td>0.03289</td>
<td>0.03288</td>
</tr>
<tr>
<td>10 000</td>
<td>0.03089</td>
<td>0.03091</td>
<td>0.03090</td>
</tr>
<tr>
<td>50 000</td>
<td>0.02071</td>
<td>0.02077</td>
<td>0.02074</td>
</tr>
</tbody>
</table>

**A.6 Summary and conclusion**

The surface roughness of the tube that was used for the experimental set-up was measured with two different methods and in two different laboratories. The one measurement method was with a surface roughness tester and the other with a profilometer. The two measurements were compared and the results did not compare well. However both testing methods verified that the relative surface roughness is in the order of \(10^{-5}\).

Using the two relative surface roughness values, the friction factors were obtained from literature within the range of expected Reynolds numbers for this study. Both values confirmed that the friction factors were similar to that of a smooth tube. It can therefore be assumed that for the purposes of this study, that the test section is a smooth tube.
A.7 References

Appendix B  Thermocouple calibration

B.1 Introduction

The thermocouples were calibrated to improve the accuracy of the measurements. The purpose of this appendix is to discuss the calibration technique used.

B.2 Calibration procedure

Each thermocouple used on the experimental set-up was constructed by cutting the OMEGA T-type thermocouple wire to length and soldering the exposed point on the one end together. The thermocouple wire has an accuracy of ±0.5°C when used in this state, which can be improved to as much as 0.1°C if calibrated.

In the past [B1], calibration factors were derived by placing these thermocouples in a temperature controlled thermal bath with a calibrated PT100 probe. The temperature of the bath would be varied and an overall calibration factor for each thermocouple would be derived. The thermocouples would then be attached to the tube using heat.

During this study, it was found that the properties of the thermocouples changed once the thermocouples were attached to the tube. This was expected as the heat application at the thermocouple junction to the test section changes the thermal properties of the thermocouple tip. However, the magnitude of the change in the accuracy of the thermocouple was expected to be negligible and a ±0.1°C accuracy was still expected. This was not the case and accuracy bands of ±0.5°C was observed during trial isothermal test runs.

In order to improve the accuracy of the thermocouples and their associated calibration factors, a new in-situ calibration procedure was derived. This involved placing Ultra Precise Immersion RTD PT100 probes (1/10 DIN) on the inlet and outlet of the test section. The PT100 probes were calibrated in the thermal bath to an accuracy of 0.1°C using a LAUDA ECO RE 1225 thermal bath and a secondary PT100 probe that was calibrated and validated by an independent testing facility.

The test section was connected to a temperature controlled geyser and water from the geyser was passed through the test section. The temperature of the geyser was varied between 19°C and 54°C. Once a steady state condition where both the inlet and outlet PT100 probe read within 0.05°C of each other, a measurement was taken and the average of the PT100 probes was recorded.
The thermocouple measurement consisted of 100 data points which was averaged to a single value per thermocouple, per temperature interval. A MATLAB POLYFIT function was then applied to the data which compares the average thermocouple measurement to the recorded PT100 value by forcing the thermocouple data to match the linear PT100 value. The calibrated thermocouple value, $T_{cal}$ was calculated using Eq. B-1.

$$T_{cal} = T_{raw} \times c_1 + c_2$$

where $T_{raw}$ is the uncalibrated temperature and $c_1$ and $c_2$ is the calibration factors.

**B.3 Calibration factors**

The thermocouple calibration factors can be found in Table B.1.

<table>
<thead>
<tr>
<th>A1</th>
<th>1.00227</th>
<th>-0.48956</th>
<th>G2</th>
<th>1.01013</th>
<th>-0.98057</th>
<th>M3</th>
<th>1.0103</th>
<th>-0.72494</th>
</tr>
</thead>
<tbody>
<tr>
<td>A2</td>
<td>1.00314</td>
<td>-0.66926</td>
<td>G3</td>
<td>1.00724</td>
<td>-0.95704</td>
<td>N1</td>
<td>1.01197</td>
<td>-1.07027</td>
</tr>
<tr>
<td>A3</td>
<td>1.00332</td>
<td>-0.52659</td>
<td>H1</td>
<td>1.00929</td>
<td>-1.16164</td>
<td>N2</td>
<td>1.0142</td>
<td>-1.29934</td>
</tr>
<tr>
<td>B1</td>
<td>1.00401</td>
<td>-0.55048</td>
<td>H2</td>
<td>1.00784</td>
<td>-1.25416</td>
<td>N3</td>
<td>1.01145</td>
<td>-1.06538</td>
</tr>
<tr>
<td>B2</td>
<td>1.00428</td>
<td>-0.5933</td>
<td>H3</td>
<td>0.341547</td>
<td>480.98</td>
<td>O1</td>
<td>1.0114</td>
<td>-1.08519</td>
</tr>
<tr>
<td>B3</td>
<td>1.00166</td>
<td>-0.51922</td>
<td>I1</td>
<td>18.3289</td>
<td>-4579.71</td>
<td>O2</td>
<td>1.0101</td>
<td>-1.06979</td>
</tr>
<tr>
<td>C1</td>
<td>1.00622</td>
<td>-0.58539</td>
<td>I2</td>
<td>1.01057</td>
<td>-0.85154</td>
<td>O3</td>
<td>1.01108</td>
<td>-1.27454</td>
</tr>
<tr>
<td>C2</td>
<td>1.0071</td>
<td>-1.03099</td>
<td>I3</td>
<td>1.00825</td>
<td>-0.73655</td>
<td>P1</td>
<td>1.0146</td>
<td>-1.37917</td>
</tr>
<tr>
<td>C3</td>
<td>1.00461</td>
<td>-0.94046</td>
<td>J1</td>
<td>1.01263</td>
<td>-0.85147</td>
<td>P2</td>
<td>1.01337</td>
<td>-1.18823</td>
</tr>
<tr>
<td>D1</td>
<td>1.00673</td>
<td>-1.12385</td>
<td>J2</td>
<td>1.00748</td>
<td>-0.80981</td>
<td>P3</td>
<td>1.01425</td>
<td>-1.46371</td>
</tr>
<tr>
<td>D2</td>
<td>1.00513</td>
<td>-1.10583</td>
<td>J3</td>
<td>1.00795</td>
<td>-0.90349</td>
<td>Q1</td>
<td>1.01829</td>
<td>-1.36678</td>
</tr>
<tr>
<td>D3</td>
<td>1.00644</td>
<td>-0.98673</td>
<td>K1</td>
<td>1.02141</td>
<td>-1.12859</td>
<td>Q2</td>
<td>1.01249</td>
<td>-1.24341</td>
</tr>
<tr>
<td>E1</td>
<td>1.00891</td>
<td>-1.0192</td>
<td>K2</td>
<td>1.01062</td>
<td>-0.80913</td>
<td>Q3</td>
<td>1.01418</td>
<td>-1.55998</td>
</tr>
<tr>
<td>E2</td>
<td>1.00498</td>
<td>-0.65327</td>
<td>K3</td>
<td>1.01321</td>
<td>-0.98489</td>
<td>R1</td>
<td>1.02002</td>
<td>-1.4641</td>
</tr>
<tr>
<td>E3</td>
<td>1.0059</td>
<td>-1.1142</td>
<td>L1</td>
<td>1.01111</td>
<td>-0.72611</td>
<td>R2</td>
<td>1.01515</td>
<td>-1.63979</td>
</tr>
<tr>
<td>F1</td>
<td>1.00851</td>
<td>-0.71822</td>
<td>L2</td>
<td>1.00859</td>
<td>-0.66177</td>
<td>R3</td>
<td>1.01439</td>
<td>-1.61136</td>
</tr>
<tr>
<td>F2</td>
<td>1.00551</td>
<td>-0.95095</td>
<td>L3</td>
<td>1.0076</td>
<td>-0.46449</td>
<td>S1</td>
<td>1.01001</td>
<td>-0.49048</td>
</tr>
<tr>
<td>F3</td>
<td>1.0087</td>
<td>-1.03476</td>
<td>M1</td>
<td>1.01323</td>
<td>-0.86451</td>
<td>S2</td>
<td>1.01257</td>
<td>-0.84263</td>
</tr>
<tr>
<td>G1</td>
<td>1.00915</td>
<td>-1.14444</td>
<td>M2</td>
<td>1.00885</td>
<td>-0.60857</td>
<td>S3</td>
<td>1.05728</td>
<td>-2.33279</td>
</tr>
</tbody>
</table>
B.4 Calibration results

An example of the uncalibrated temperature profile and calibrated temperature profile for thermocouple F1 can be seen in Fig. B.1.

![Graphical representation of the data in its raw form and calibrated form](image)

*Fig. B.1 - Graphical representation of the data in its raw form and calibrated form*

It is clear that the linear calibration factor forces the raw, uncalibrated data to match the PT100 results.

After calibration was completed, the accuracy of the calibration factors was tested by running fluid at varying constant temperatures through the test section. Three different isothermal results can be seen in Fig. B.2, Fig. B.3 and Fig. B.4 for PT100 readings of 25.08°C, 36.95°C and 46.02°C respectively. All thermocouple measurements along the test section can been seen in these figures.
Fig. B.2 - Graphical representation of the calibrated and uncalibrated temperature measurements along the length of the test section for a PT100 reading of 25.08°C

Fig. B.3 - Graphical representation of the calibrated and uncalibrated temperature measurements along the length of the test section for a PT100 reading of 36.95°C
In all instances, the uncalibrated measurements have a wide scatter of at least 1°C. Once the calibration factors have been applied, the accuracy band of the thermocouples is drastically reduced to less than 0.1°C and in all instances, the calibrated thermocouple results are within 0.1°C of the PT100 probe reading.

B.5 Conclusion

The thermocouple calibration procedure used during the study has been described. The procedure was modified to maximise the accuracy of the thermocouples. Raw data was compared to laboratory validated instruments and calibration factors have been derived. These calibration factors have been applied to uncalibrated measurements and the calibrated results have been compared to PT100 temperature readings. The calibrated measurements show very good agreement with the PT100 readings and remain within 0.1°C of the PT100 reading during varying isothermal conditions.

B.6 References

Appendix C  Pressure transducer calibration

C.1 Introduction

The purpose of this appendix is to discuss pressure transducer calibration. It describes the pressure transducer, the calibration procedure and results of the pressure transducer calibration.

C.2 Pressure transducer

Two Validyne multiple range differential pressure transducers was used during the study. These transducers are specifically designed to allow for interchangeability of different size pressure diaphragms. Consequently, the transducer can measure differential pressures as low as 0.55 kPa or as high as 22 000 kPa, dependent on the diaphragm been used.

It is therefore very important that the transducer/diaphragm assembly is calibrated before any measurements can be taken. The accuracy of the transducer/assembly is a function of the full-scale pressure of the diaphragm, where the accuracy is ±0.25% of the full-scale value associated to the diaphragm.

Two transducers were used, namely a -32 or 14 kPa diaphragm and a -38 or 55 kPa diaphragm. The size of the diaphragms was specifically selected to allow for maximum accuracy over the full range of tests used during the study.

C.3 Calibration procedure

Before calibration could be started, the diaphragm was inserted into transducer in accordance with the manufacturer requirements. The body bolts were then torqued to prevent any leaks on the body and prevent incorrect measurements.

Each pressure diaphragm was calibrated using a static water column and a digital manometer. The manometer, with an accuracy of 10 Pa, the water column and the transducer were all exposed to the same pressure due to the configuration of the hydraulic tubing. It is important to note that all tubing as well as the transducer was bled to ensure that any trapped air within the system was released. The transducer was also wired to the data acquisition unit to capture all current measurements. This is shown schematically in Fig. C.1.

The zero and span for the transducer/diaphragm assembly was set. Once this action was concluded, water was introduced into the positive column in small volumes and the values measured by the transducer was logged. The manometer reading was also recorded at these intervals. The water was drained from the column in small volumes as well, thus measurements were logged for an increasing pressure and decreasing pressure situation.
C.4 Calibration factor and results

A total of 100 data points per pressure interval was logged. This was averaged to a single value for each pressure interval. A MATLAB POLYFIT function was then applied to the data which compared the average pressure measurement to the recorded manometer value by forcing the pressure data to match the linear manometer value. The calibrated factor, $P_{\text{cal}}$, was calculated using Eq. C.1.

$$P_{\text{cal}} = P_{\text{raw}} \times c_1 + P_{\text{raw}} \times c_2 + P_{\text{raw}} \times c_3 + c_4$$

where $P_{\text{raw}}$ is the uncalibrated pressure current measurement and $c_1$, $c_2$, $c_3$ and $c_4$ are the calibration factors which convert the current measurement into a pressure measurement.

The calibrated transducer data as compared to the manometer reading is shown in Fig. C.2 and Fig. C.3 for the 14 kPa and 55 kPa diaphragms respectively. It is clear in both figures that the calibrated results match the manometer readings.
Fig. C.2 - Calibration points and manometer readings for the 14 kPa diaphragm

Fig. C.2 - Calibration points and manometer readings for the 55 kPa diaphragm
The calibration factors for both diaphragms can be found in Table C.1.

Table C.1 - Calibration factors for the pressure diaphragms

<table>
<thead>
<tr>
<th></th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
<th>$c_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>14 kPa diaphragm</td>
<td>103380</td>
<td>-2932.7</td>
<td>894.673</td>
<td>-3.54951</td>
</tr>
<tr>
<td>55 kPa diaphragm</td>
<td>1.14E+06</td>
<td>-24073.9</td>
<td>3558.91</td>
<td>-13.9</td>
</tr>
</tbody>
</table>

C.5 Daily offset

Due to the nature of the environment, there is constant fluctuation in the ambient pressure. As a result, it was necessary to take a “zero” pressure measurement, namely where the test section was filled with water and all air had been bled out of the system. This was done on a daily basis and the “zero” measurement, which was a current measurement, was recorded. These current measurements were then offset against the test measurements before the calibration factor was applied.

C.6 Conclusion

The pressure transducer calibration procedure was described in this appendix. A manometer with an accuracy of 10 Pa was used to calibrate the pressure transducer/diaphragm assembly. This resulted in a linear curve fit whereby the relationship between the pressure measurements and the current measurements is clearly defined.
Appendix D  Uncertainty analysis

D.1 Introduction

The purpose of this appendix is to describe the uncertainty analysis that was used to determine the accuracy of the final results. Each instrument has a predefined accuracy. However, when multiple measurements are combined determine results such as heat transfer coefficients or friction factors, the sum total of these inaccuracies can lead to high uncertainties. The uncertainty analysis was conducted for these parameters as well as some non-dimensional parameters that are relevant to this study such as the Reynolds number, Nusselt number and Colburn $j_{hr}$-factor.

D.2 Analysis method

In general, two specific components are analysed when considering the uncertainty of a measurement, name a random error or the precision ($P$) and the fixed error or the bias ($B$) [D1]. The precision error refers to the variation that is present during testing. These errors are always present and are mainly due to electrical noise and changes during the testing process. The bias error is defined as a predetermined offset that is defined and repeatable.

The uncertainty for a single point measurements, $\delta x_i$, is defined in Eq. D-1:

$$\delta x_i = \sqrt{B_i^2 + P_i^2}$$  (D-1)

where $x_i$ is the single observation variable.

Consider that an equation $R$ may be a function of several variables or observation points, where [D1]:

$$R = R(x_1, x_2, x_3, ..., x_n)$$  (D-2)

If the uncertainties of the single point variables is known, the uncertainty in the equation can be determined by [D1]:

$$\delta R = \frac{\partial R}{\partial x_i} \delta x_i$$  (D-3)

where the partial derivative of $R$, $\delta R$ is called the sensitivity coefficient and defines the effect that the uncertainty of a single measurement has on the overall uncertainty of a result.
In the instance where several independent variables are to be considered, the uncertainty of \( R \) is determined by employing the root sum squared method as shown in Eq. D-4 [D1]:

\[
\delta R = \sqrt{\left(\frac{\partial R}{\partial x_1}\right)^2 \delta x_1 + \left(\frac{\partial R}{\partial x_2}\right)^2 \delta x_2 + \left(\frac{\partial R}{\partial x_3}\right)^2 \delta x_3 + \cdots + \left(\frac{\partial R}{\partial x_n}\right)^2 \delta x_n}
\]

(D-4)

D.3 Water properties

The water properties are calculated using the equation described by Popeil and Wojtkowiak [D2]. During the course of their study, they determined the specific uncertainties associated to their equations. These are given in Table D.1.

<table>
<thead>
<tr>
<th>( \rho ) [kg/m(^3)]</th>
<th>( \beta ) [-]</th>
<th>( C_p ) [J/kg \cdot K]</th>
<th>( k ) [W/m \cdot K]</th>
<th>( \mu ) [kg/m \cdot s]</th>
<th>( Pr ) [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncertainty</td>
<td>0.004%</td>
<td>0.5%</td>
<td>0.04%</td>
<td>2%</td>
<td>1%</td>
</tr>
</tbody>
</table>

D.4 Instruments

D.4.1 PT100 probe

The prescribed manufacturer accuracy or bias of the PT100 probe is 0.055°C. The precision error of the data acquisition unit used during the calibration process is 0.06°C. Using Eq. D-1, the uncertainty of the PT100 was calculated to be 0.0814°C.

D.4.2 Thermocouples

Each thermocouple was calibrated using in-situ calibration methods as discussed in Appendix B. As the PT100 probe was used as the point of reference for the calibration calculations, its uncertainty of 0.0814°C is defined as the bias for each thermocouple.

The precision of each thermocouple varies based on the conditions under which the measurements were obtained. The standard deviation (confidence interval of 95%) of the measurements was taken and used as the precision error.

Using Eq. D-1, the uncertainty of the thermocouple measurements varied between 0.081°C and 0.083°C.

D.4.3 Pressure transducers

Both pressure transducers were calibrated as discussed in Appendix C. The bias of the transducer/diaphragm assembly is 0.25% of the full-scale value of the diaphragm. The precision error of the manometer is 10 Pa. Using Eq. D-1, the uncertainty of the 14 kPa
transducer/diaphragm was calculated to be 36.4 Pa. Similarly, the uncertainty of the 55 kPa transducer/diaphragm was calculated to be 137.9 Pa.

The pressure measurements precision error was based on the standard deviation of the pressure measurements. Using Eq. D-1, the uncertainty of the 14 kPa transducer/diaphragm measurements varied between 36.1 Pa and 36.8 Pa. Similarly, the uncertainty of the 55 kPa transducer/diaphragm measurements varied between 137.6 Pa and 138.2 Pa.

D.4.4 Flow meters

Due to the wide range of flow rates used for the duration of the study, two Coriolis flow meters were used. The smaller of the two flow meters was specified to operate in a range from \( 5 \text{ l/hr} \) up to \( 108 \text{ l/hr} \). The bias of the flow meters is 0.05\% of the full-scale value of the flow meter, therefore an accuracy of 0.054 \( \text{l/hr} \) was used. The larger flow meter had an operation range of \( 54 \text{ l/hr} \) up to \( 2180 \text{ l/hr} \) with an accuracy of 1.09 \( \text{l/hr} \).

D.4.5 Power supply

One power supply was used during the study for heating purposes. The accuracy of the PS 8000 2U is 0.2\% of the nominal rated voltage and current values of 360 V and 15 A respectively.

The accuracies of the power supply were fixed at 0.72 V and 0.03 A.

D.4.6 Length measurements

A measuring tape with an accuracy of 2 mm was used to take length measurements.

D.4.7 Internal diameter of the test section

The internal diameter was determined by averaging various measurements taken at the tube inlet and outlet using a transfer gauge and micrometer. The accuracy of the instrument is 20 \( \mu \text{m} \).

D.4.8 Outer diameter of the test section

The outer diameter was measured using a calliper. The accuracy of the instrument was 20 \( \mu \text{m} \).
D.5 Analysis

D.5.1 Average temperatures

Each thermocouple station consisted of three thermocouples. An average surface temperature, $T_s$, for each thermocouple station was determined by Eq. D-5:

$$
\overline{T_s} = \frac{T_{top} + T_{left/right} + T_{bottom}}{3}
$$

The uncertainty for this average temperature was calculated using Eq. D-6:

$$
\delta \overline{T_s} = \sqrt{\left(\frac{\delta T_{top}}{3}\right)^2 + \left(\frac{\delta T_{left/right}}{3}\right)^2 + \left(\frac{\delta T_{bottom}}{3}\right)^2}
$$

D.5.2 Cross-sectional area of test section

The cross-sectional area of the test section tube was calculated as:

$$
A_c = \frac{\pi D_i^2}{4}
$$

The associated uncertainty is:

$$
\delta A_c = \sqrt{\left(\frac{\partial A_c}{\partial D_i} \delta D_i\right)^2}
$$

$$
\delta A_c = \frac{\pi D_i}{2} \delta D_i
$$

$$
\delta A_c = 1.27 \times 10^{-7} m^2
$$

D.5.3 Heat transfer area

The heat area of the tube is calculated as:

$$
A_s = \pi D_i L_{heated}
$$
The uncertainty associated to the heat transfer area is shown in Eq. D-10:

\[
\delta A_s = \sqrt{\left(\frac{\partial A_s}{\partial D_i} \delta D_i\right)^2 + \left(\frac{\partial A_s}{\partial L_{heated}} \delta L_{heated}\right)^2}
\]

\[
\delta A_s = \sqrt{(\pi L_{heated} \delta D_i)^2 + (\pi D_i \delta L_{heated})^2}
\]

\[
\delta A_s = \sqrt{(\pi \times 8.314 \times 0.00002)^2 + (\pi \times 0.00404 \times 0.002)^2}
\]

\[
\delta A_s = 0.000523 \text{ mm} \tag{D-10}
\]

### D.5.4 Electrical power input

The Electrical power input into the system was calculated as follows:

\[
E_p = V \times I \tag{D-11}
\]

The uncertainty of Eq. D-11 is shown in Eq. D-12:

\[
\delta E_p = \sqrt{\left(\frac{\partial E_p}{\partial V} \delta V\right)^2 + \left(\frac{\partial E_p}{\partial I} \delta I\right)^2}
\]

\[
\delta E_p = \sqrt{(I \delta V)^2 + (V \delta I)^2}
\]

\[
\delta E_p = \sqrt{(0.72I)^2 + (0.03V)^2} \tag{D-12}
\]

### D.5.5 Heat input into the water

The heat input into the water is defined as:

\[
\dot{Q}_{\text{water}} = \dot{m}C_p(T_e - T_i) \tag{D-13}
\]

The associated uncertainty of Eq. D-13 is shown in Eq. D-16:

\[
\delta \dot{Q}_{\text{water}} = \sqrt{\left(\frac{\partial \dot{Q}_{\text{water}}}{\partial \dot{m}} \delta \dot{m}\right)^2 + \left(\frac{\partial \dot{Q}_{\text{water}}}{\partial C_p} \delta C_p\right)^2 + \left(\frac{\partial \dot{Q}_{\text{water}}}{\partial T_e} \delta T_e\right)^2 + \left(\frac{\partial \dot{Q}_{\text{water}}}{\partial T_i} \delta T_i\right)^2}
\]

\[
\delta \dot{Q}_{\text{water}} = \sqrt{(C_p(T_e - T_i) \delta \dot{m})^2 + (\dot{m}(T_e - T_i) \delta C_p)^2} \tag{D-14}
\]
D.5.6 Heat flux

Eq. D-15 describes how heat flux was calculated:

\[ \dot{q} = \frac{Q_{\text{water}}}{A_s} \] (D-15)

The uncertainty of the heat flux was determined by:

\[ \delta \dot{q} = \sqrt{\left( \frac{\partial \dot{q}}{\partial Q_{\text{water}}} \delta Q_{\text{water}} \right)^2 + \left( \frac{\partial \dot{q}}{\partial A_s} \delta A_s \right)^2} \] (D-16)

\[ \delta \dot{q} = \sqrt{\left( \frac{1}{A_s} \delta Q_{\text{water}} \right)^2 + \left( -\frac{\dot{q}_{\text{water}}}{A_s^2} \delta A_s \right)^2} \] (D-16)

D.5.7 Heat transfer coefficient

The heat transfer coefficient was determined by:

\[ h = \frac{\dot{q}}{T_s - T_m} \] (D-17)

Eq. D-18 describes the uncertainty of the heat transfer coefficient:

\[ \delta h = \sqrt{\left( \frac{\partial h}{\partial \dot{q}} \delta \dot{q} \right)^2 + \left( \frac{\partial h}{\partial T_s} \delta T_s \right)^2 + \left( \frac{\partial h}{\partial T_m} \delta T_m \right)^2} \] (D-18)

\[ \delta h = \sqrt{\left( \frac{1}{T_s - T_m} \delta \dot{q} \right)^2 + \left( -\frac{\dot{q}}{(T_s - T_m)^2} \delta T_s \right)^2 + \left( \frac{\dot{q}}{(T_s - T_m)^2} \delta T_m \right)^2} \] (D-18)

D.5.8 Friction factor

The friction factor was calculated by:

\[ f = \frac{\pi^2 \Delta PD_i^5 \rho}{8m^2 L_{PD}} \] (D-19)
The uncertainty of the friction factor is shown in Eq. D-20:

\[
\delta f = \sqrt{\left( \frac{\partial f}{\partial \Delta P} \delta \Delta P \right)^2 + \left( \frac{\partial f}{\partial D_i} \delta D_i \right)^2 + \left( \frac{\partial f}{\partial \rho} \delta \rho \right)^2 + \left( \frac{\partial f}{\partial \dot{m}} \delta \dot{m} \right)^2 + \left( \frac{\partial f}{\partial L PD} \delta L PD \right)^2}
\]

\[
\delta f = \sqrt{\left( \frac{\pi^2 D_i^5 \rho}{8 \dot{m}^2 L PD} \delta \Delta P \right)^2 + \left( \frac{5 \pi^2 D_i^4 \rho}{8 \dot{m}^2 L PD} \delta D_i \right)^2 + \left( \frac{\pi^2 D_i^5}{8 \dot{m}^2 L PD} \delta \rho \right)^2 + \left( - \frac{\pi^2 D_i^5}{\dot{m} L PD} \delta \dot{m} \right)^2}
\]

\[
\frac{\pi^2 D_i^5}{8 \dot{m}^2 L PD} \delta \Delta P
\]

\[
\frac{5 \pi^2 D_i^4 \rho}{8 \dot{m}^2 L PD} \delta D_i
\]

\[
\frac{\pi^2 D_i^5}{8 \dot{m}^2 L PD} \delta \rho
\]

\[
- \frac{\pi^2 D_i^5}{\dot{m} L PD} \delta \dot{m}
\]

\[
(D-20)
\]

D.5.9 Reynolds number

The Reynolds number was determined by:

\[
Re = \frac{\dot{m} D_i}{\mu A_c}
\]

(D-21)

Using Eq. D-21, the uncertainty of the Reynolds number can be described as shown in Eq. D-22:

\[
\delta Re = \sqrt{\left( \frac{\partial Re}{\partial \dot{m}} \delta \dot{m} \right)^2 + \left( \frac{\partial Re}{\partial D_i} \delta D_i \right)^2 + \left( \frac{\partial Re}{\partial \mu} \delta \mu \right)^2 + \left( \frac{\partial Re}{\partial A_c} \delta A_c \right)^2}
\]

\[
\delta Re = \sqrt{\left( \frac{D_i}{\mu A_c} \delta \dot{m} \right)^2 + \left( \frac{\dot{m}}{\mu A_c} \delta D_i \right)^2 + \left( - \frac{\dot{m} D_i}{\mu A_c^2} \delta \mu \right)^2 + \left( - \frac{\dot{m} D_i}{\mu A_c^2} \delta A_c \right)^2}
\]

(D-22)

D.5.10 Nusselt number

The Nusselt number was determined by:

\[
Nu = \frac{h D_i}{k}
\]

(D-23)

Eq. D-24 describes the uncertainty of the Nusselt number:

\[
\delta Nu = \sqrt{\left( \frac{\partial Nu}{\partial h} \delta h \right)^2 + \left( \frac{\partial Nu}{\partial D_i} \delta D_i \right)^2 + \left( \frac{\partial Nu}{\partial \delta k} \delta k \right)^2}
\]

\[
\delta Nu = \sqrt{\left( \frac{D_i}{k} \delta h \right)^2 + \left( \frac{h}{k} \delta D_i \right)^2 + \left( - \frac{h D_i}{k^2} \delta k \right)^2}
\]

(D-24)
D.5.11 Colburn $j_H$-factor

Eq. D-25 describes the calculation of the Colburn $j_H$-factor:

$$j_H = \frac{Nu}{RePr^{1/3}}$$  \hspace{1cm} (D-25)

The uncertainty of the Colburn $j_H$-factor was determined by:

$$\delta j_H = \sqrt{\left(\frac{\partial j_H}{\partial Nu} \delta Nu\right)^2 + \left(\frac{\partial j_H}{\partial Re} \delta Re\right)^2 + \left(\frac{\partial j_H}{\partial Pr} \delta Pr\right)^2}$$

$$\delta j_H = \sqrt{\left(\frac{1}{RePr^{1/3}} \delta Nu\right)^2 + \left(- \frac{Nu}{Re^2Pr^{1/3}} \delta Re\right)^2 + \left(- \frac{Nu}{3RePr^{4/3}} \delta Pr\right)^2}$$  \hspace{1cm} (D-26)

D.6 Summary

The mass flow rate of the water through the test section as well as the electrical heat input into the system had distinct impact on the uncertainty of the results. The associated uncertainties at low Reynolds numbers ($\pm 1000$) and low heat input (100 W) is shown in Table D.2. Please note that local results are shown for thermocouple station F which is located closest to the centre of the test section.

Table D.2 - Uncertainties of the equations used to determine the results of this study at low Reynolds numbers and low electrical heat input. Local results are described at thermocouple station F.

<table>
<thead>
<tr>
<th>Result</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{s,F}$</td>
<td>0.19%</td>
</tr>
<tr>
<td>$E_p$</td>
<td>2.3%</td>
</tr>
<tr>
<td>$\dot{Q}_{water}$</td>
<td>1.69%</td>
</tr>
<tr>
<td>$\dot{q}$</td>
<td>1.75%</td>
</tr>
<tr>
<td>$h_F$</td>
<td>6.85%</td>
</tr>
<tr>
<td>$f$</td>
<td>6.53%</td>
</tr>
<tr>
<td>$Re$</td>
<td>1.56%</td>
</tr>
<tr>
<td>$Re_F$</td>
<td>1.56%</td>
</tr>
<tr>
<td>$\bar{Nu}$</td>
<td>7.55%</td>
</tr>
<tr>
<td>$\bar{Nu}_F$</td>
<td>6.85%</td>
</tr>
<tr>
<td>$\bar{j}_H$</td>
<td>17.86%</td>
</tr>
<tr>
<td>$\bar{j}_{H,F}$</td>
<td>16.51%</td>
</tr>
</tbody>
</table>
All uncertainties shown in Table D.2 are below 10% besides the Colburn \( j_r \) factor which is at 17%. This is expected as the while the heat flux is very low, the mass flow rate is also very low. As a result, the temperature difference between the tube surface and the centre of the tube is bigger than the measurement accuracy of the thermocouples.

The converse is true for very high mass flow rates. The temperature difference between the tube surface and the centre of the tube is very small and encroaches on the measurement accuracy of the thermocouples. As a result, the heat transfer coefficient and Nusselt number uncertainties are high. The associated uncertainties at high Reynolds numbers (± 10 000) and a higher heat input (342 W) is shown in Table D.3. Please note that local results are shown for thermocouple station F which is located closest to the centre of the test section.

<table>
<thead>
<tr>
<th>Result</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_{s,F} )</td>
<td>0.21%</td>
</tr>
<tr>
<td>( E_p )</td>
<td>1.24%</td>
</tr>
<tr>
<td>( \dot{Q}_{water} )</td>
<td>4.29%</td>
</tr>
<tr>
<td>( \dot{q} )</td>
<td>4.32%</td>
</tr>
<tr>
<td>( h_F )</td>
<td>39.38%</td>
</tr>
<tr>
<td>( f )</td>
<td>4.94%</td>
</tr>
<tr>
<td>( \overline{Re} )</td>
<td>1.81%</td>
</tr>
<tr>
<td>( Re_F )</td>
<td>1.81%</td>
</tr>
<tr>
<td>( Nu )</td>
<td>29.91%</td>
</tr>
<tr>
<td>( Nu_F )</td>
<td>39.38%</td>
</tr>
<tr>
<td>( \dot{J}_H )</td>
<td>33.2%</td>
</tr>
<tr>
<td>( \dot{J}_{H,F} )</td>
<td>34.58%</td>
</tr>
</tbody>
</table>

### D.7 Conclusion

The uncertainty analysis for this study has been discussed in this appendix. The theory behind uncertainty, the method followed and sample results have been given. The effect of high mass flow rates on the heat transfer coefficients and Nusselt numbers is attributed to the negligible temperature difference between the tube surface and the centre of the tube.

### D.8 Reference