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ABSTRACT

The ubiquity of the cloud has accelerated an abundance of modern Information and Communication
Technology (ICT)-based technologies to be built based on the cloud infrastructures. This has
increased the number of internet users, and has led to a substantial increase in the number of
incidents related to information security in the recent past, in both the private and public sectors.
This is mainly because criminals have increasingly used the cloud as an attack vector due to its
prevalence, scalability and open nature. Such attacks have made it necessary to perform regular
digital forensics analysis in cloud computing environments. Digital Forensics (DF) plays a
significant role in information security by providing a scientific way of uncovering and interpreting
evidence from digital sources that can be used in criminal, civil or corporate cases. It is mainly
concerned with the investigation of crimes that are supported by digital evidence. Furthermore, DF
is conducted for purposes of uncovering a potential security incident through Digital Forensic

Investigations (DFIs).

There is always some degree of uncertainty when cyber-security incidents occur in an organisation.
This is because the investigation of cyber-security incidents, as compared to the investigation of
physical crimes, is generally still in its infancy. Unless there are proper post-incident response and
investigating strategies in place, there will always be questions about the level of trust and the
integrity of digital forensic evidence in the cloud environment. The impact of cyber-security
incidents can be enormous. Much damage has already been experienced in many organisations and
a disparity between cyber-security incidents and digital investigations lies at the origin of where an
incident is detected. Organisations need to reach a state of Digital Forensic Readiness (DFR), which
implies that digital forensic planning, preparation must be in place, and that organisations can

implement proper post-incident response mechanisms.

However, research study on science and theories focused on the legal analysis of cloud computing
has come under scrutiny because there are several constitutional and statutory provisions with
regard to how digital forensic evidence can be acquired from Cloud Service Providers (CSPs).
Nevertheless, for Digital Forensic Evidence (DFE) to satisfy admissibility conditions during legal
proceedings in a court of law, acceptable DF processes should be systematically followed.
Similarly, to enable digital forensic examination in cloud computing environments, it is paramount

to understand the technology that is involved and the issues that relate to electronic discovery. At
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the time when this research thesis was being written, no forensic readiness model existed yet that
focused on the cloud environment and that could help cloud-computing environments to plan and

prepare to deal with cyber-security-related incidents.

The aim of this research study is therefore to determine whether it is possible to achieve DFR in the
cloud environment without necessarily having to modify the functionality and/or infrastructure of
existing cloud architecture and without having to impose far-reaching architectural changes and
incur high implementation costs. Considering the distributed and elastic nature of the cloud, there is
a need for an easy way of conducting DFR by employing a novel software application as a
prototype. In this research thesis, therefore, the researcher proposes a Cloud Forensic Readiness as
a Service (CFRaaS) model and develops a CFRaaS software application prototype. The CFRaaS
model employs the functionality of a malicious botnet, but its functionalities are modified to
harvest digital information in the form of potential evidence from the cloud. The model digitally

preserves such information and stores it in a digital forensic database for DFR purposes.

The experiments conducted in this research thesis showed promising results because both the
integrity of collected digital information and the constitutional and statutory conditions for digital
forensic evidence acquisition have been maintained. Nevertheless, the CFRaaS software application
prototype is important because it maximises the use of digital evidence while reducing the time and
the cost needed to perform a DFI. The guidelines that have been used while conducting this process
comply with ISO/IEC 27043:2015, namely Information Technology - Security techniques -
Incident investigation principles and processes. The ISO/IEC 27043 international standard was used
in this context to set the guidelines for common incident investigation processes. Based on this
premise, the researcher was able to prove that DFR can be achieved in the cloud environment using
this novel model.

Nevertheless, the proposed CFRaaS concept prepares the cloud to be forensically ready for digital
forensic investigations, without having to change the functionality and/or infrastructure of the
existing cloud architecture. Several CFRaaS prototype implementation challenges have been
discussed in this research thesis from a general, technical and operational point of view.
Additionally, the researcher could relate the challenges to existing literature and eventually

contributed by proposing possible high-level solutions for each associated challenge.
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“Reading is going toward something that is about to be,
and no one yet knows what it will be.”
— Italo Calvino, If on a Winter's Night a Traveler

Part One: Introduction

Part One consists of Chapter 1 (the current chapter), which serves as an introduction to the
research topic and lays the foundation for the rest of the research thesis. Specifically, this chapter
provides the reader with a brief introduction to the research by setting the scene by means of a

broad overview.

Next, Chapter 1 highlights the subject of the research thesis and identifies the main research
problem (i.e. how DFR can be conducted in the cloud environment without changing functionalities
and services of the existing cloud architectures). The chapter also includes the motivation for the

study, research objectives and a conclusion.
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Chapter 1: Introduction

1.1 Introduction

The advents of Information Technology (IT), the pervasiveness of the internet and numerous
revolutionary innovations have had an influence on the way we operate in our daily lives.
Furthermore, the impact of these phenomena has been felt widely in our societies because of
the manner in which information is disseminated. Communications have been revolutionised
through the creation of an interactive global network among organisations, governments,
businesses, the military establishment, health institutions and sporting events, while vast
investment opportunities have further enabled a seamless communication between
Information Communication Technology (ICT) infrastructures. These significant technology-
driven changes have also created new working patterns by transforming our day-to-day
operations. New and ever-changing structures have influenced effective communication and
created mechanisms for storing, manipulating and distributing information worldwide

through the internet.

As a result of these advancements, modern computer networks are built on cloud
infrastructures because cloud computing enables users to have an unprecedented ability in
regard to how their data is being handled due to its vast resources. Moreover, the cloud has
been preferred by many organisations because of its ability to operate in a virtual
environment, provide Service-Oriented Architectures (SOA), support multi-tenancy
architectures, reduce IT expenditures, reduce administration overhead costs and improve
scalability (Kebande & Venter, 2015). Additionally, the development of cloud technology has
facilitated numerous cloud-based innovations focusing on education without barriers, where
access to data is not limited. Besides, cloud technology has seen the use of shared resources
and steered major developments in sectors like banking, agriculture, science, engineering and
healthcare. Due to the presence of shared resources and services in this environment,
maintaining the security of vendors and consumers is of great importance (Ramgovind, Eloff
& Smith, 2010).

At the same time that these technologies have become prevalent, the threat landscape has also
evolved tremendously. Numerous significant concerns have been voiced regarding the

increase in security-related incidents. This has resulted mainly from the fact that operations
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and services provided over the cloud cannot be handled in conventional ways (Chambers,
2009). In some instances, security incidents go as unforeseen catastrophes, which mean that
organisations can be compromised if the necessary measures are not in place to help in
mitigating the effects of potential security risks. Such risks have unfortunately occurred
because of the inability of organisations to prevent, detect and report security incidents. For
example, the European Agency for Network and Information Technology (ENISA) published
a cyber-security strategy that focuses mainly on how to prevent attacks that are channelled
over networks and information systems, and how to prevent large-scale failures (ENISA,
2013). The main reason for publishing this strategy was to ensure compliance by businesses
that provide critical services about how they should report security incidents. Therefore, since
cyber-security incident detection is an important part of Critical Infrastructure Protection
(CIP), it should be given priority by organisations to avert or prevent large-scale failures.

The main way to thwart a circumstance that has the potential to cause a security incident is by
trying to expose its root cause so that the full impact of the incident can be scrutinised.
Normally a Digital Forensic Investigation (DFI) is required to prove whether a security
incident actually occurred at a particular time and place. Additionally, this requires analysis
of specific aspects that might help to prove or disprove a given hypothesis in a court of law.
The need for digital investigations has been preferred mainly because Digital Forensics (DF)

has constantly adjusted to the growing and evolving computer technologies.

The field of DF provides a key solution to how computer- and cyber-related crimes can be
solved. Better ways need to be found to gain an understanding of what a crime scene is, as
well as to be able to unravel the suspect’s identity and the actual motives of a suspect. Every
organisation and every individual should know what DF involves, because more and more
people, businesses and personal transactions nowadays use devices that have computing
capabilities. An estimate conducted over the annual cost of cybercrime is estimated at $113
Billion across 24 countries in the world (Lampe, 2015). Nevertheless, the Federal Bureau of
Investigation (FBI) through its 2016 Internet Crime Report has highlighted that a total of
298,728 complaints/cyber-related crimes were recorded with a loss estimated at $1.3 Billion
(ICR, 2017). This is an indication that digital forensics should be enforced to urge

organisations to make computer and information security a priority.
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Digital forensics has therefore become an integral part of computer and information security.
When the necessary DF technology is applied to cyber-related incidents, then many legal
problems can be solved and security incidents can be managed far more effectively.
Nevertheless, every organisation needs to enforce essential strategies, technologies, policies
and procedures that comply with digital forensic aspects so as to ensure proper cyber-security

incident management.

The remainder of Chapter 1 is organised as follows: The next section 1.2 introduces the
reader to the problem statement and research questions examined in this research study. After
that follows the motivation for the study 1.3 and then a discussion of the research objectives
in Section 1.4. Section 1.5 deals with the methodology applied in the research, before the
chapter closes with an exposition of the thesis layout 1.6 and a brief conclusion 1.7.

1.2 Problem Statement

Cloud forensics, which is perceived to be the amalgamation of cloud computing and digital
forensics, has grown enormously in a few years, and conventional digital forensics
investigation techniques are not sufficient to deal with the challenges of the cloud
environment. Corporate investigation teams and law enforcement agencies (LEAS) face a
virtually impossible task when trying to prove whether an electronic event occurred in the
cloud environment in a particular instance. On the same note, DF investigators have in
various instances tried to prove the existence of digital evidence in the cloud infrastructure.
Acquiring helpful digital information is a momentous challenge, because digital evidence is
de-centralised across several and multiple servers and platforms. This problem is exacerbated
by the fact that during the process of a DFI, an investigator may not have any control over the

particular cloud environment.

The main problem addressed in this research thesis can therefore be summarised as follows:
Conventional DFI techniques are not suitable for use in the cloud environment and it is
currently not possible to apply Digital Forensic Readiness (DFR) in the cloud
environment without having to change the functionalities and architecture of existing
cloud computing infrastructure. DFR implies that an organisation has forensic

preparedness and planning in place in the event of security events. The ultimate goal of
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employing DFR in any organisation is to save time and money for the actual DFI

process.

Thus the main question addressed in this research can be defined as follows:
Is it possible to proactively prepare and plan a digital forensic readiness process in the

cloud environment?

In addition to overcome this drawback and to find more suitable solutions to the problem
mentioned above, this thesis addresses the following research sub-questions in an attempt to
address the main research problem.

1. What are the suitable techniques of conducting DFR in the cloud
environment? Everything in a cloud is geographically distributed around data
centres and runs in a virtualised environment (Marturana et al., 2012). Seeing
that essential artefacts are distributed too, an organisation needs to have DFR
measures in place that can help with post-event response. According to
Rowlingson (2004) an effective DFR approach requires incident preparedness
to be a corporate goal. Thus, it is also important for an organisation to be
acquainted with evidence collection requirements, which are discussed later in
the thesis.

2. Is it possible to conduct DFR in the cloud environment without having to
change the functionality and/or infrastructure of the existing cloud
architectures? It is essential to avoid modifying the functionality,
infrastructure and services of the existing cloud architecture because this may
save cost and time. A given organisation should know what kind of
information should be collected, through which suitable sources or via which
communication channels, when preparing for DFR. Nevertheless, a digital
forensic investigator should be equipped with the best methods possible for
handling the collected evidence in the cloud computing environment.

3. How can one digitally preserve Potential Digital Evidence (PDE)
harvested from the cloud environment so that it can be used for DFR
purposes? In other words, how can one preserve the integrity of collected
PDE? It is vital to know how to store collected information that may be used

as potential evidence in a court of law. An organisation should be aware of
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ways in which the integrity of Potential Digital Evidence (PDE) can be
maintained before it is presented in a court of law. Hormer (2002) highlights
that “integrity of digital data becomes paramount for the accused, digital

forensic investigators and the court prosecutors”.

4. Can a software application that was originally applied for malicious
purposes be used — without being detected — to capture PDE in a cloud
environment? Can this be done in a non-malicious fashion for DFR
purposes? It is vital to know whether a software application that was
originally considered malicious can be used in a virtual environment to collect
potential evidence that can be used for DFR purposes. For example, a criminal
may use a gun for illegal purposes while a police officer may use the same gun
for law enforcement purposes. Furthermore, the researcher attempts to figure
out whether such software applications could be detected in a cloud

environment.

5. What issues and challenges are encountered when conducting DFR by
using a non-malicious software application in the cloud environment?
What are the possible high-level solutions? In the context of this research, it
will be important to know the issues and challenges that may arise because of
using a malicious software application to perform forensic monitoring in a
non-malicious way in the cloud environment. This is because the existence of
these challenges is a hindrance to forensic tools in general during acquisition
and examination of digital evidence. Nevertheless, highlighting these

challenges is a step towards the future development of stronger DFR tools.

The sub-questions provide necessary information to DF investigators when trying to check
the systematic sequence of events. In the final part of this research, the researcher will
identify potential technical, operational and legal challenges that have been encountered due
to the implementation of this research study. This will then be followed by a proposal for

possible high-level solutions.
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1.3 Motivation

The field of digital forensics is still in its infancy and a number of methodologies on how
DFR can be achieved have before been proposed in the ISO/IEC 27043: 2015 international
standard. However, at the time of writing this research thesis, no standardised process that
focuses on the cloud environment has yet been proposed. When a Digital Forensic
Investigation Process (DFIP) with some relevance to a particular incident is conducted in a
cloud environment, one should be able to extract PDE that can satisfy admissibility
requirements in a court of law. Therefore, the primary motivations for this research thesis are

as summarised below:

. An exponential increase of security threats in the cloud environment.
According to the Cloud Security Alliance (2008), widespread threats in the cloud
have hindered the way the cloud operates, because clients’ data and applications are
moved to centralised data centres. This has led to commensurate concerns in the cloud
environment regarding the risk of personal and private data, as well as the data of
businesses that have moved a majority of their applications to the cloud. These
prevailing cloud security threats include data loss; data breaches; insecure Application
Programming Interfaces (APIs); traffic hijacking; Denial of Service (DoS); the

existence of malicious insiders, and abuse of the services provided by the cloud.

. Lack of standardised guidelines for conducting digital forensic readiness in the
cloud environment.
There is an ever-increasing need to standardise the DFR processes in the cloud
environment. However, to date, no specified guidelines and standardised models or
frameworks have been suggested on how to conduct DFR in the cloud environment.
According to Mouhtaropoulus, Li and Grobler (2012), standardisation of the proactive
process remains a struggle that is yet to gain worldwide acceptance. This is a daunting
challenge to the corporate investigating teams and law enforcement agencies, because
the cloud environment might not be suitable in allowing DF investigators to represent
Digital Forensic Evidence (DFE) at a given time. However, while this research thesis
was being finalised, a published umbrella standard of ISO/IEC 27043: 2015, which is
the international standard for high-level concepts, confirmed the need to standardise
and prioritise security incidents (ISO/IEC 27043, 2015).
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. The need to help digital forensic investigators and law enforcement agencies

during incident response.

Digital forensic investigators and LEAs need to be provided with an established

process and accepted guidelines so that they can manage the incident response

without having to fear the violation of statutory laws and regulations. Rowlingson

(2004) highlights this instance as the ability of an organisation to access digital

forensic evidence that will support the organisation in a legal process when there is an

event. Moreover, one can only succeed with a legal process in the cloud if digital

evidence is gathered actively and if it is available when needed by digital forensic

investigators and LEAS.

The aforementioned bullets have shown the reader why there is a need to explore the problem

that has been stated in Section 1.2 of this research thesis. Therefore, in the next section, the

objectives that are aimed to be achieved in this thesis as a result re highlighted.

1.4 Research Objectives

The main objective of the research presented in this thesis is to determine how DFR can be

achieved in cloud computing environments without having to change the functionalities and

infrastructure of the prevailing cloud architecture. The following tasks have been addressed

as research objectives in this research thesis (these objectives are met in the chapters

throughout the remainder of the thesis):

Conduct a comprehensive literature review on digital forensics, cloud
computing and botnets.

Propose the requirements and techniques used to attain DFR in cloud
computing environments.

Propose a novel forensic cloud model to perform DFR and propose systematic
processes that can be used during PDE collection from the cloud environment.
Contribute towards a prototype that acts as a proof of concept on how a
proactive DFR process can be achieved in a cloud environment.

Show the effectiveness of the proposed model in a virtualised environment.

The reader has now been introduced to the research objectives that are set to be achieved

systematically in this research thesis. It is, therefore, important for the reader to know the
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technique and methodology that is going to be employed to achieve the above-mentioned
objectives. Therefore, in the next section, the reader is introduced to the methodology using

in this research thesis.

1.5 Methodology

To meet the objectives that have been highlighted in Section 1.4, the researcher performed a
comprehensive review of literature that is related to this study and conducted experiments
that can help to achieve DFR. Consequently, to answer the research questions that have been
posed in the problem statement, the researcher conducted scientific and descriptive research
on the best way of conducting DFR in the cloud computing environments. The scientific part
of this experiment involved conducting laboratory experiments, while the descriptive part
involved literature that addressed cloud forensics. Nevertheless, mathematical approaches
and an evaluative analysis have also been used as part of the proposed technique. In addition
to that the model that has been proposed in this research thesis is largely based on
mathematical constructs and set theory.

The researcher not only explored the current state of digital forensics, DFR, botnets and cloud
computing, but also conducted a survey of the literature. In addition, the researcher expanded
on different problems that have been identified by different researchers as related work.
Based on the above literature review, a set of requirements to be fulfilled by the proposed

model was generated.

After identification of the requirements, a model that complies with the deduced requirements
was developed. An important objective of the created model was that it had to comply with
the ISO/IEC 27043: 2015 to the extent that it would introduce new ideas. Moreover, the
model had to be feasible, friendly and easy to implement. To prove that the model was viable,
hypothetical case scenarios and an implementation are conducted with the help of a prototype
that acted as a proof of concept. A critical evaluation of the prototype that acted as a proof of
concept is presented in the final part of the study. Expected findings of this research study
include the harvesting of digital forensic information that can be used as potential evidence

for DFI purposes within the cloud environment.
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1.6 Thesis Layout

This section provides a layout of the remainder of the research thesis. It is structured in five
parts and comprises eleven chapters. Figure 1.1 shows the relationships between the parts
and the chapters. Each of the thesis parts is discussed briefly in the sections below.
Additionally, works that are presented in this research thesis have already been published in
scientific journals and international peer-reviewed conference proceedings. This has been
shown in Appendix B of this thesis.

1.6.1 Part One: Introduction

Part One consists of Chapter 1 (the current chapter), which serves as an introduction to the

research topic and lays the foundation for the rest of the research thesis.

Specifically, this chapter provides the reader with a brief introduction to the research by
setting the scene by means of a broad overview. Next, Chapter 1 highlights the subject of the
research thesis and identifies the main research problem (i.e. how DFR can be conducted in
the cloud environment without changing functionalities and services of the existing cloud
architectures). The chapter also includes the motivation for the study, research objectives and

a conclusion.

1.6.2 Part Two: Background

Part Two of this thesis provides the reader with some background to the research. It consists
of three chapters, Chapters 2, 3 and 4. Chapter 2 gives a comprehensive review of digital
forensics, cloud computing and botnets, and it provides the background context of digital
forensics and DFR. In addition, the chapter discusses digital evidence, the legal requirements
for the admissibility of digital evidence, governance and considerations for digital forensic
evidence monitoring. The chapter goes further to highlight the role that DFR should play in
any organisation and discusses the background of the ISO/IEC 27043: 2015 which defines
forensic readiness in different classes of digital investigations. Chapter 3 gives a broad
description of cloud computing and how the cloud can be made forensically ready, while
Chapter 4 provides a comprehensive review of the background of botnets. All the

descriptions in this chapter are based on the definitions in the current and previous literature.
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1.6.3 Part Three: Model

Part Three of this thesis specifically discusses the contribution of the research. It deals with
the model proposed in this research and is further divided into three chapters — Chapters 5, 6
and 7. Following the reviews presented in Chapter 2 on the need for DFR, Chapter 5
discusses the model’s requirements towards achieving DFR in the cloud. It explains the
materials and methods used, as well as specific experiments that were conducted in the study.
Chapter 6 presents hypothetical case scenarios that were used to highlight the problem
addressed in this thesis. These scenarios deal with fictitious scenes that provide a background
on how DFR can help mitigate the effort and reduce the cost and time that will be needed by
an organisation to conduct a DFI. The examples used while building the hypothetical case
scenarios were used to introduce the prototype. The latter is discussed in Chapter 8 and aims
to show how DFR can be realised in the cloud environment. Finally, Chapter 7 addresses the

proposed cloud forensic readiness model proposed by the researcher.

1.6.4 Part Four: Prototype

Part Four, which explains the practical steps needed to build a prototype, consists of Chapter
8 and Chapter 9. Chapter 8 introduces the design of CFRaaS prototype while Chapter 9
introduces the prototype implementation as a proof of concept on the best way to conduct
DFR in the cloud environment. Chapter 8 begins by highlighting an overview of the
prototype with the prototype requirements. Thereafter, the chapter 9 shows the novel
architecture of the prototype and discusses and describes the prototype that the researcher
developed for achieving DFR. The prototype shows how PDE can be collected from the
cloud environment using a botnet with modified functionalities that is able to work in a non-

malicious fashion.

1.6.5 Part Five: Conclusion

Part Five — the final part of the thesis — acts as a driver for critical evaluations of the
proposals offered in this research, and shows how these propositions were implemented from
the researcher’s point of view. It is the concluding part of this research study and consists of
two chapters, Chapters 10 and 11. A critical evaluation of the research conducted in this
study is presented in Chapter 10, followed by a detailed evaluation of the proposed cloud

forensic model, the prototype and the research questions. Chapter 11 is the concluding
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chapter that contains the novel contributions, recommendations and suggested avenues for

future work.

1.7 Conclusion

Chapter 1 presented an introduction to the thesis by providing an overview of the study and
stating the problem and motivation of the study. It presented the research objectives, followed
by the research methodology and finally the thesis layout. The next chapter provides the

reader with some background with regard to digital forensics.
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“The search for truth is in one way hard and in another
way easy, for it is evident that no one can master it fully
or miss it wholly. But each adds a little to our knowledge
of nature, and from all the facts assembled there arises a
certain grandeur.”

-Aristotle-

Part Two: Background

Part Two of this thesis provides the reader with some background to the research. It consists
of three chapters, Chapters 2, 3 and 4. Chapter 2 gives a comprehensive review of digital
forensics (the main focus of this research), cloud computing and botnets, and it provides the
background context of digital forensics and DFR. In addition, the chapter discusses digital
evidence, the legal requirements for the admissibility of digital evidence, governance and
considerations for forensic evidence monitoring. The chapter goes further to highlight the
role that DFR should play in any organisation and discusses the background of the ISO/IEC
27043: 2015 which defines forensic readiness in different classes of digital investigations.
Chapter 3 gives a broad description of cloud computing and how the cloud can be made
forensically ready, while Chapter 4 provides a comprehensive review of the background of

botnets. All the descriptions in this chapter are based on the existing literature.
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Chapter 2: Digital Forensics

2.1 Introduction

The existence of Digital Forensics (DF) as a discipline can be traced to early 1984 when the
Federal Bureau of Investigations (FBI) was tasked to form the Computer Analysis and
Response Team (CART) to assist with forensic examinations and technical support during
digital forensic investigations of the “Magnetic Media Program™. Since inception, the DF
field has emerged as the fastest growing investigative field in computing and law (FBI,
1984). To date, the need to prove that digital evidence can be admissible in a court of law has
led to the establishment of standardised DF processes that have gained wide acceptance in the

eyes of the legal and forensic community.

From a normative perspective, DF is concerned with the process of discovering evidential
fragments, as well as acquiring, examining and analysing digital evidence by means of
scientifically proven methods (Jordan, 2013). Evidential fragments may be data, hardware or
software that can be used to prove the occurrence of a security incident during a DFI process.
Moreover, the need to perform DFIs has been necessitated by the continued increase in the
use of anti-forensic tools, digital devices, computers and network devices — all of which has
led to the rise of security incidents and scenarios involving the use of these devices.

In well-documented research by Beebe and Clark (2004), DF is presented as a field that
consists of phases or processes that ascertain a confirmatory analysis with regard to the
absence or presence of digital evidence. During criminal investigations, answers are sought to
questions about “who, what, where, when, why and how”. The essence of DF processes is to
gather Potential Digital Evidence (PDE) that can be used as admissible evidence in a court of
law during civil and criminal cases. For example: the standard for admissibility of scientific
evidence introduced by the verdict in the Daubert case in the US in 1993 requires that
evidence to be used in prosecuting criminal and civil cases should meet specific requirements
on admissibility (Daubert, 1993).

The purpose of this chapter is to introduce the reader to DF as an abstract field. The sections
that follow provide some background on the following: Section 2.2 discusses forensics as a

science and Section 2.3 proposes a definition of DF. Section 2.4 discusses digital evidence,
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followed by a discussion of the legal requirements for the admissibility of digital evidence in
Section 2.5. DFls are dealt with in Section 2.6, the digital forensic investigation process in
Section 2.7, DFI process model in Section 2.8, DFR in Section 2.9, classes of digital
investigation processes in Section 2.10, DFR process group in Section 2.11 and cost benefits

of DFR in the organisation in Section 2.12. The chapter conclusion appears in Section 2.13.

2.2 Forensics as a Science

Forensic science has been in existence for the last three centuries (American Academy of
Forensic Sciences, 2016). The term forensic originates from the Latin forensis which,
according to the Oxford Dictionary is a scientific process for collecting and examining
information to be used as evidence in a court of law (Oxford, 2007). Forensic science
represents a wide range of disciplines that have their own practices and a range of strategies
focusing on techniques, methodologies and general acceptability (Committee of Forensic
Science, 2009).

The advances in science, technology and forensic science continue to gain ground and have
further been extended to computing devices and networks. Hence, Almirall and Furton (2003)
argue that significant scientific developments happen to be the main reason for the revival of
forensic science in the 20" century. The aim of this section is to give the reader an insight

into forensics as a science, which forms the basis of a digital forensics definition.

2.3 Definition of Digital Forensics

This section presents a discussion on various definitions of digital forensics and subsequently
coins a substantive umbrella definition from these definitions. Since DF is a convergence of
different entities like law and technology, there are currently many definitions of which none
stands out as a formal one. According to Pollitt (2004), there is no single answer to the
question of what DF really comprises. On the same note, Pollitt (2004) has highlighted that
DF is represented by tasks that are coupled with processes in investigation. From the
ideologies put forward by Pollitt (2004), DF should be ready to adapt and incorporate other

technologies to a significant extent.

In a technical report for a roadmap for DF research that emerged from the first Digital
Forensic Research Workshop (DFRWS) in Utica, New York in 2001, Palmer (2001) defined
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DF as a process that could employ acceptable, derived and proven methods that could help
while preserving, collecting, validating, identifying, analysing and documenting the way
digital evidence is presented. Furthermore, he argued that these factors happen for the main
reason of reconstructing how events that are found to be criminal or that may help to expect

actions that are unauthorized or that may be disruptive to planned operations (Palmer, 2001).

By revisiting the definition formulated at the DFRWS, it is evident that DF is focused on all
digital devices with many tasks and processes (Pollitt, 2004). Additionally, with reference to
the DFRWS definition, Carrier (2003) singles out an identification phase together with
analysis and identifies the goal as “to identify digital evidence using scientifically derived
and proven methods to facilitate reconstruction of events”. The intuition that is presented by
Carrier (2003) tries to show that all the data to be presented as digital forensic evidence has to

be analysed and identified through acceptable means.

Research by Beebe (2009) argues that DF as a subject can no longer be considered a shallow
discipline. She convincingly presents DF as a mainstream discipline that is able to detect the
digital footprints that are left behind whenever there is interaction with computers and

networks.

On the other hand, according to Lillis, Becker, O'Sullivan and Scanlon (2016), with the ever-
increasing prevalence in technology, there is likelihood that digital forensic investigation
process faces challenges mostly in identification, acquisition, storage and from analysis
perspective. This can be attributed to the inexistence of standard and consistent DF
methodology. Instead, DF methodology comprises a set of methods and tools that are
developed mainly on the basis of the expertise and experiences of LEAs, system
administrators and hackers. Due to this, there is need for a standardised framework to guide

digital forensic process (Kohn, Eloff and Olivier, 2013).

Furthermore, the Scientific Working Group on Digital Evidence (SWGDE, 2013) defines
computer forensics as a subset of multimedia and digital evidence, and states that computer
forensics is a scientific process because it goes as far as examining evidence scientifically,

analysing evidence and evaluating its legal admissibility.
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Considering the above definitions, the researcher deduces that forensics has an investigative
and a legal connotation when preparing the requirements for admissible PDE in a court of
law during the presentation of legal matters. Consequently, although the digital sources might
be complex environments, Carrier (2003) highlights that for legal practitioners to understand
the significance of digital evidence identification and analysis, requirements for admissibility

have to be included.

Based on the definitions that have been put across, the researcher therefore coined the

following new definition of digital forensics:

“Digital forensics employs scientifically proven methods for purposes
of electronic discovery of information that has a possibility of being
admitted as probable evidence during legal, civil or criminal

proceedings in a court of law.”

2.4 Digital Evidence

Different views have been put across regarding the nature of digital evidence, and why it has
increasingly been used in judicial proceedings. Firstly, digital evidence was presented by
Casey (2000) as “data that is stored or may be transmitted using a computer”. This supports
or refutes the theory of “how an offense occurred or addresses critical elements of the
offense, such as intent or an alibi”. Moreover, Casey (2000) argues that it goes further by
representing data that has a possibility of linking a crime and a suspect. Secondly, SWGDE
(2013) presents digital evidence as digital information that has a probative value, which is
transmitted digitally. Thirdly, Carrier and Spafford (2006) view digital evidence from the
perspective of security incidents, and present it in a generic definition as data that is
transmitted digitally and that has a possibility of supporting or refuting a hypothesis
regarding digital events during legal proceedings. Lastly, the Association of Chief Police
Officers (ACPO) on digital evidence defines digital evidence as stored data and information

of investigative value that can be transmitted by computer (ACPO, 2007).
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Basically, digital evidence should have the potential to establish whether a digital crime was
committed in a particular instance. In essence, it may well be information from digital
devices that will be used as Digital Forensic Evidence (DFE) in legal proceedings. Such
information may include audio files, video recordings, digital images and text files that may
be related to computing devices. From a legal perspective, digital evidence must comply with
admissibility requirements before it is accepted in a court of law. Admissibility encompasses
the legislative rules that are set by a given jurisdiction to allow digital evidence to be
presented in court. Thus it is the author’s opinion that, although digital evidence is
circumstantial in nature, it should be acceptable in a court of law if it has been collected by
means of scientifically proven techniques. Most important of all, it should be accepted when
it is able to satisfy the constitutional and statutory provisions as well as the legal requirements
and aspects on admissibility of digital evidence within a given jurisdiction.

2.5 Legal Requirements for Admissibility of Digital Evidence

Digital forensics as presented by Ryan and Shpantzer (2009) is a very technical course
comprising of computer science, physics and mathematics, and grounded in science. This
implies that deep knowledge and professional judgment is required when countering a digital
investigation process. On the same note, before accepting digital evidence in a court of law, it
should be authenticated by means of a testimony. This testimony should openly establish
whether the digital evidence has been handled responsibly by law enforcement agents,
qualified digital forensic experts and other qualified personnel. The main reason for such
authentication is to present complete proof that the evidence has not been tampered with in

any way.

Because digital evidence can easily be manipulated or distorted, it has to be subjected to legal
scrutiny (Marcella et al., 2007). Therefore, before digital evidence is presented in a
courtroom, it should be subjected to high standards of proof. According to Jacko et al. (2003),
this is done so that the legality of the potential evidence can be maintained and to determine
whether prosecutorial offices and Law Enforcement Agencies (LEA) can rely on this

evidence.

Even though digital evidence can be presented in many forms (i.e. hearsay, image, audio,

video or text), it is important for these forms of evidence to satisfy all the requirements that
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are stipulated by a given jurisdiction. Therefore, to assist LEAs and prosecutorial offices, due
process should be followed when acquiring digital evidence. This can be done through the
incorporation of computer forensic processes in crime scenes, jurisdictions and the

courtrooms.

Due to technological advances and the subsequent proliferation of evidence, the next
subsections present the considerations that are applicable in a given jurisdiction and the
requirements that must be fulfilled (based on the rules of evidence) to determine whether
evidence can be considered authentic and admissible. It is worth noting again that the
ultimate goal of digital forensics is to enable the purported evidence to prove or disprove a

fact in a court of law.

2.5.1 Legal Governance and Consideration to Evidence Collection and
Monitoring

Digital evidence can be extracted either from networked computers, stand-alone computers,
mobile devices, digital devices or websites. However, digital evidence first has to satisfy a
number of conditions for admission in court. In meeting these conditions, the integrity of the
evidence may not be affected, and trained personnel should handle the digital evidence and
document all the processes for purposes of review.

The conditions for legal governance and for the acceptability of digital evidence vary across
different jurisdictions; in other words, what might be accepted in one country might not be
accepted in another country. According to the United States’ Electronic Communication
Privacy (ECPA) Act of 1986, which deals with digital evidence, intercepted electronic
evidence, electronic communications and computer records must be collected to facilitate
prosecution in the judicial system unless one of the parties has given prior consent. For
example, the US’s Wiretap Act prohibits all acts of interception of electronic data
communications, but allows statutory exceptions to be considered when activities affect
incident response procedures. Moreover, the Wiretap Act allows the use of tools such as
TCPDump and Etherpeek to collect digital evidence that may be used to intercept and

gxamine content.
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Additionally, the Stored Communications Act (SCA) 18 US Code 2701 states that it becomes
unlawful to intentionally access an electronic facility without authorisation (Jarret and Bailie,
2002). However, Section (c) of Code 2701 provides for exceptions if the entity or the person
provides a wire or an electronic communication service if there is consent, for law
enforcement purposes, provider exception or an emergency situation (Scolnik, 2004);
(Scolnik, 2009).

The good practices guide for digital evidence published by the United Kingdom’s
Association of Chief Police Officers (ACPO) highlights the principle that all digital evidence
has to be subjected to the rules and laws that apply to documentary evidence. Moreover, the
ACPO guide highlights the provision that before digital evidence is captured from a scene,
the people responsible for seizure should have the necessary equipment and they should

know the potential sources of evidence (ACPO, 2012).

On the other hand, the South African Government Gazette highlights the following
legislation that contains information regarding the right to privacy of user information: the
Electronic Communications and Transactions (ECT) Act (Gereda, 2006), the Protection of
Personal Information (PoPl) Act (PoPIl, 2013) and the Regulation of Interception of
Communications and Provision of Communication-Related Information Act (RICA) (RICA,
2001). The purpose of the ECT Act is to regulate users’ electronic communications and
transactions; while the PoPIl Act strives to maintain the right to privacy by safeguarding
personal information as prescribed by the SA Constitution. The purpose of the RICA Act is to
regulate the interception and monitoring of communication. Section 14a of the ECT Act on
information admissibility and retention highlights that, “where a law requires information to
be presented or retained in its original form, that requirement is met by a data message”
(Gereda, 2006).

Furthermore, Section 15 of the ECT Act states that in no case should the prosecution apply
the rules of evidence to deny admissibility of a data message during legal proceedings. A
constitutional provision highlighted in Chapter 4 of the PoPI Act provides an exemption that
allows for the violation of information privacy if this is in the interest of national security.
Consequently, Section 6 of the RICA Act states that an employer is allowed to intercept
indirect communication; however, such interception or monitoring may occur only under the

following circumstances:
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1. If monitoring is done to investigate or help with the detection of the unauthorised use
of the telecommunications system that is being provided by the employer.

2. If the system controller has obtained consent — whether expressly or implicitly.

3. If there is partial use of the telecommunications system or if the telecommunications
system has a connection partly or wholly to a specific business.

4. If the system controller makes an effort to inform the person intending to use the
system that indirect communications may be intercepted (Schoeman & Jones, 2004).

The above provisions allow the employer to alert employees to the fact that they are being
subjected to monitoring. Furthermore, the ECT, PoPI and RICA Acts may be disregarded if
monitoring or interception occurs for law enforcement purposes (Scolnik, 2009);(Gereda,
2006).

2.5.2 Requirements for Admissibility of Digital Evidence

According to Ryan and Shpantzer (2009), digital forensic evidence qualifies to be admissible
if it satisfies the conditions of being relevant and being able to be derived through a scientific
method. Moreover, the scientific process should be supported by a validation process. These
requirements are used to determine the legality of digital evidence so that a hypothesis can be
formulated that might help to arrive at a justified conviction or exoneration of wrongfully
convicted defendants. With reference to the Federal Rules of Evidence (FRE) on legal
governance in respect of the admissibility of digital evidence, exceptions are highlighted
when the case involves records dealing with issues that are pertinent to computer forensics.
An example if this are cases that require the testimony of the expert witness. Detailed

explanations are given in the next two subsections.

Based on the FRE, Nolan, O’Sullivan, Branson and Waits (2005) argue that if a company
chooses to do logging as a practice, then the logs should be considered admissible when
presented in a court of law. However, the FRE 1001(3) state that whenever there is data
stored in a computing device and it is readable by sight or if it reflects the data accurately,
then it is deemed to be original data. The following examples show the case law reviews in
which digital evidence has been portrayed as admissible.
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2.5.2.1 Case Law Review: Daubert v.Merrell Dow Pharmaceuticals

In 1993, the US Supreme Court used two court cases — Frye v. United States, 293F and
Daubert v. Merrell Dow Pharmaceuticals — to determine the standard for admitting expert
testimony in federal courts. They did this by subjecting new scientific techniques to
admissibility rules (Zonana, 1994). Rule 702 of the Federal Rules of Evidence (FRE), which
governs the testimony by expert witness, states that “A witness who is qualified as an expert
by knowledge, skill, experience, training, or education may testify in the form of an opinion

or otherwise if:

a) the expert’s scientific, technical, or other specialised knowledge will help the trier of
fact to understand the evidence or to determine a fact in issue;

b) the testimony is based on sufficient facts or data;

c) the testimony is the product of reliable principles and methods; and

d) the expert has reliably applied the principles and methods to the facts of the case (Fed.
R. Evid. 702), (Zonana, 1994).

With regard to the Daubert v. Merrel Dow Pharmaceuticals case review — if the principle of
which evidence is given in a court of law has general acceptance in a particular field, then the
scientific evidence may be admissible. The petitioners in this case were the parents of Jason
Daubert and Eric Schuller who sued the respondent Merrell Dow Pharmaceuticals because
both babies had been born with serious birth defects. The petitioners blamed these defects on
the mothers’ use of Bendectin, a drug used to treat nausea. Even though the respondent
claimed that the petitioners could not provide admissible evidence that was able to prove
beyond doubt that Bendectin caused the birth defects, the petitioners were able to oppose the
respondent’s judgments. They did this by bringing in eight qualified experts who later
admitted that Bendectin could well cause birth defects, based on the experiments conducted
in animals. The experts were also able to reach this conclusion based on previously published
epidemiological research that showed similarities with Bendectin and the causality it has on
birth defects.

The court found both the petitioners’ study that was used to link Bendectin to animals and the
epidemiological studies as inadmissible, inter alia due to the divergence of the practices of

the qualified experts. Congress adopted the Federal Rules of Evidence in 1975 and in Rule
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702 of the Federal Rules of Evidence recommends that admission of scientific evidence
should be subject to reliable inquiry, general observation status, falsifiability, refutability and
testability (Watkins, 1994).

2.5.2.2 Case Law Review: United States v.Mosley

Based on the video surveillance of a bank robbery, an FBI agent and expert in photographic
comparisons testified against Mosley who was being charged with six counts of bank
robbery. The video was subjected to digital image processing, a procedure that sharpened and
enhanced the images. The FBI agent identified a mark on the robber’s face, and thus he was
able to compare this mark with the mark on Mosley’s face in the mug shot. Even though the
defendant argued that the court was wrong to admit such analysed digital evidence, the court
stated that the evidence was admitted properly and it could help the jurors (United States v
Mosley, 1994).

Regarding the expert witness’s testimony, the court ruled that digital evidence may be
accepted provided that it is properly handled, not manipulated when seized and handled by
forensically competent personnel who maintain the chain of custody. In this context, the
chain of custody is a process that shows a roadmap of movement and location of evidence,
which begins from the seizure of evidence to its presentation in a court of law. According to
Ngomane (2010), a number of requirements may be considered by the court of law to
increase chances of admissibility of digital evidence. These requirements include the

following: Evidence should be in its original form, reliable, authentic, and legal.

The reader has been introduced to the important requirements that are needed in order for
digital evidence to satisfy admissibility across diverse jurisdictions. Most importantly, this
evidence is usually used to prove or disprove a fact during a digital forensic investigation
process. As a result, in the next section the reader is introduced to a discussion on digital

forensic investigations.

2.6 Digital Forensic Investigations

A Digital Forensic Investigations (DFI) is concerned with the retrieval, acquisition, analysis
and examination of potential digital evidence (PDE) in such a way that the evidence will be

accepted in a court of law. Conventionally, evidence presented in court is more inclined
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towards the field of physical forensics. However, the theories that are developed and tested
during DFIs are associated with the processes that use science and technology. These theories
can therefore be presented in courtrooms to help answer questions about how digital events
occurred (Carrier & Spafford, 2004).

According to loeng (2006), a DFI is a process that is used to decide whether extracted
information considered as digital evidence is relevant and whether a court or jury can use it to
draw conclusions. It is the task of the digital forensic investigator to extract factual data that
can be used for judicial review purposes. A DFI itself is a reactive process that is used to
obtain PDE after a potential security incident has been detected. Rowlingson (2004) agrees
that a DFI is implemented as a post-event response — in other words after a potential
information security incident occurred. Carrier (2004) prefers a DFI over a physical forensics
investigation because a DFI answers more limited questions, identifies an object and
determines the class of that object as opposed to physical forensics which is a mere physical

crime scene investigation.

Carrier and Spafford (2004) in turn present a DFI as a scientific process that involves the
examining of digital objects. The examined objects are subsequently used to develop and test
theories that can be used in courtrooms to prove or disprove facts. Often the main focus of
questions about the alleged security incident is the examination of a digital device in order to
extract digital evidence. The forensic examination of digital devices therefore plays a crucial

role when staging a DFI.

The outcome of any DFI relies on the scientific techniques that are used to extract PDE and
the possibility that the extracted evidence may be admitted in a court of law. The main
objective in this context is to rely on an examination of digital devices used with a view to
extracting potential digital evidence. This implies that being in possession of a digital device
and not being able to conduct examination using scientifically proven methods, it becomes
trivial. This implies that DFI process should be conducted methodically (Kohn et al., 2013).

2.7 Digital Forensic Investigation Process

Digital Forensic Investigation Process (DFIP) represents the entire range of activities that are

performed during a computer forensic investigation (Yusoff, Ismail & Hassan, 2011). In
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order for a DFI to be launched, more comprehensive and proven methods have to be used so
that any evidence that arises from such investigation may satisfy the requirements for being
accepted during litigation. Already in traditional DFls, it was a requirement for digital
evidence to satisfy a number of conditions before it could be considered admissible. Figure
2.1 illustrates the classes of digital investigation processes pertaining to the ISO/IEC 27043.

The processes shown in this figure are discussed later in this chapter.
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Figure 2.1 Classes of Digital Investigation Process (Source: ISO/IEC 27043:2015)

On the same note, Pollitt (2007) highlights that a suitable path has to be taken for digital
evidence to be admissible. This path may include the physical context that encompasses the
media, the logical context that encompasses the data being examined, and the legal context
information that leads one to evidence. The DFIP fits into the initialisation, acquisitive,
investigative and concurrent classes of DFIs processes that are shown in Figure 2.1. Forensic

readiness is also included in this class, but it will be discussed later in the chapter.
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2.7.1 Initialisation Process Class

An Initialisation Process Class (IPC) is a process that deals with the way a digital
investigation starts. In fact, it is the initial starting point of the digital investigation process.
The processes in an IPC include incident detection, first response, planning and preparation
(ISO/IEC 27043, 2015). “Incident detection” is the application of various methods for the
purpose of identifying intrusions, compromise of security, attacks or violations of user
policies. “First response” represents the action that is taken by the incident response team to
determine the root causes of a security incident, and “planning” and “preparation” are

mechanisms for getting ready for a physical investigation.

2.7.2 Acquisitive Process Class

The Acquisitive Process Class (APC) deals with how a case may be investigated physically
and how Potential Digital Evidence (PDE) should be handled. It includes PDE identification,
PDE acquisition, PDE transportation and PDE storage. PDE identification shows the sources
from which digital evidence is likely to be extracted, while PDE acquisition typically
describes the mechanism of acquiring data by creating an exact copy on storage media while
preserving their integrity. Transportation and storage of potential evidence show how the

evidence is handled and how it is stored before the start of the digital investigative process.

2.7.3 Investigative Process Class

This class deals with ways of uncovering PDE. The processes, according to ISO/IEC 27043:
2015, include the following: PDE examination and analysis; digital evidence interpretation;
reporting; presentation, and investigation closure. Examination and analysis of PDE is an
assessment made to determine what is significant during the investigative process.
Interpretation, on the other hand, is the ability to show how relevant digital evidence should
be while conducting an investigation. Reporting is a process of producing examination notes
in the form of remarks, conclusions and results emanating from the analysis of potential
evidence. Finally, presentation allows the giving of the findings of an investigation, while

investigation closure terminates the investigative process.
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2.7.4 Concurrent Process Class

The Concurrent Process Class (CPC) as defined by 1SO 27043: 2015, happens alongside
other processes. As the other process classes occur, the CPC allows them to be executed so
that PDE may be assured of being admissible in the legal system. The CPC consists of a
number of processes, namely: How authorisation is obtained; how processes are documented;
how the management of information flows in investigative processes is handled; tracking the
roadmap of events through maintaining the chain of custody; how the collected evidence is
digitally preserved; and lastly, how a link between an incident and a perpetrator is established

during a physical forensic investigation.

2.8 Digital Forensic Investigation Process Models

According to Kohn, Eloff M and Eloff (2013), the DFIP models help to explain how specific
the evidence extracted from digital devices is. The origin of the DFIP can be traced back to
the early theories proposed on computer forensics. Notwithstanding that, ideal process
models are supposed to identify the steps that are necessary to achieve investigative goals.
The process models are supposed to succeed even when there have been technological
changes. Ever since the first Digital Forensic Research Workshop (DFRWS) conference in
2001 in Utica, New York, up to the time of writing this research thesis, there has not been an
accepted standard digital forensic process model that is able to support Digital Forensic
Investigations (DFIs). Due to this inability to standardise, a number of DFIP models with
different phases and tasks are defined. More often than not, a process model follows a
number of iterations and these iterations represent the tasks and activities involved when
conducting DFIs. Table 2.1 shows different proposed DFIP frameworks and models. These
models have been formulated on the account of identification, preservation, analysis and
presentation. The legal establishments and law enforcement agencies always rely on the
proposed DFIPs to provide factual information as potential evidence. As a result, PDE may
be admitted in courtrooms provided that the investigation processes followed a set of

scientifically proven and accepted methods.

Reith, Carr and Gunsch (2002) have for example put forward the Abstract Digital Forensic
Model (ADFM), which is made up of the following processes: Identification; preparation;
approach strategy; preservation; collection; examination and analysis. Next, Carrier and
Spafford (2003) proposed the Integrated Digital Investigative Process (IDIP) which involved
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the following phases: Readiness; deployment; physical crime scene investigation; and review
phase. This was followed by the Enhanced Digital Investigation Process (EDIP) model
(EDIP) of Baryamureeba and Tushabe (2004), which included the following phases:
Readiness; deployment; trace back; dynamite, and review.

Another researcher, Ciardhuain (2004) proposed an Extended Model of Cybercrime
Investigation (EMCI) with the following phases: Awareness; authorisation; planning;
notification; evidence search; collection; transportation; storage; examination; hypothesis;
proof of hypothesis, and information dissemination. Next, Kohn, Eloff and Olivier (2006)
also suggested a Framework for a Digital Investigation (FDI) with preparation, investigation
and presentation phases, which allow for the incorporation of the previously proposed

frameworks.

According to a document prepared by Kent, Chevalier, Grance and Dang (2006) for the
National Institute of Standards and Technology (NIST), named a Guide to Integrating
Forensic Techniques into Incident Response (GIFTIR) (Special Publication 800-86), a four-
phase forensic process with collection, examination, analysis and reporting phases was
proposed. Also, Perumal (2009) proposed a Digital Forensic Model (DFM) based on the
Malaysian Investigation Process (DFMMIP) with the following phases: Planning;
identification; reconnaissance; analysis; result; proof and defence, and diffusion of
information. In addition, Agarwal (2011) put forward the Systematic Digital Forensic
Investigation Model (SDFIM) that has the following phases: Preparation; securing of the
scene; survey and recognition; scene documentation; communication shielding; evidence
collection, preservation, examination, analysis, presentation and review. Table 2.1 shows

various proposed DFIP models.

Table 2.1 Existing Digital Forensic Investigation Process Models

s.no | Year | Model/Framework Authors Phases

1 2001 | National Institute of Justice (N1J) Ashcroft 5

2 2001 | DFRWS Model Palmer 7

3 2002 | Abstract Digital Forensic Model Reith, Carr & Gunsh | 9

4 2003 | The Integrated Digital Investigative Process | Carrier & Spafford 17

5 2004 | Enhanced Digital Investigation Process Baryamureeba & 4
Model(EDIP) Tushabe

6 2004 | An extended Model of Cybercrime Ciardhuain 13
Investigation

7 2004 | A Hierarchical, Objectives-Based Framework | Beebe & Clark, 6
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for the Digital Investigations Process

8 2006 | Framework for a Digital Investigation Kohn, Eloff & 4
Olivier

9 2006 | The Four-phase Forensic Process Kent, Chevalier, 4
Grance & Dang

10 | 2009 | Digital Forensic Model based on Malaysian Perumal 7

Investigation Process

11 | 2011 | The Systematic Digital Forensic Investigation | Agarwal 11
Model

12 | 2012 | Harmonised Digital Forensic Investigation Valjarevic & Venter | 12
Process Model

In conclusion, Valjarevic and Venter (2012) proposed a comprehensive, iterative and multi-
tiered Harmonised Digital Forensic Investigation Process Model (HDFIPM) with the
following phases: Incident detection; first response; planning; preparation; incident scene
documentation; potential evidence identification; potential evidence collection; evidence

transportation; evidence storage; analysis; presentation, and investigation closure.

The HDFIPM actually formed part of the ISO/IEC 27043. The HDFIPM that has been
mentioned in ISO/IEC 27043: 2015 mainly consists of three processes, namely the
initialisation, acquisitive and investigative processes. This was discussed in detail in the
earlier sections of this chapter.

The digital forensic investigation processes that have been discussed in this chapter are
usually employed during the DFI process; however, Digital Forensic Readiness (DFR) is also
part of this process. Even though DFR might be optional, it still forms part of this process and

is therefore discussed in the next section.

2.9 Digital Forensic Readiness

Digital Forensic Readiness (DFR) presents a proactive process that is used to manage
security incidents before they occur. Security incidents are risks or vulnerability that may
occur in any organisation. Consequently, DFR plays an important role in preventing or
detecting the possibility of security incidents. Beebe and Clark (2004) describe this as a
preparation phase, which has the goal to maximise digital evidence availability through
response, detection and deterrence. Normally, organisations become wary of the cost of DFR,

but according to Grobler and Louwrens (2007), proactive digital forensic management makes
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business structures well due to the ability to retain essential data. This essential data is what
may proactively be used if a potential security incident is detected. The propositions in this
research thesis applies proactive processes that are used to retain and manage potential

evidence.

The ultimate goal of this section is to familiarise the reader with essential aspects of DFR,
how DFR fits in among the classes of the digital investigation process that are mentioned in
ISO/IEC 27043, and the essence of the Readiness Process Groups (RPGSs) in the digital
investigation context. Furthermore, this section shows the importance of enforcing DFR in

any organisation. In the next subsection, a definition of DFR is introduced.

2.9.1 Defining Digital Forensic Readiness

A number of opinions on what exactly DFR is have been put forward. Thus, Tan (2001)
defined the concept of DFR by means of two objectives and since then a number of
researchers have developed different intuitions regarding it. The work that is presented in this

research thesis is strongly inclined towards Tan’s (2001) and Rowlingson‘s (2004) objectives.

Tan (2001) presents the objectives of DFR as maximising an environment’s ability to collect
credible digital evidence and minimising the cost of digital forensic investigations during an
incidence response. Further, Tan’s views revolve around how an organisation can be
forensically ready through the identification of the key elements of DFR. Rowlingson (2004),
on the other hand, sees DFR as a corporate goal that facilitates an organisation’s ability to use
digital evidence when needed. Additionally, DFR as viewed by Rowlingson is inclined
towards the organisational perspective; hence it is authors’ opinion that at least every
organisation requires an investigative capability. For the purpose of this research thesis, DFR

is defined as follows, based on Rowlingson’s (2004) organisation perspective:

“Organisational investigative capability of reducing cost and time of
performing a digital forensic investigation by retaining critical and

sensitive information that is related to possible security incidents. ”

The definition above goes on to state how DFR is being achieved in the cloud environment,

which is discussed in the subsequent chapters of this research thesis.
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Having looked at DFR, it is important to know the goals of DFR in an organisation. Hence, in

the next section, the goals of DFR in a business environment are discussed.

2.9.2 Goals of Digital Forensic Readiness

Traditionally, the process of digital forensics begins when a security incident or crime has
occurred. However, from an organisation’s perspective, activities that involve proactive
forensics are a major requirement as they limit potential business risks. When an organisation
IS not able to respond to security incidents, then the prevailing security incidents will
eventually affect that organisation in terms of growth and performance. Thus, when actions
of assessing and managing security risks are planned in any organisation, one needs to ensure
that there are effective security-incident management strategies as well as an implementation

priority plan for post-incident response approaches.

On the same note, the inclusiveness of DFR as a preparation phase and a platform for
proactive activities represents a phenomenon where any given organisation may have
sufficient assurance on the effectiveness of forensic readiness during a DFI. Rowlingson
(2004) proposed the goals of forensic readiness for an enterprise as follows:
e To gather admissible evidence legally and without interfering with business
processes.
e To gather evidence targeting the potential crimes and disputes that may have an
adverse impact on an organisation.
e Toallow an investigation to proceed at a cost in proportion to the incident.
e To minimise interruption of the business by any investigation.

e To ensure that evidence makes a positive impact on the outcome of any legal action.

Furthermore, Rowlingson (2004) makes recommendations to organisations to limit the future
impact of evidence. He recommends that an organisation should establish policies for the

securing, storing and handling of potential digital evidence that may be required in future.

Having looked at the goals of DFR in an organisation, our focus now shifts to the DFR

process class that is explained in the next section.

31
© University of Pretoria



(02’&

UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

2.10 Digital Forensic Readiness Process Class

This section contains a discussion of the Digital Forensic Readiness (DFR) process class,
which has also been mentioned in the ISO/IEC 27043. This class deals with pre-incident
investigation processes that cover the following aspects:

e Scenario definition.

e Identification of potential digital evidence sources.

e Planning of pre-incident gathering.

e Storage and handling of data representing potential digital evidence.

e Planning pre-incident analysis of data representing potential digital evidence.

e Planning incident detection.

e Defining system architecture.

e Implementing system architecture.

e Implementing pre-incident gathering.

e Storage and handling of data that represents potential digital evidence.

e Implementing pre-incident analysis of data that represents potential digital evidence.

Implementing incident detection.

e Assessment of implementation; and assessment of results.

Based on this discussion, it is necessary to introduce the reader to the DFR process group as

is discussed in the next section.

2.11 Digital Forensic Readiness Process Group

This section presents a discussion of the DFR process group. This aspect justifies discussion
because core research that has been presented in this thesis is based on the DFR process
group of ISO/IEC 27043. Moreover, this section also shows how the ISO/IEC 27043 handles
DFR.

Forensic readiness in the Readiness Process Groups (RPGs) has been defined as a process
that precedes incident detection (see Figure 2.2), in other words it is a proactive process.
Nevertheless, ISO/IEC 27043 defines RPGs that can maximise the potential use of digital
evidence in order to reduce the cost of conducting a DFI process. This is done as a measure to

improve the level of information security in organisational systems. The RPGs are classified
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into three groups: Planning process group, implementation process group and assessment

process group.

Each of the three main groups contains a number of sub-processes. The Planning Process
Group (PPG) has sub-processes that perform the following tasks: defining the scenario;
identifying PDE sources and planning pre-incident collection; storage of PDE; pre-incident
analysis planning; planning of incident detection, and defining the system architecture. The
Implementation Process Group (IPG) implements all of the PPG activities, while the
Assessment Process Group (APG) assesses the implemented process and implements
assessment result processes. The concurrent process shown by the arrow pointing downwards

in Figure 2.2 indicates that the processes are executed as continuous processes.
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group
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Digital

Investigation 4 )

Implementation

process group
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Figure 2.2 Readiness Process Groups (Source: ISO/IEC 27043:2015)

Implementing DFR in any organisation has definite cost implications, for example, when
organisations are required to plan before potential security incidents can be detected.
However, digital forensic readiness also holds great cost benefits for organisations, as will be

discussed in the next section.

2.12 Cost Benefits of DFR in an Organisation

The absence of DFR in organisations allows the rise of fraudulent activities, which may have
huge costs for an organisation during a DFI. The cost of performing a DFI can be reduced if a
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comprehensive readiness framework is in place. Grobler, Louwen and Von Solms (2010)
state that organisations need to introduce a comprehensive framework that will give
assistance in the implementation of a DFR programme. Rowlingson (2004) also notes that
organisations can reduce the cost of digital crimes if they implement the necessary measures

to collect and retain digital evidence even before incidents are detected.

2.13 Conclusion

This chapter started off with a discussion of digital forensics, after which the researcher gave
a definition of digital forensics and highlighted how forensics is viewed as a science. Digital
evidence, as well as the legal requirements for admissibility of digital evidence, was
discussed and then the reader was introduced to legal governance and the conditions for
evidence collection and monitoring. In addition, the reader was introduced to the legal
considerations and requirements that digital evidence has to meet across varying jurisdictions
in order to be admitted in a court of law. Exploring these legal requirements and
considerations was an important step in helping the reader to understand the territorial

provisions that exist across different jurisdictions.

Afterwards, a discussion followed on Digital Forensic Investigation (DFI) and the DFI
Process (DFIP) model. Finally, the concept of DFR was introduced and the researcher
highlighted the digital forensic Readiness Process Groups (RPGs), goals of DFR and the cost

benefits of implementing DFR in a business environment.

In the next chapter, the reader is introduced to cloud computing aspects.
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Chapter 3: Concepts of cloud computing

3.1 Introduction

Is it a new wine or just a new bottle? This question represents the sentiments that have been
expressed by Agrawal et al. (2010) on cloud computing, simply because it looks like the
normal “client-server architecture” where a mainframe computer acts as a distributor of
services to various nodes. Additionally, the cloud has been exemplified by internet
technology, distributed mega data centres, powerful servers and the proliferation of more

connected devices.

Nevertheless, cloud computing has emerged as one of the most talked-about technologies
when it comes to business in recent times, and this has caused enterprises to shift their focus
to the benefits and cost effectiveness of the services that the cloud offers. The move by
organisations to move their data and applications to the cloud has been inspired by reduced
operational costs and increased benefits. However, before an organisation sends its data to the
cloud, it should have achieved organisational maturity, because one might not have an idea
where your data resides in the cloud. Organisational maturity is a situation whereby the
readiness of a given organisation is expressed in terms of the perceptions of its people, the

processes and the data in that organisation.

The survey on cloud computing for business conducted by Gartner Inc. (2014) highlights that
cloud computing promises economic advantages, speed, agility, innovation and elasticity.
Moreover, the survey predicts that by 2016-2017, 20% of all the services offered by the cloud
will be consumed by internal and external brokerages. Users are also anticipated to have
trouble deciding which cloud computing environment to choose and whether to trust the

security and privacy involved (Gartner, 2014).

The infrastructure of cloud computing allows unlimited resource usage for consumers by
offering on-demand shared resources through multi-tenancy. The provision of these resources
through a cloud model furthermore ensures proper service availability for everyone in the
cloud environment. As the cloud is an analogy of the internet, its virtual resources are offered

through the internet and the services get delivered from data centres located across the world.
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The focus of this research thesis is to show comprehensively how the cloud can be made

forensically ready for DFIs.

The remainder of the chapter is structured as follows: A definition of cloud computing is
given in Section 3.2, after which Section 3.3 discusses the cloud computing architecture.
Next, Section 3.4 discusses the role of the Cloud Service Provider (CSP), Section 3.5 deals
with virtualisation and cloud computing, and Section 3.6 discusses the adoption of DF. This
is followed by a discussion of DFR in the cloud in Section 3.7, and the chapter concludes
with Section 3.8.

3.2 Defining Cloud Computing

A number of definitions have been put forward regarding how the cloud is perceived by
different researchers. The National Institute of Standards and Technology, NIST, defines
cloud computing as a model that is based on on-demand network access that can be run over
resources that are configurable (Mell & Grance, 2011). These resources can be managed
efficiently by Cloud Service Providers (CSPs). The on-demand feature of the cloud implies
that the cloud user may gain access to a virtual instance whenever he/she needs it and
afterwards cease to use it when access is no longer needed. The resources that can be
provided in this context include applications, storage services, network services and network
servers, and the cloud model is able to provide these services in an effective and convenient

manner possible.

Armbrust et al. (2009) present a Berkeley view of cloud computing as those services and
applications that are provisioned over the internet, including the systems that represent the
software and hardware contained in the data centres that are able to deliver these services.
The data centre that contains the hardware and the software is known as the cloud (Armbrust
et al., 2009).

Barkley, Stanoevska-Slabeva and Wozniak (2009), together with Wozniak and Ristol (2009)
summarise the features of the cloud by pointing out important aspects that make the cloud a
preferable mode of computing:

e The cloud’s virtual, scalable and on-demand nature.
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e The services provided by the cloud can be presented through a web browser or via a
defined Application Programming Interface (API).

e Infrastructure resources (including hardware, system software and storage) and
applications are provided by X-as a Service (XaaS), in other words the services are

offered by an independent provider.

Based on the definitions highlighted above, the researcher has been able to coin the following

definition of cloud computing in this research thesis:

“Cloud computing is a scalable infrastructural paradigm
that is coupled with internet-centric software that allows
people to deploy, manage and access technology-enabled

services that are provisioned over the internet.”

All the aforementioned definitions are focused towards the same goal and the same problem,
but the most important aspects of cloud computing include the scalability, elasticity and
provisioning of services, and the on-demand nature of the cloud. These aspects are normally
employed as basic building blocks of a cloud computing architecture and therefore cloud

computing is discussed in more detail in the next section.

3.3 Cloud Computing Architecture

The architecture of the cloud is represented in the form of different levels of abstraction with
a different set of architectural elements that constitute the structure of the system. It
comprises different cloud resources, software components, services and the relationship
between these services. Cloud computing architecture is described according to five essential
characteristics, three service models and four deployment models. Figure 2.1 gives the visual
representation of the NIST definition of cloud computing (Cloud Security Alliance, 2009),

after which each of the components of the model are explained in detail.

3.3.1 Essential Characteristics of Cloud Computing

A study by researchers Gong, Liu, Zhang, Chen and Gong (2010) presents the characteristics
of cloud computing based on the following essentials: The cloud has its’ own conceptual,

technical, economic and user experience characteristics. Additionally, it has a service-
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oriented conceptual characteristics that are able to abstract details of how implementation are
done. Through virtualisation, the cloud architecture is able to be abstracted and elements of

the underlying architecture may be accessed by the cloud user.
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Figure 3.1 A Visual Model of NIST Cloud Computing Definition (CSA, 2009)

Loose coupling and strong fault tolerance are presented as technical characteristics where the
platform used is an abstract layer that is able to isolate various applications running on the
cloud — hence it is presented as a client-server model. This is followed by a business model
with economic characteristics and ease of use as a specific user-experience characteristic.
Subsequently, a study presented by Cloud Security Alliance (CSA) highlights five essential
characteristics of cloud computing architecture as shown in Figure 3.1. These characteristics
allow cloud services to be reached at and from any given end-point (tablet, mobile device,
PC, etc.). Since cloud services are accessible wherever there is a network infrastructure, cost

is reduced.

In the subsequent sections, all the components within this cloud computing model will be

discussed in detail. The following characteristics are highlighted in the NIST’s special
publication 800-145 (Mell & Grance, 2011).
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3.3.1.1 On-Demand Self-Service

According to Olive (2011), the cloud service should always be available and it should be
possible to modify the service received by the client organisation. Cloud consumers must be
able to scale the infrastructure that they need without interfering with other host operations.
This provision will allow cloud consumers to access cloud services through a controlled
online panel whenever they require services, without requiring any human interaction.
Bachiega et al. (2014) agree that on-demand computational services should be provided

without human intervention or without the provider.

3.3.1.2 Broad Network Access

Cloud resources are made available through devices that enable the resources to be accessible
from various locations. Consumers prefer this characteristic because they are able to have
online access from a wide range of locations that go beyond any specific network, as well as
from any computing device. According to Sriram and Khaejah (2010), cloud resources may
be accessed over a given network by means of heterogeneous devices like laptops and other
mobile devices. Olive (2011) also views it as a mechanism that is typically accomplished

using the built-in web browsers’ ubiquitous device.

3.3.1.3 Resource Pooling

A resource pool can be an object that has set of resources to be managed (Gulati,
Shanmuganathan, Holler & Ahmad, 2011). This depicts an instance whereby multiple
organisations are able to share the physical cloud infrastructure (Olive, 2011). Resource
pooling is mainly employed to remove obstacles from the paths that clients use to access
resources. Additionally, when it is done to servers, the time spent in maintaining resources is
reduced and the inhibitors in the cloud are also removed. Within the cloud environment,
resource pooling can be done in respect of the following services: bandwidth, storage and
processing. Consequently, a resource pool as presented by Gulati et al. (2012) is used when

dividing and sharing the aggregate range of a group of Virtual Machines (VMs) or users.
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3.3.1.4 Rapid Elasticity

Elasticity is the ability to provide scalable services in the cloud environment. In reference to
this concept, Herbst, Kounev and Reussner (2013) state that elasticity is related to the ability
of a system to adapt to changes in workloads and demands. Clients are able to make requests
of services in the cloud and the providers need to provide unlimited resources by allocating
and de-allocating resources through scalable provisioning. This implies that it is the amount
of resources provided to the user that may be changed as the resource demand changes
(Herbst et al., 2013).

3.3.1.5 Measured Service

All the cloud components that are offered to clients are precisely measured and configured to
deliver services according to the clients’ expectations. This allows usage of services to be
monitored and controlled for effectiveness. Mahmood (2011) presents a measured provision
that is able to optimise the way the resources are allocated for purposes of billing, which
eventually reduces the cost of provisioning new resources. In this case, a client is allowed to
pay the Cloud Service Provider (CSP) or the hosting party only for the exact resources that

are consumed.

The above-mentioned incentives are presented as significant factors employed by a majority
of organisations that have enforced cloud computing. However, they depend on the type of
cloud computing service model that is preferred by different organisations in order to provide

services to their clients.

Now that the reader has been familiarised with the essential characteristics of the cloud, the

different cloud computing service models are discussed in the next section.

3.4 Cloud Computing Service Models

Cloud computing service models are resources that are delivered over the internet and hence
they are also regarded as web services. The main role of these services is to maximise the
benefits that are being propelled by cloud computing. The service models have been
categorised into three groups: Infrastructure as a Service (laaS); Platform as a service (PaaS)

and Software as a service (SaaS) (see Figure 3.1).
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3.4.1 Infrastructure as a Service (IaaS)

laaS as a provision gives the cloud consumer the ability to process, store, deploy and use
networks and other computing resources that include the Operating System (OS) and other
applications as on-demand services. According to Sriram and Khajeh-Hosseini (2010), laaS
is presented as a low-level abstraction through which users are able to access the
infrastructure by the use of VMSs. The resources are fully outsourced, which means the
consumer does not need to buy equipment like virtualisation, storage, hardware, server or
networking components and software. laaS supports multi-tenancy, which implies that many
users can use the same piece of hardware concurrently. Also, resources in laaS are distributed

as a service, which allows operation support at any given location.

3.4.2 Platform as a Service (PaaS)

PaaS gives the consumer a way to deploy applications to the cloud by providing services and
provider tools. This is mainly a computing platform that allows cloud clients to effectively
and quickly develop, test and deploy web applications without having to maintain the
software or the underlying infrastructure. PaaS allows different web-based interface tools that
help to create applications from different scenarios. According to Boniface et al. (2010), PaaS
user-developer, PaaS provider and PaaS hoster are some of the components that are contained
in PaaS stakeholder. Nevertheless, the researcher maintains that PaaS is a multi-tenant
architecture that allows many tenants operating concurrently to make use of the same
development environment. PaaS can easily be integrated with web services and databases; it
supports project planning, team collaboration, subscription management, and finally, it is
scalable and supports failover and load balancing.

3.4.3 Software as a Service (SaaS)

SaaS is software that is hosted off-premise and that is delivered over the internet (Godse &
Mulik, 2009). SaaS is normally managed from a central location by a CSP or any other
vendor and software services are then deployed through the network, normally the internet.
Users can access this service through the client devices and through the web browser as thin
clients. SaaS is normally delivered as a utility service based on a pay-per-use tariff, where the
SaaS CSPs remain the owners of the software who are able to store the software system and

user data in a centralised server (Guo, 2009).
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Having looked at the cloud computing service models, the focus now shifts to cloud

deployable models, which are explained in the next section.

3.5 Cloud Deployable Models

This section deals with different cloud deployable models. The elasticity of the cloud enables
it to be dynamically deployed into different models. This capability allows applications from
different locations to be deployed to different infrastructure during runtime. When choosing a
deployable model, cloud consumers should be wary of the following concerns: security, cost,
compliance and Quality of Service (QoS). Furthermore, the deployment model should be
distinguishable by size, access mode and ownership. The architects of the cloud provide the
following deployable models as previously shown in Figure 2.1.

e Public Cloud Model

e Private Cloud Model

e Community Cloud Model

e Hybrid Cloud Model

3.5.1 Public Cloud

Public cloud model resources are normally made available to the general public on a pay-per-
use basis in a virtualised environment (Cloud Security Alliance, 2009). Resources that are
generally involved in this model range from applications, storage and networks — all of which
are provided over the internet. The public cloud is scalable because the resources are
available on demand, and they are cost effective because the setup for hardware, bandwidth
and applications is covered by the CSP. Because of multitenancy, the model is reliable,
flexible and location independent. Examples of offered public cloud services include the
Windows Azure Services Platform, Amazon Elastic Compute Cloud (EC2), Google
AppEngine, IBM’s Blue Cloud and Sun Cloud.

3.5.2 Private Cloud

Chahal et al. (2010) describe a private cloud as an environment that consists of shared multi-
tenant and virtualised infrastructure. This model is based on a secure environment or
enterprise that computes with specific clients and services provided within virtualised

environments. An organisation that operates through a private cloud disregards third-party-
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hosted services but offers the same cloud features. It also controls the consumer data, security
and matters that are related to regulatory compliance. The model is scalable and supports
multi-tenancy; resources are on-demand and support the processing of complex jobs.
Additionally, a private cloud minimises security concerns through limiting the number of
people who have access to data and giving organisations control of their data. Examples of

providers that deploy private cloud infrastructure include VMware and Rackspace.

3.5.3 Community Cloud

CSA describes a community cloud as an infrastructure that is shared by several organisations.
It may also support a specified community that has shared concerns governed by third-party
service providers (CSA, 2009). On the same note Liu, Vlassov and Navarro (2014) describe a
community cloud as a cloud that provides alternative choices by allowing clients to
manipulate their different entities in the cloud without any restrictions from any public
provider. The target might be a limited number of employees or some organisation (NIST SP
800-145), for example heads of companies, businesses, research and applications. The
concerns supported by this model include regulatory compliance, audit requirements and
performance requirements. Additionally, it is a centralised facility that supports multi-tenant
infrastructure as well as different levels of security policies, and it can be hosted either within
or outside the premises. A community cloud infrastructure may be shared by a number of
organisations like governments, universities or central banks. For example Google

applications for Government and Microsoft community cloud for government.

3.5.4 Hybrid Cloud

A hybrid cloud is a homogenous cloud service that uses both the private and public cloud to
deliver its services within the same organisation. According to Annapureddy (2010), a hybrid
cloud is able to combine resources and retain control of valuable data. In fact, the model
enables client enterprises to store important data and then migrate un-important data to the
cloud. Additionally, Taylor and Metzler (2010) declare that the hybrid cloud is composed of
deployment options for different cloud services. Hence they are able to pave the way for
organisations to use the computing resources of the public cloud so that users’ needs can be
met temporarily. Furthermore, a hybrid cloud can be implemented by a separate group of
CSPs who may provide combined private and public services or a complete hybrid package

through individual CSPs. In addition, different organisations that have private clouds may
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integrate them into a public cloud. For example, Eucalyptus is software used to enable a

private cloud to connect to public clouds.

Having looked at cloud deployable models, in the next section the reader is introduced to the

roles played by the CSPs.

3.6 Role of Cloud Service Provider

This section discusses the roles that CSPs play in the cloud environment. CSPs are entities
that are used to provide services to the users of the cloud in the form of management, service
delivery and the dynamic provision of infrastructure and virtualised resources. On the same
note, in PaaS, the CSP provides and manages the infrastructure and middleware for
consumers, which includes development, deployment and testing of administrative tools. In
laaS, the CSP provides and manages processing and storage by hosting environment and the
cloud infrastructure (NIST SP 500-291). Examples of cloud providers include Amazon,

Apple, Cisco, Citrix, Google, Salesforce.com, Verizon and Rackspace.

CSPs need to be totally accountable and responsible for the services they provide. Although
they provide different services to the cloud consumers, the CSPs have very clear
responsibilities. These responsibilities and activities are based on the cloud service models

and deployment models.

7 0a0

Cloud Provider

Service
Deployment

Cloud Service
Manage ment

Service Security
Orchestration

Figure 3.2 Roles of Cloud Service Provider (Adopted from NIST SP 500-291, 2013)
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The most important aspect of the contract that exists between the CSPs and the consumer
involves the Service Level Agreements (SLAS) that clearly define the policies and procedures
for all the requirements needed during operation. Figure 3.1 shows how NIST SP 500-291
categorises the roles of a cloud provider. The roles include service deployment, service

orchestration, cloud service management, security and privacy.

Security is an important feature of information protection and individual privacy. According
to the Federal Cloud Computing Strategy (FCCS), a transparent secure environment should
be created between the CSPs and cloud consumers to protect their privacy and the national
security (Kundra, 2011). Finally, privacy as a role protects personal information stored within
the cloud environment since the cloud users represent half of all the internet users (Seybent
and Reinecke, 2014). There should be greater control over data that is stored in the cloud data
centres. For example, in the USA, the Electronic Communication Privacy (ECPA) Act of

1986 governs how the privacy of electronic communications must be ensured.

Having looked at the role of the CSPs, a brief discussion on virtualisation and cloud

computing appears in the next section.

3.7 Virtualisation and Cloud Computing

Virtualisation is certainly not a new concept in Information Technology (IT); it has existed in
data centres ever since the 20" century as a means of consolidating servers. Ottenheimer and
Wallace (2012) view virtualisation as “the creation of virtual resources from physical
sources”. At the same time, virtualisation is a component of cloud computing through which
multiple guest OS, servers, storage or network resources can be supported by a single host.
The multiple guest OSs that are supported by the host are considered as VMs. Cloud
computing, on the other hand, allows the creation of VMs through the presence of a
hypervisor that acts as management software. The main role of the hypervisor is to manage
the communication that exists between CPU, server memory, processing power and VMs.

Decommissioning and provisioning of VMs can also be done using the hypervisor.

45
© University of Pretoria



UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

a ™ ra A e A
Virtual Machine Virtual Machme Virtual Machme
Applications Applications ‘ Applications
Guest OS Guest OS ’ Guest OS
oY / /] /I
HYPERVISOR
SERVER

Figure 3.3 Example of Virtualisation

Figure 3.3 shows an example of virtualisation; the rectangle labelled server is used as a
physical resource that creates a virtual computing environment through the hypervisor. The
hypervisor allows the virtual machines to be provisioned and decommissioned. Each VM is

able to support a guest OS and applications.

Having looked at virtualisation, in the next section, the reader is introduced to a discussion on

how digital forensics can be adopted to cloud computing environment.

3.8 Adoption of Digital Forensics Readiness in the Cloud

This section deals with how digital forensic processes can be adopted in cloud computing
environments. The cloud has not evolved to a degree where it can fully adopt traditional
forensic processes to facilitate the investigation of crimes. This is due to technical challenges
related to the nature of digital evidence, legal aspects and operational challenges (Birk, 2011).
Regarding the technical aspects, there still exist no widely accepted standardised guidelines,
frameworks and process models that can facilitate a digital investigation process in the cloud
environment (Kent et al., 2006). Data from the cloud is often stored in different locations,
which imply that data or potential evidence may be stored in different multi-jurisdictions that
have different rules. In Section 2.9, the researcher highlighted the fact that the legal

requirements might differ from one jurisdiction to the next, i.e. an action may be legal in one
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jurisdiction and illegal in another. This might prove to be a challenge to digital forensic

investigators.

Nevertheless, the growths of the cloud and the increase in data have caused the adoption of
digital forensics in the cloud to continue at a slow pace and this is a big disadvantage to the
forensic community. According to Marangos, Rizomiliotis and Mitrou (2012), this has
happened because of issues like interoperability, conflicting legislation and a lack of
standardisation. The adoption of digital forensics processes is essential for the proper
establishment of capabilities that can help to fast-track investigations in the cloud. However,
this inadaptability results from the fact that cloud computing is a new technique and neither
researchers nor organisations have yet outlined guidelines and recommendations on how to

conduct a DFI in the cloud.

The main aim of enforcing DFR in the cloud environment is to shorten the Digital Forensic
Investigation (DFI) process through the collection of Potential Digital Evidence (PDE).
Based on the concepts mentioned by Tan (2001), it is the researcher’s opinion that the
collection, preservation and presentation of digital evidence from digital sources for purposes
of furthering a reconstruction of events are the most important relevant digital forensic

readiness aspects.

Nevertheless, an environment that is forensically ready minimises the effort needed when
conducting a DFI. Readiness can only be achieved through the collection, validation and
preservation of critical information that is related to crimes as mentioned in the ISO/IEC
27043:2015 international standard, which was earlier discussed in Chapter 2. A forensically
ready CSP should be able to respond to a security incident rapidly by taking the necessary
steps to reduce the effort needed to perform a DFI while at the same time maintaining the
credibility of collected potential evidence (Endicott-Popovsky, Frinke & Taylor, 2007). If a
DFI is conducted in an environment that is not forensically ready, the process could cost an

organisation a fortune and a lot of time.

Having looked at the adoption of digital forensics readiness processes, the next section
the reader is introduced to the collection of digital evidence from the cloud.
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3.9 Digital Forensic Evidence Collection from the Cloud

This section discusses the collection of digital evidence from cloud computing environments.
The contrast between traditional forensics and cloud forensics is that one would need to
create an image before examination in the former and not in the latter. Forensic logs should
be provided by the CSPs to indicate whether digital evidence was compromised or not. This
is because the cloud itself is elastic and different Service Level Agreements (SLAS) exist
between the CSP and the consumer. The SLAs should explicitly highlight the ownership of
data that the CSP is bound to retain during resource provisioning, as this data may end up

being used as potential evidence if a security incident is detected.

Since the cloud is not jurisdictional, there is no guarantee that the data stored in the cloud will
remain within a particular jurisdiction because there is bound to be geographical barriers. It is
upon the SLASs to highlight that potential evidence should be subjected to the law of a given
jurisdiction, based on its constitutional and statutory provisions. Also, the CSPs should
comply with the regulations that allow data that exists as evidence to be provided in a given
jurisdiction, because laws may differ from place to place. According to Dykstra (2013),
searching and seizing electronic evidence from the cloud entails a stage of criminal
prosecution that has to comply with the constitutional provisions. Delport, Kohn and Olivier
highlight the fact that to get evidence linked to an incident, a cloud instance can be isolated.
Based on the above-mentioned propositions, conducting an investigation in the cloud will be
dependent on the collection of evidence to the CSPs’ data centres and availing such evidence

to forensic experts when needed by the law enforcements agencies.

3.10 Conclusion

This chapter introduced the reader to the basic aspects of cloud computing, cloud computing
service models, deployable models and virtualisation. The researcher drew attention to the
important aspects that make the cloud a preferable mode of computing. Because it is
necessary to understand the architecture of the cloud before conducting forensic processes
and methodologies in it, a visual model of the NIST cloud computing architecture with its

characteristics, service models and deployable models was presented in Section 3.3.
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Since the proposals in this research study can easily be adopted by any CSP, the roles of the
CSPs have been also been discussed in Section 3.4. The chapter closed with a discussion on

virtualisation, DFR and its adoption in the cloud.

Having looked at cloud computing, it is essential to know how a botnet operates, its
administration and control, the protocols it uses and its ability to collect digital information.

As a result, the reader is introduced to botnets in the next section.
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Chapter 4: Botnets

4.1 Introduction

The previous chapter introduced the reader to the literature on a cloud model, the
characteristics of the cloud, virtualisation as a component of cloud computing and how digital
forensic readiness (DFR) can be incorporated in the cloud. Based on the information gathered
so far, this chapter now introduces the reader to botnets, which in this research thesis are
presented as forensic agents that are able to collect PDE from the cloud environment in a
non-malicious way and in a DFR approach.

In recent years, botnets have been considered as the biggest threat that exists in network
security. This is mainly because of their topologies that give them the capability to
accomplish various tasks effectively and to survive for long periods within networks. In most
cases, this strength is attributed to the ability of the botnet operator to send commands that
are able to fetch information on machines that are compromised. According to the FBI, the
act of using botnets for adversarial attacks is on the rise, and has caused a number of
organisations and financial institutions to lose millions of dollars (Rodriguez-Gomez, 2011).
In an attempt to maintain the objectives of the botnets, their developers have researched new
ways of hardening the botnet infrastructures and hence, the resilience of compromised

machines is not guaranteed.

In the cloud environment, botnets have become very versatile and they are able to propagate
and collect traffic in distributed mode — after which they can then process the collected data
using distributed rules in cloud technology (Han, Chen, Xu & Liang, 2012). Furthermore, a
large group of machines are owned by botnet operators, which allows them to install

malicious software to launch cloud-based botnets that are able to collect information illegally.

The emergence of botnets can be traced to early 1988 when the Internet Relay Chat (IRC)
was invented (Kalt, 2000). IRC was an application layer protocol that was able to facilitate
communication between parties through the transfer of messages. However, since then
botnets have evolved to be very complicated and effective in camouflaging themselves within
the network. In 1998, NetBUs and Back Orifice emerged as malware tools that could support

a client and server version. Back Orifice allowed a client application that was able to run on
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one machine to monitor and control a machine that was running the server applications
(Symantec, 2007). Other features included locking the machine, restarting the machine,

transferring files and displaying the passwords.

In this research thesis, however, botnets are used as positive forensic agents that are able to
collect digital forensic information from the cloud environment in a non-malicious way to be
used for DFR purposes. The researcher preferred to use botnets because when they are
modified to act in a non-malicious way, they offer the following software agent attributes:
autonomy, interactivity, mobility, intelligence, adaptability and interactivity (Biermann,
2009).

The remainder of the chapter is structured as follows: A definition of a botnet is given in
Section 4.2, followed by the life-cycle of the botnet in Section 4.3. The anatomy of a botnet is
covered in Section 4.4, and Section 4.5 presents a discussion on botnet control and
administration. Section 4.6 discusses the use of botnets, Section 4.7 discusses how a botnet is
considered as an a cloud attack vector and the chapter concludes with Section 4.8.

4.2 Definition of a Botnet

Leder, Werner and Martini (2009) presents a botnet or robot network as a generic term that
describes a set of scripts written to perform predefined functions. Furthermore, the author
highlights that a botnet is depicted as an alliance of computers that are interconnected and
infected with malicious software. The bot itself is derived from “ro-bot”; from this
perspective, bot represents the set of commands that is able to operate as an agent who is able
to extract human activity. It is a group or network of computers that have been infected with a
type of software that allows a so-called botmaster to control the infected systems. A
botmaster is a human who is able to control the bots through the Command and Control
(C&C) server.

Botnets work in the following manner: Bots are usually known to spread themselves across
the internet by searching for unprotected and vulnerable computers. They are subsequently
able to infect these computers via electronic mail, through malicious attachments or visited
pages in a website. After infection, the bot is able to report to the C&C server channel. In this
context, the role of the C&C server is to allow the botmaster to communicate and give
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commands and direct the actions of the botnet.

The botmaster is a malicious actor who operates the bot clients from a remote location where
he/she is able to command a chain of zombie computers. A zombie computer in this context
is a computer that has been compromised by a bot. Botnets have always been attributed to
crime-ware syndicates and they are also considered as the dark side of computing (Kebande
& Venter, 2014). They are able to perform illegal activities ranging from information theft
and spamming, to Distributed Denial of Service (DDoS) (Banday et al., 2009). They perform
these activities through searching for a vulnerable computer for initial infection, after which
the bot is distributed to clients (targets). Finally, they can connect to the botmaster for more

instructions.

4.3 Life-Cycle of a Botnet

A botnet is made up of three key elements: Command and Control (C&C) servers, bots, and
the botmaster. The botmaster sends commands and instructions to bots residing in the targets
and controls the botnet through the C&C server. The main role of a bot is to infect the target
computers without the owners’ knowledge. Figure 4.1 contains a block diagram depicting the

life-cycle of a botnet.

In Figure 4.1, the botmaster infects fresh targets by propagating bots in the box labelled 1
through the C&C server. This may be done through sending a malicious email attachment or
spam, or by sharing malicious files. Once infected, the bot is able to connect back to the C&C
server in the box labelled 2 and the infected computer becomes a zombie under the control of
a botmaster. New updates and instructions are given to the bot through the C&C. Thereafter,
in the part that is labelled 3, bots are able to listen to the C&C server periodically to receive
more instructions from the botmaster. When the bot identifies a new command, it executes it
and the report is sent back to the C&C server while awaiting new instructions (Schiller &
Binkley, 2011).
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Figure 4.1 Life Cycle of a Botnet

Having looked at the lifecycle of botnets, the next section provides a discussion on the

4.4 Anatomy of Botnets

According to the European Network and Information Security Agency (ENISA) the
infrastructure of a botnet involves having a control entity that is either centralised or
distributed (ENISA, 2011). Apart from that, the most crucial part of a botnet is the command
and control infrastructure (C&C). ENISA also highlights the fact that the C&C server serves
as the only way to control bots that are active in the botnet. The anatomy of the botnet shows
how a botnet is structured, its behaviour, trends and how it distributes itself across different

computers. In this context, the anatomy of the botnet can be dissected to display two distinct
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architectures: a centralised and a decentralised C&C architecture. Figure 4.2 shows the

architecture of a centralised botnet, after which each component will be explained below.

4.4.1 Centralised C&C Architecture

A centralised architecture that is used to control the bot clients is displayed by the C&C
server. Nevertheless, according to Gu, Zhang and Lee (2008), in a centralised C&C
architecture, bots are able to establish communication using a C&C server that is controlled
by the botmaster. Furthermore, communication occurs simultaneously with the bots because
of the ability of bots to connect to the C&C server. The architecture of a C&C is a central
server that maintains requests, files and information being routed, and that coordinates all the
instructions being sent from one point to the other. Figure 4.2 shows the architecture of a
centralised botnet which consists of the botmaster, the internet, C&C server and bot clients. It
also illustrates the four stages in a botnet’s life cycle. An explanation of how the architecture

works follows next.

Botmaster

@

Command and control server
Command and control server

bot client

= = -

Il
bot client bot client 3./ —
. bot client

bot client

Figure 4.2 Architecture of a Centralised C&C Architecture

In Step 1, the botmaster is able to command new bot client computers remotely through the
C&C server to spread bot binaries over the internet (see Step 2 of Figure 4.2). A bot in this
context constitutes a malicious code that automatically propagates itself through the bot client

computers. Through the C&C server involved in Step 3, an infection is executed to a new bot
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in Step 4, when bot malware is downloaded by bot clients. Once that is done, the bot clients
become zombie computers under the control of a botmaster. Next, the main binaries of the
bot get fetched via Peer-to-Peer (P2P), Hypertext Transfer Protocol (HTTP) or File Transfer
Protocol (FTP) by the shell code which is then able to install itself to the target client. After
this, the bot clients are able to communicate with the botmaster through the C&C server

which acts as a connection point.

According to Junewon (2011), a C&C server channel will be established by a new bot during
propagation, which enables communication with the botnet. Attack commands are passed via
the C&C channel where the bot will receive and execute them. According to Feily et al.
(2009), connection between the bot and botmaster will be maintained when there is a need for
bot binary updating so that the botnet can receive new instructions and operate in stealth
mode. Any computer on which this programme can be installed becomes a zombie and is

capable of executing the malicious code.

The decentralised C&C architecture is dealt with in the next section.

4.4.2 Decentralised C&C Architecture

According to Wang and Zou (2010), a decentralised architecture has no central C&C server
and all the requests are handled by peers within the network. Furthermore, in decentralised
C&C server architectures the links between the bots enable communication (ENISA, 2011).
In this architecture, it is impossible to extract information that concerns the botnet

distribution, because commands are sent directly to the botnet or to the peer device.

Figure 4.3 shows a decentralised C&C architecture that consists of the botmaster (Step 1),
internet (Step 2), initial command injection (Step 3), and secondary infection (Step 4). The
botmaster is able to inject commands into a single bot client over the internet in Step 3;
he/she then uses the infected bot client as a C&C server to infect another client in a secondary
infection in Step 4.
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Figure 4.3Architecture of a Decentralised C&C Architecture

The bot clients are distributed all over without a central server, which makes them slower,
compared to centralised architectures. On the other hand, command transfer is done from one
bot client to another and the botmaster is able to control a large number of computers by

simply performing a login into a single compromised computer.

Having looked at botnet architectures, the reader is in the next section introduced to how
botnets are controlled and administered.

4.5 Botnet Control and Administration

This section discusses the protocols that are used in administering and controlling botnets. It
mainly introduces ways through which the compromised computers can be administered. The
discussion is based on three protocols: Internet Relay Chat (IRC), HTTP and P2P.

4.5.1Internet Relay Chat (IRC)

IRC came to life in 1989 and it was mainly used to control sessions in chat rooms. According
to Jeff Fisher, the first IRC bot called Eggdrop appeared in 1993 and has since developed into
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very powerful bots (Eggdrop, 1993). A botmaster trains botnets to communicate through
IRC, to attack through a Distributed Denial of Service (DDoS) and spam, and to propagate
through vulnerabilities.

Eggdrop, which is non-malicious in nature, was developed with the Expandable Tool Control
Language (TCL) scripts that utilised C modules. It was also designed to run on Windows,
SunOS, MacOS, Linux and BSD, and it supported five IRC networks, namely DALnet,
EFnet, IRCnet, QuakeNet and Undernet (Eggdrop, 1993). Furthermore, Eggdrop is a
supported IRC bot that has various options for channel management. A study on IRC
networks by Oikarinen and Reed (1993) showed that while an IRC is set up, the client
program is able to connect to an IRC server within an IRC network. The Transmission
Control Protocol (TCP) server port for IRC is identified as port 6667. The added advantage of
using IRC is that orders are received and answered without delay between the zombies and
the botmaster. The disadvantage, however, lies in successfully setting up the IRC to control
the botnet.

4.5.2HTTP

According to Chiang and Lyod (2007), botnets can use Hypertext Transfer Protocol (HTTP)
to communicate with the control servers. At the same time, botnets can trend in traffic when
they mingle inside HTTP traffic; this means that HTTP botnets use HTML to communicate.
Moreover, HTTP is used to host the C&C server where the bots connect through a web server
to receive commands. Controlling a botnet via this method is very effective because the target
computers can be connected through a web interface, which enables sending and receiving of
bot commands. Furthermore, HTTP botnets are hosted on websites that have legally
registered domains or websites that have been hacked. Grizzard et al. (2007) consider as a
drawback of using HTTP over other forms of administration the fact that it depends entirely
on one server, the C&C server, which means that if the server is removed by the service
provider, control of the botnet will be lost. Additionally, if the C&C server address is
changed from random domain names, control of the botnet will be lost too and it can be
brought down. For example, HTTP communications occurs over Transmission Control
Protocol/Internet Protocol (TCP/IP) and the default port is TCP 80. Additionally HTTP uses
Multipurpose Internet Mail Extensions (MIME) constructs. MIME is able to format email

and text character set and non-text attachments like audio, images, video and application
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programs. The MIME constructs used by HTTP have also been defined in RFC 1521.
Furthermore, HTTP uses Uniform Resource Identifiers (URIs) which are used to identify

network data objects.

4.5.3P2P

Considering the HTTP drawback discussed above, Peer-to-Peer (P2P) botnets were
established to be widespread and widely used by their creators. In this case, the botmaster
gets access to a single bot and then uses his/her own system to connect. Thereafter, the
system is able to send and receive commands to and from the target computers, without the
need of centralised distribution. According to Grizzard et al.,(2007), botnets in P2P appear to
be very distinctive because their resilience is based on a P2P network. In fact, P2P protocols
actually emerged in 1999 when the Napster bot was released. Napster allowed its peers to
find and share files over the network with other peers (Grizzard et al., 2007). Furthermore,
P2P bot administration has undergone massive developments including the use of customised
protocols to administer bots. An advantage of using a decentralised P2P is that neutralising
the botnet is not an easy task, due to the absence of a C&C server. Common examples of P2P

networks are Skype, Bit Torrent, LimeWire and Gnutella.

In the next section, the usage of botnets is discussed.

4.6 Usage of Botnets

In this section, the reader is introduced to the different ways in which botnets are used,

namely for purposes of cyber-extortion, traffic sniffing, key-logging, spam and DDoS.

4.6.1 Cyber-Extortion

Cyber-extortion attacks are lucrative practices that adversaries and cyber-extortionists use to
threaten or incapacitate an individual’s system, website or major components of an
information system (Sulkoswki, 2007). It is a crime that comes in many forms and botnets are
often used to threaten organisations and/or government institutions by demanding money to
avert any potential attack. Botnets are set to hijack numerous computers and overwhelm them
by employing sophisticated techniques for purposes of financial gain. Through the C&C
server, the zombie computers are used to launch DDoS attacks on organisational servers by

sending numerous requests. The extortionist would then demand money from organisations to
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stop the attacks and a majority of organisations will end up making this payment because

they find it cheaper than the downtime of their servers.

4.6.2 Traffic Sniffing

Clear text that passes through a system that has been compromised can be watched by bots.
In the case of traffic sniffing, a botnet is designed to act as a packet sniffer to locate critical
and sensitive information in a system, for example personal information or login details like
usernames, passwords, etc. According to Liu, Xiao, Ghaboosi, Deng and Zang (2009),
botnets are able to sniff command data in a victim’s computer — they scan the host for
significant data and listen to keyboard activities, which enables them to retrieve sensitive
information. Once they have filtered meaningful inputs, they are able to report to the
botmaster. Through traffic sniffing, a botnet may also be able to steal details of another

botnet and gather essential information if that particular system has been compromised too.

4.6.3 Key-Logging

Bots use key-logging techniques to capture critical and sensitive information from a victim’s
system. Key-logging is done to bypass secure and encrypted communication channels like
POP3s and the HTTPS. A key-logger can be installed remotely and can be distributed over
different computers without the attacker requiring physical access to the victim’s computer.
Keystrokes are used to detect the user’s input. Baig and Mahmood (2007) state that when a
key in the keyboard is pressed, communication begins through a hardware interrupt, which is
channelled to the system level message and a specific key value. The bot is also able to

compromise thousands of systems running in parallel while collecting sensitive information.

4.6.4 Spam

A botmaster uses a sneaky way to misconfigure the victim’s computer so that he/she might
get access to private information. This is done through emails, advertisements or through
posting malicious codes in websites in the form of free downloads (mostly games). The
adversary is able to compromise many systems in parallel. According to Liu et al. (2009), a
study reported that when SOCKS v4/v5 proxy (TCP/IP RFC 1928) is opened on the
compromised hosts, a number of those machines will be used for nefarious jobs like
spamming. Once infected, a number of bots are configured to enable the TCP/IP SOCKS
proxy when a system is compromised. Usually, SOCKS is enabled to allow numerous
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spamming of other computers. Additionally, a study by Zamil et al., (2010) has revealed that
the recent spread of botnets is attributed to the exchange of large volumes of unsolicited

mails.

4.6.5 Distributed Denial of Service

Distributed Denial of Service (DDoS) is an online attack made by botnets that make services
unavailable by overwhelming the victim’s computer with traffic. According to Specht (2004),
DDoS is a coordinated attack that has the purpose of preventing legitimate users from using
the resources provided by the network through many compromised computers. This attack
normally targets thousands of systems, which makes them lose network connectivity through
bandwidth consumption. Normally a botnet initiates this attack by sending TCP, SYN and
UDP flood attacks to a target victim’s computer. The first experience of known DDoS attacks
was on Yahoo.com in 2002, which resulted in keeping Yahoo off the internet for close to two

hours and the aftermath was a loss in advertising revenue (Kessler, 2000).

4.7 Botnet as Cloud Attack Vector

This section presents a discussion on how botnets are regarded to be attack vectors in the
cloud environment. Botnets have emerged to be very dangerous predefined attack vectors that
are able to easily take down the infrastructure of the CSPs. According to Lin and Lee (2012),
a botnet can easily set up a C&C server in order to steal information from a victim’s machine.
The authors go ahead to illustrate that the cloud environment provides an ideal environment
due to the availability of rich elastic computing resources like storage, bandwidth and

processors that easily supports deployments.

Furthermore, the cloud provides an environment that one is not able to trace. Research by
Jiang, Im and Koo (2012) has also shown that the SaaS is capable of elaborately being
exploited in an unprecedented way by SaaS driven botnets as an attack vector. Consequently,
according to Miao, Potharaju, Yu and & Jain (2015) the cloud has become an attractive target
for attackers to disrupt services, compromise resources and to launch network-based attacks.

Based on the aforementioned discussions, it is evident that botnets are able to support cloud
forensic research by being able to collect digital information that can be used for digital

forensic purposes.

60
© University of Pretoria



UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

4.8 Conclusion

This chapter introduced the reader to the basic aspects of botnets, botnet control and
administration, and the usage of botnets. The literature explained the structure and the
capabilities of botnets over the internet. The chapter also showed the anatomy of botnets and

gave a clear indication of the architecture of botnets.

Now that the reader has been introduced in chapters 2, 3 and 4 to the literature on which this
research study was based, the next chapter discusses the model requirements that have been

employed in this research study.

61
© University of Pretoria



UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

“Normal science does and must continually strive to bring
theory and fact into closer agreement and the successive
transition from one paradigm to another via revolution is
the usual developmental pattern of mature science.”

-Thomas S. Kuhn-

Part Three: Model

Part Three of this thesis specifically discusses the contribution of the research. It deals with
the model proposed in this research and is further divided into three chapters — Chapters 5, 6
and 7. Following the reviews presented in Chapter 2 on the need for DFR, Chapter 5
discusses the model’s requirements towards achieving DFR in the cloud. It explains the
materials and methods used, as well as specific experiments that were conducted in the study.
Chapter 6 presents hypothetical case scenarios that were used to highlight the problem
addressed in this thesis. These scenarios deal with fictitious scenes that provide a background
on how DFR can help mitigate the effort and reduce the cost and time that will be needed by
an organisation to conduct a DFI. The examples used while building the hypothetical case
scenarios were used to introduce the prototype. The latter is discussed in Chapter 8 and aims
to show how DFR can be realised in the cloud environment. Finally, Chapter 7 addresses the
proposed Cloud Forensic Readiness as a Service (CFRaaS) model proposed by the

researcher.

62
© University of Pretoria



UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

(02’&

Chapter 5: Requirements of a Cloud Forensic

Readiness Service Model

5.1 Introduction

The previous chapters presented the literature on Digital Forensics (DF), Digital Forensic
Readiness (DFR), cloud computing and botnets. This has enabled the reader to more easily
understand the focus of the research reported in this thesis. The problem statement addressed
the lack of an easy way of conducting DFR in the cloud without tampering with the
functionality or infrastructure of the existing cloud architectures, or the implementation
thereof. However, the purpose of this chapter is to present the model requirements that are
needed for the cloud to be forensically ready for digital forensic investigations. These
requirements serve as a foundation for establishing DFR capabilities within any organisation.
Furthermore, the requirements identified in this thesis comply with the guidelines that have
been highlighted in ISO/IEC 27043: 2015, the international standard with forensic readiness

investigation capabilities, though not focused on the cloud.

For purposes of internal and external investigation in any organisation that has enforced the
cloud-based infrastructures, any considerations made should be able to proactively allow the
identification of artefacts that will ensure that DFR is achieved. Hence, it is essential for a
DFR model to prescribe forensic requirements to highlight those requirements that will
support the deployment of a forensic agent between the cloud provider and its clients. These
requirements are aimed at assisting and facilitating the performance of forensic activities

since PDE is normally scattered between the providers and the clients.

In this research thesis, the researcher therefore proposes a number of requirements
specifically for the CFR model that will be presented in Chapter 7 of this thesis. The
requirements proposed here are aimed at facilitating the process of collecting PDE that can be
used to support litigation or a hypothesis in a court of law. The researcher believes that the
requirements proposed in this chapter will play a significant role in enhancing the DFR

process in the cloud environment without having to modify the existing cloud architecture.
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The researcher also wishes to present the unique requirements before introducing the actual

model.

This chapter focuses on presenting the CFR model requirements in the best way possible for
them to meet their main functional purpose, namely ease of use, proper interoperability of
functions, proper integration, and communication with stakeholders. Each primary
functioning process of the CFR model has been identified and each required input and output
of the specific CFR model is also represented.

The rest of the sections in this chapter are structured as follows: The need for model
requirements that will achieve DFR in the cloud environment is described in Section 5.2.
Next, the requirements are described in Section 5.3, and a summary of the model
requirements for achieving DFR in the cloud environment appears in Table 5.1. The chapter

is concluded in Section 5.4.

5.2 Need for Model Requirements

Several requirements have been proposed to help in analysing and specifying the CFR model
that is proposed in this research thesis. These requirements must allow a software application
with the modified functionality of a botnet that operates like a forensic agent to be deployed
in a highly scalable environment and perform forensic processes.

From a cyber-criminal’s perspective, using the cloud to conduct digital crimes is more
advantageous because a cyber-criminal can easily go unnoticed — as experienced in all the
hypothetical case scenarios discussed in Chapter 6 of this research thesis. This is because of
the challenging cyber-investigation processes brought about by the inadaptability of DF
techniques in the cloud environment. Cross-cutting jurisdictions, multi-jurisdiction and lack
of a common international law for cross-border cyber-investigation are a challenge too, as is
locating data provenance, owing to the fact that a server may be located in a completely
different territory or jurisdiction. More so, the distribution of datacentres may also act in
favour of the cyber-criminal. In order for the LEAs and the DFIs to launch a DF investigation
process in the cloud, CSPs should be empowered to employ the CFR model. The latter will

make the cloud forensically ready by collecting useful information that can be used for DFI
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purposes. The requirements discussed in this research thesis are aimed at creating a
relationship between the CSPs, DFIs and LEAs.

The main goal of the proposed requirements is to ensure that the CFR model works according
to the specification, which is to “infect” instances in the cloud environment and collect the
necessary forensic information without having to modify existing cloud architectures or
implementations. Additionally, the requirements ensure that functional relationships are
established between the entities of the model. The essence of having functional relationships
is to have a common understanding of the role of each requirement. The rationale for
choosing each requirement is explained in each sub-section where the requirements are
explained in detail. The requirements are considered important because of how they influence
the design of a CFR model.

Having explored the reasons for model requirements, the requirements that are needed in

order to achieve DFR in the cloud are highlighted in the next section.

5.3 Model Requirements for Achieving DFR in the Cloud

The presentation of the requirements for achieving DFR in the cloud environment introduces
a way of supporting the structural properties of the system. It also provides a method of
building a system that comprises of concepts, tools, frameworks and heuristics (Golden,
2003). The requirements are presented based on two distinct approaches: general and

architectural requirements.

5.3.1 General Requirements

Any DF tool must satisfy specific requirements and guidelines in order for it to be considered
as reliable during a scientific process of extracting evidence. When these requirements are
adhered to, the forensic tools used are accepted by the forensic community. The forensic tools
subsequently gain commercial support, which ends up making the collected evidence reliable,
and increasing its chances of admissibility in court. For example, the Scientific Working
Group on Digital Evidence (SWGDE) of USA requires the integrity of digital evidence that is
to be presented for examination to be maintained through hashing (SWGDE, 2006). Also, the
National Institute of Standards and Technology (NIST), through a project supported by
Computer Forensic Tool Testing (CFTT), highlights the need for accuracy and measurability
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as part of the requirements for tools that will ensure that integrity and useful information is
achieved (CFFT, 2007). Consequently, essential characteristics of cloud computing have to
be achieved for a DF tool to be well-suited or to successfully perform its functions in the
cloud environment. For example, according to Dykstra (2012), a DF tool should be able to
satisfy the following essential cloud computing characteristics: on-demand, rapid elasticity,

measured service, resource pooling and scalability.

The researcher examined the factors listed below as general requirements that can satisfy a
CFR model as proposed later in this thesis. The researcher also reviewed literature on the
requirements for DFR (Rowlingson, 2004; Mouton & Venter, 2012; Yaninsac & Manzano,
2001; Kebande & Venter, 2016; Tan, 2001) and ISO/IEC 27043 and 27017 international
standards. Rowlingson (2004) claims that gathering and using digital evidence is a business
requirement for DFR in any organisation. On the same note, Tan (2001) believes that
different technical aspects that relate to logging, timestamping and digital preservation are
requirements for DFR. Also, Hou, Sasaki, Uehara and Yiu (2013) deem integrity and
authenticity to be two fundamentally important aspects of digital preservation that must be
considered in order for digital evidence to be admitted in a court of law. Other examples of
significant literature that has helped to determine the factors for DFR include Carrier and
Spafford (2004) on reconstructing events at digital crime scenes, Dong and Yong-Qing (2012)
on how digital evidence events are analysed, and Khanna et al. (2006) on forensic
characterisation. Security implementation is highlighted by Kuntze and Rudolph (2011) as
well as by Richter, Kuntze and Rudolph (2010), while forensic reporting is emphasised in
ISO/IEC 27043: 2015. Consequently, Schwerha (2004) highlights the constitutional and
statutory provisions with regard to collection digital evidence. Other requirements whose
literatures have not been explored — like non-modification of the functionality of the existing
infrastructure or architecture and obfuscation — are propositions that have been made in this
research thesis. The researcher identified the following general requirements of the CFR
model in this research thesis:

e Organisation requirement
e Digital forensic governance
e Forensic logging capability and management

e Digital preservation
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e Timestamping

e Digital evidence characterisation

e Non-modification of the functionality existing cloud architecture
e Security implementation

e Obfuscation

e Event reconstruction

e Constitution, legal and statutory provisions

e Forensic readiness reporting

These requirements are each discussed in more detail in the sections to follow.

5.3.1.1 Organisation requirement

As an organisation requirement, it is important for any organisation to collect potential
evidence in order to be able to manage business risks. This is only possible through the
collection of appropriate evidence that can be used prior to the occurrence of an incident
(Rowlingson, 2004). Additionally, Yasinsac and Manzano (2002) and Wolfe-Wilson and
Wolfe (2003) believe that computer forensics can be enhanced by the availability of
enterprise policies and that organisations can control DFI by having proper procedures in

place for preserving digital evidence.

5.3.1.2 Digital forensic governance

The CFR model complies with readiness processes that have been highlighted in the ISO/IEC
27043 guidelines for information technology, security techniques, incident investigation
principles and processes. In addition, it complies with the code of practice for information
security controls based on ISO/IEC 27002 for cloud services. While ISO/IEC 27043: 2015 is
not focused on the cloud, ISO/IEC 27017: 2015 gives guidance on the information security
aspects of cloud computing. Some of the guidelines that have been highlighted in the
standards include Planning and Preparation, Scenario Definition, Logging and Monitoring,
Digital Preservation, Incident Detection, Pre-Incident Analysis and Concurrent Processes.
The above-mentioned standards make provision for a wider scope of requirements that
enforce a comprehensive approach towards compliance by the CSPs. This enforcement of
compliance allows the CSPs to have a proper understanding and interpretation of the

requirements before enacting them to the clients.
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5.3.1.3 Forensic Logging Capability and Management

Forensic logging is the processes of capturing or recording data that is being generated by a
device. This may include data that is passing through a particular point in a networked
computer system. Marty (2011) describes logs as the pieces of data in a cloud-based
infrastructure that appear to have great importance. In the context of this research thesis,

logging is defined as

“a mechanism of collecting and capturing data, analysing and

preserving it for digital forensic readiness purposes”.

A number of techniques that prove that forensic logging can be done in the cloud have
already been published (Marty, 2011; Zawoad & Hasan, 2013; Dykstra & Sherman, 2012). In
addition, in the researcher has previously proposed a technique for collecting and digitally
preserving forensic logs for purposes of a DFI (Kebande and Venter, 2014).

Log management should help to facilitate the process of conducting forensic logging in the
cloud environment. More so, log management ensures that proper log records are retained,
logs are centralised in a forensic database, support is given to different log formats, log
integrity is maintained and finally that an audit trail for logs is kept. Since logging has been
employed to collect PDE, a software application acting as a forensic agent is able to harvest
log information from the cloud environments. The Forensic Logs (FI) that are generated can

be defined as follows:

FI={Flqp), Fl¢rr), Flist), Flwname), Flwioy, Flc_usage), FI® Usage)} (5.2)

where Flgpy denotes the forensic log tagged with an Internet Protocol (IP) address, Flep)
denotes the forensic log with a timestamp, Flxsr) denotes the forensic log that denotes a
keystroke, Flwuname) denotes the forensic log with a username, Fluipy denotes the forensic log
with a User-ID, while Flc usage) and FL(r usage) denote the forensic log with CPU usage and
RAM usage respectively. The collected forensic logs should be retained in their original form

since they must satisfy the test of admissibility in a court of law. The integrity of these
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forensic logs should be maintained by the process of digital preservation, which is explained

in the next subsection.

5.3.1.4 Digital Preservation

During a DFI process, preservation of digital evidence plays a crucial role in ensuring that
digital evidence is admissible in a court of law. The objective of including Digital
Preservation (DP) in the CFR model is to make sure that no changes are made to the
forensically logged potential evidence (Endicott-Popovsky, Frincke & Taylor, 2007). The
forensic database stores the blocks of forensically logged (B_fl) data that is collected from the
cloud. The collected data is digitally preserved for purposes of forensic examination and
analysis. Forensic examination and analysis may only commence if a security incident that
needs a DFI has been detected. Digital preservation is presented using the equation given

below:

DP={B_fl,,B_fl,,.B_fl} (5.2)

where B_fl represents a block of forensically collected logs. Firstly, Hash values (HshV) for
B_fl are created after the evidence that is captured, after which the B_fl are transferred to a
storage area. The HshV for each B_fl is represented as follows:

HshV ={Hsh(B_ fl),,Hsh(B_ fl),,...Hsh(B_ fl) } (5.3)

where HshV represents the hash value that is created and Hsh represents the hash for each
B_fl. HshV comes as a result of a hash function or a message digest. A hash function is able
to utilise some mathematical functions and calculations that are able to generate numerical
values based on the originality of the digital evidence that is collected. Therefore, the overall

DP equation can be represented as follows:

DP={HshV}={Hsh (B_fl)1, Hsh(B_fl).......Hsh (B_fl)n } (5.4)
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According to Endicott-Popovsky et al. (2007), hashing is presented as the use of a
mathematical function that aids in the creation of unique fixed strings that come from the
length of a message. The main purpose of hashing is to help maintain evidence integrity by
checking if the forensically logged data has been altered or not during a DFI process.
Menezes, Oorschot and Vanstone (1996) define integrity as a condition in which digital data
has not been altered in a manner that is unauthorised from the time it was created,
transmitted, or stored by an authorised source. This becomes important during the digital
forensic investigation process, because integrity implies that the digital evidence that is

produced in a court of law has remained unaltered throughout the DFI process.

5.3.1.5 Timestamping

A timestamp is used to show the exact time (precise year, month, day, minutes and seconds)
at which an event was recorded by the computer. It is important in the digital investigation
process because DF investigators may need to know the exact moment that a digital event
occurred. Although log files can be used to trace the intruder’s actions, Koen and Olivier
(2008) argue that a timestamp can act as an alternative, where its information can be used as a
simple way of extracting the log of events that transpired. This is because the last actions or
activities that are performed on a file may act as a valuable source of evidence when there is
no any other alternative. The researcher defines a timestamp using the following equation:

Flapy={B_fl;,B_flj+1,..B_flns1},{Hsh(Hshko),Hshkz=Hsh(Hshky)...Hshki=Hsh(Hshki.)
(5.5)

where Flp) denotes the timestamp for the forensic log and tr denotes the timestamp that
depicts year, month and day. Next B_fl; denotes the collected block of forensic data from the
cloud environment. {Hsh(Hshko), Hshko=Hsh(Hshky)......Hshki=Hsh(Hshki.1)} represents
Hshki, which is used as a hash function or a signature while verifying the integrity of
collected PDE as was mentioned in the previous section.

Activities that trigger digital events in the cloud environment may occur at different times
and at different locations as denoted by TP, therefore, when critical information that is related
to digital crimes is collected as PDE, it is crucial to record timestamps. There are different

digital sources in the cloud that are able to record digital events, and environmental factors
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like the variations in time zones are able to clock the location of the incident and other human
factors like clock interference. Moreover, proper recording of appropriate evidence
provenance is required to avoid timestamp ambiguity, which may lead to inconsistency in
timelines. Evidence provenance in this context has been used to show the origin of the digital

files that can be used to aid in extracting the log of events.

The time reference and the format of a timestamp are easily determined by the digital source
or origin and by the existence of some digital event that can be used by a digital forensic

investigator to prove that an event happened at a certain time.

5.3.1.6 Digital Evidence Characterisation

Characterisation of digital evidence is a means of grouping the evidence based on useful file
formats for forensic analysis purposes (Kebande & Venter, 2015). During the analysis phase,
Digital Evidence Characterisation (DEC) increases the chances of incident detection by
isolating evidence that is relevant from evidence that may be non-relevant. For example, a
digital forensic tool may capture unwanted data and while doing sifting; one might lose the
exact artefact that is being investigated. Additionally, digital evidence can be characterised by
measuring how similar two or more events are. According to the researcher, DEC occurs
through clustering of evidence on field names based on occurrence, sources and similarity
(Kebande & Venter, 2015). DEC is represented as follows:

DEC={field_Ni(Fl,), field_Na(Fl),...field_Nn(Fl)} (5.6)

where DEC represent the characterised digital evidence, field_N represents the field name

and FI represents the forensic log.

5.3.1.7 Non-Modification of Existing Cloud Architecture

One important aspect of the CFR model that is presented in this research thesis is the fact that
it does not require the functionalities of the existing cloud architecture to be modified.
Eventually, this saves much cost and time because there is no need for reprogramming the

infrastructure when a software application is used to collect PDE.
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Once the collected PDE has been isolated from the cloud environment, any computation,
manipulation, examination and analysis, DFR processes or other activities are not applied
directly to the retained evidence inside the cloud environment. Since the whole process
happens outside the cloud environment, the CFR model is not constrained by specific cloud
architecture and it is versatile and flexible. Furthermore, because the researcher’s approach of
introducing a CFR model does not require the modification of the existing cloud

infrastructure, we are still able to capture the required digital data within the cloud.

5.3.1.8 Security Implementation

Security as a requirement in the CFR model is implemented at different levels and these
levels are based on how DFR process is executed in the cloud environment. For example, it is
important to protect the Forensic Agent (FA) from external attacks. In this context, external
attacks may be malicious and aimed at disrupting the FA and its functionalities. Based on the
roles of the FA, Funfrocken and Mattern (1999) as well as Wilhen et al. (1999) are of the
opinion that an agent is able to move to a number of hosts that use a specialised software and

are pre-defined in order to malicious infect the hosts so that a specific task can be achieved.

To enforce security levels and to deploy the FA in a trusted cloud environment, strong
encryption and authentication techniques should be enforced by the CSP to ensure
management, authority and maintenance of security keys. Encryption and authentication

methods also provide protection to the FA.

5.3.1.9 Obfuscation

The purpose of obfuscation in this context is to deter surveillance of the FA. It is done for
privacy and security reasons, i.e. to avoid tampering with the FA and preventing an attacker
from disabling or infiltrating the FA. By obfuscating the FA, it is able to run continuously
while capturing PDE. Should the FA be disabled, its purpose of finding evidence would be
defeated.

When a forensic software application is deployed to the cloud environment, it is crucial to
choose a random FA obfuscation vector x° that will be used to create an obfuscated software
application free from detectors. The researcher represents this by using the following

equation:
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FA° = OBX° (5.7)

where FA represents the forensic agent, OB denotes the obfuscation process and x° represents
the obfuscation vector. OB can be evaluated using a modified Jacobian equation (Khorram &
Moosavian, 2015). Nevertheless, according to Li, Xu, Zheng and Xu (2009), application
obfuscation is an application transformation that helps the application to evade detection from

malwares through code transposition. OB can be represented as follows:

O
oB - OFA°
o00OBx (5.8)

Since the equation takes the obfuscation vector x” € FA® ang produces an output with the

(6]
obfuscation vector f(x") OB , the obfuscation matrix for OB can be defined as follows:
(0] (0]
op-| FA FA
00Bx"™1 00Bx°,

(5.9)

This can further be broken down so that each component of the FA is shown based on the

Jacobian matrix as follows:

[ OFA°, OFA°; |
OB 0Bn
=|. (5.10)
OFA°, OFA°,
Erot— 080,

By using the obfuscation vector x°, it is possible to obfuscate OFA° as a forensic agent in the

cloud environment based on 6OBX’_ The signatures of the forensic agent will be hidden from
malwares, virus scanners and detectors in order to avoid detection. Therefore, using x° as the

obfuscation vector, the FA can be obfuscated using the following equation:
FA=[OB+ (x")] (5.11)

Taking the obfuscation vector into account, obfuscation of the software application in the

cloud environment for information gathering FA is represented as follows:
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OB =C[FA+x°] (5.12)

Where C represents the environment (cloud) and Equation 5.12 represents the obfuscated FA.
The technique illustrated in Figure 5.1 shows how an application gets obfuscated and how it
“infects” the virtual instances of computers in the cloud environment towards attaining DFR.
Note that infection, which normally has a cynical implication, is used for good purposes in

this case to capture digital forensic information.

Detectors

Packaging Runtime
Original FA Obfuscated Forensic Agent Obfuscated FA

Detectors

Figure 5.1 High-level View of the Process of Obfuscating a Forensic Agent

The rectangle on the left in Figure 5.1 portrays an application code that undergoes
obfuscation. The original FA shown in that rectangle represents an original software
application whose patterns have not been changed. It is the code that undergoes pattern
changing. Pattern changing is a process that changes the structure of the code without
changing the functionality. Pattern changing is the renaming of the symbols stored in a meta-
data in a nonsensical manner (Kebande & Venter, 2015). This is clear from the packaging
process shown by the arrow pointing to the middle box labelled ‘obfuscated FA'. The
detectors (virus scanners, malwares, Trojans, etc.) are expected to detect the malicious code
pattern of the FA. The obfuscated FA represents a hidden code whose patterns have been
changed. This allows the structure of the FA to change without changing its functionality in
order for the software application to run in stealth mode. The outcome is the process of
obfuscated digital evidence capturing FA within the cloud.
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At runtime, an infecting obfuscated code is generated in the rectangle on the right-hand side.
This is the non-malicious obfuscated FA that will be deployed (as a software application) to

infect virtual instances in the cloud environment after a stealth installation.

5.3.1.10 Event Reconstruction

According to Carrier and Spafford (2004), event reconstruction is used to examine the
evidence and identify why it portrays specific characteristics. Event reconstruction provides a
thorough examination and analysis of all the events by revisiting their characteristics and
determining the sequence of events. This is done by means of checking if the gathered PDE
satisfies admissibility and why that particular evidence must be considered as evidence.
Furthermore, it helps to identify if a causal relationship exists between the events in the

sequence.

Event reconstruction in a CFR model is also presented by Kebande and Venter (2015) as a
process that is able to distinguish events, discover the structure of events and distinguish one
event from the other. This is done by focusing on the relationship that exists between the
events and how the behaviour of events can be predicted. Carrier and Spafford (2004) argue
that event reconstruction is able to question why PDE is treated as an object, why it has some
properties and where those properties originate from. Hence it is the researcher’s opinion that
every reconstructed event should have a cause, and characterisation of the potential events

should help to identify this causality.

As a consequence, event reconstruction in this context is used for purposes of developing a
hypothesis that is used to answer forensic questions about a crime in a court of law. This
hypothesis is built on the digital evidence that is collected by the software application from
the cloud environment. More so, this evidence is perceived as potential evidence that plays a
role in an event where a potential security incident was detected. This is very important,
because a digital forensic investigator must be able to defend the hypothesis by proving or

disproving the existence of the evidence.

One would want to know why the characteristics of PDE are of so much importance while
performing event reconstruction. When digital devices are visited, a trace must always be left

somewhere. Digital data may reside anywhere, and electric signals are easily converted into
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digital data (Carrier & Spafford, 2004). Since digital data possesses many properties, the

characteristics of PDE are used in the identification of data.

Table 5.1 Summary of General Model Requirements for Achieving Digital Forensic Readiness in the
Cloud (Kebande & Venter, 2016)

Requirement Summary
1 Organisation requirement It is a requirement for organisations to collect potential evidence
that can be used for an investigation if an incident is detected.
2 Digital forensic governance | Complies with standardised digital forensic readiness processes
and the code of practices for security in the cloud.
3 | Forensic logging capability | Forensic logs to be used as digital evidence should be collected
and management in a virtualised environment and managed effectively.
It is also important to know how logging is done, what is logged
and when to log.
4 Digital preservation The retained digital evidence should be digitally preserved.
5 Timestamping Each log should have a timestamp in order to prove its integrity.
All events and activities should have timestamp representation.
6 Digital evidence Digital evidence should be grouped in respective file formats for
characterisation possible incident identification.
Activity analysis should be conducted to isolate potential
security incidents.
7 Non-modification of Functionalities of existing cloud architecture are not modified or
existing cloud architecture tampered with and this can only be possible since activities like
computation of evidence and analysis are conducted outside the
cloud environment..
8 Security implementation The software application solution should be protected against
other malicious activities.
The software application should be deployed in a trusted
environment
9 Obfuscation Software applications’ patterns are changed in a nonsensical
manner to deter surveillance.
Obfuscation is enforced for privacy reasons.
10 | Event reconstruction A hypothesis that should prove a fact in a court of law should be
developed based on events.
The structure and occurrence of events should be easily
distinguished.
11 | Constitution and statutory The legal perspective and provisions across diverse jurisdictions
provisions should be known prior to a digital forensic investigation.
12 | Forensic readiness A forensic readiness report should be generated that shows the
reporting interpretation process as a result of digital evidence retention.
5.3.1.11 Constitutional, Legal and Statutory Provisions

The constitutional, statutory provisions and legal requirements on admissibility of digital

evidence vary across different jurisdictions throughout the world. There are numerous
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constitutional and statutory provisions with regard to how digital evidence should be acquired
from CSPs. For example, in the USA, privacy protection of the citizenry to prevent
government intrusion has been highlighted by the Fourth Amendment Thompson (2013).
However, Rule 16 of the USA’s Federal Rules of Criminal Procedure has a provision that
enables a responding party to request data that is in possession by another party. The CSPs

and the cloud clients are considered the responding party in the context of cloud computing.

5.3.1.12  Forensic Readiness Reporting

It is a requirement to have a forensic report that shows possible causality before the
commencement of a DFI. In order to have proper forensic planning and preparation in place
before or during a DFR process, there should be a forensic report that shows descriptions,
steps and activities that are taken towards analysing and examining digital evidence. Forensic
reporting as presented by ISO/IEC 27043: 2015 is a process of interpreting the results
obtained from digital evidence. This involves the roadmap of the readiness process and the
event properties that are interpreted and presented to digital forensic investigators and LEAsS.

5.3.2 Architectural Requirements

The purpose of this section is to propose architectural requirements for realising a CFR model
that allows DFR processes to be achieved effectively in the cloud environment without
necessarily modifying the functionality and/or infrastructure of the existing cloud
architecture. The nine architectural requirements of a CFR system have been divided into two
groups: four Functional Requirements (FRs) and five Non-Functional Requirements (NFRS)
(see Table 5.2). FRs are shown in the upper half of Table 5.2, while NFRs are shown in the
lower half. FRs are next discussed in Section 5.3.2.1 and NFRs in Section 5.3.2.2

respectively.

Table 5.2 Functional and Non-functional Requirements

Functional Requirements Summary

The model should allow standardised DFR
processes to be implemented in the cloud.

The CFR model should allow collaboration and
2 | Collaboration with legal competent bodies interaction with LEA, DF investors and other
investigation bodies.

When potential digital evidence is availed IRP
processes should be able to be conducted.

1| standard implementation of DFR in the cloud

3 | Incident response procedure
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The CFR model should be effective by providing

4 | Efficacy and ease of use an interface for conducting digital investigation in
the cloud.
Non-Functional Requirements Summary
.. The DFR houl let t
1| Scalability e process should be able to accommodate

demands of users and DF processes.
Forensic services or forensic agent solution should

2 | Security be prevented from other malicious attacks.
- Forensic processes should be relatively easy to use
3 | Usability for novices.
The model should enable proper execution of tasks
4 | Flexibility and be able too incorporate other investigative
technologies.
5 | Auditability Once forensic process have been conducted, an

audit of the processes should be conducted.

5.3.2.1 Functional Requirements (FRs)

In this section, the researcher presents a description of the system architectures’ Functional
Requirements, mainly the primary system requirements. According to Pohl (2010), FRs are
statements of services that the system is supposed to provide. When FRs are met, it means
that a system is able to behave as required. Pohl (2010) adds that meeting its FRs means that
a system is able to react when it receives particular inputs in different scenarios. Table 5.2

shows the list of FRs that the architecture deals with.

5.3.2.1.1 Standard Implementation of DFR in the Cloud

A CFR model should allow a standardised DFR process to be implemented in a cloud
environment. Furthermore, the standardised implementation of DFR in the cloud allows
collected evidence to be accepted as admissible evidence. The DFR process proposed in this
thesis complies with the ISO/IEC 27043: 2015. It allows a forensic agent that was initially
considered to be malicious to be used as a software application that is able to collect relevant
PDE. This is a proactive approach that can be used to prepare and plan for potential security
incidents in the cloud environment. The benefit of this process is that it requires no
modification or alteration of, or tampering with the functionalities of the existing cloud
architecture — simply because all DFR activities are conducted outside the cloud.
Nonetheless, the DFR process also adheres to a standard process highlighted in ISO/IEC
27017 and ISO/IEC 27001: 2013 international standards. ISO/IEC 27001 highlights the
specifications and requirements for an Information Technology (IT) security management
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system (ISMS). The standard stipulates that such a system should involve the detailed design
of an intensive security model. Furthermore, it also contains a provision regarding the CSPs’
responsibility to log and analyse activities performed by their employees so that they can
prevent fraudulent activities and unauthorised access (ISO/IEC 27001: 2013).

5.3.2.1.2 Collaborative with Competent Legal Bodies

A CFR model should allow interaction and collaboration with LEAs, DFIs and other
competent investigation bodies within a given jurisdiction. One is able to conduct competent
investigations by maintaining the chain of custody through the collaboration of distributed
DF investigators. The DF legal framework should provide rules that allow the admissibility
of digital evidence if it is lawfully admitted in a court of law during a trial. Although it does
not guarantee full control over the processes and evidence in the cloud, the architecture
should be relevant and have a scope of collaborating with regard to identification of the

digital artefacts.

5.3.2.1.3 Incident Response Procedures

Incident Response Procedures (IRPs) are DF tasks that are associated with competent bodies
and that contain instructions for detection and response to potential security incidents. One
should be able to perform IRPs when digital evidence is available that has been collected
through DFR process. A CFR model should ensure that IRPs are adhered to during the
collection and preservation of digital evidence. This should ensure that the integrity of PDE
remains immaculate during an investigative process so that PDE can be accepted as

admissible in a court of law.

5.3.2.1.4 Effectiveness and Ease of Use

A CFR model should allow effective communication between the different tasks by providing
an interface when preparing the cloud for digital investigation. The model should be found
user friendly and simple whenever users interact with it, and it should help preparing for the

investigation of security incidents and completing it within a shorter time.

79
© University of Pretoria



(02@*

UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

5.3.2.2 Non-Functional Requirements (NFR)

According to Malan and Bredemeyer (2001), Non-Functional Requirements (NFRs) are used
to describe various constraints and qualities of a system in which stakeholders are interested.
This means that NFRs have the capability to affect the stakeholders’ degree of satisfaction,
which eventually implies that the NFRs should be prioritised in any system. As a result, an
investigation by the researcher identified scalability, security, usability, flexibility and
auditability as the NFRs that the CFR model has to meet. A summary of the NFRs also
appears in Table 5.2.

5.3.2.2.1 Scalability

The process of conducting DFR in the cloud should accommodate the demands of users and
DF processes. The CFR architecture should be sound enough to meet the needs of emerging
processes within the shortest time possible. Additionally, the CFR model should be able to
withstand overstraining and tolerate errors. If the system is not able to scale to the business
volume, then obstacles may arise that may hinder the DFR process.

5.3.2.2.2 Security

Security as a requirement ensures that the forensic services are prevented from potential
attacks. It ensures that a forensic agent solution is protected from malicious attacks that might
want to infiltrate it or defeat its purpose. Tampering with digital evidence is one aspect
through which the security of the system might be compromised. If security is not enforced at
all levels, then the contamination, tampering or theft of forensic evidence might be
experienced. Ritcher, Kuntze and Rudolph (2010) believe that for digital evidence to be
admissible in a court of law, the system must be secure and the data within must be authentic

and possess integrity.

5.3.2.2.3 Usability

For any system to be effective, it must be tangible and relatively easy to use. Novices should
be able to easily learn the forensic processes and tasks that are based on this model. The same
should apply to more experienced forensic experts, where the CFR model should allow the
users to gain an understanding of exactly what the intent of the system is. Different

collaborating legal bodies in different jurisdictions should also be able to interact well, as
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well as other casual users. If usability is not enforced properly, the performance objectives

pursued by a user and the forensic tasks that he/she might wish to perform may be hindered.

5.3.2.2.4 Flexibility

Carrier and Spafford (2004) suggest that a framework that needs to support future
technologies should be flexible enough. Hence, a DF process should incorporate the quality
of flexibility. This enables proper execution of DF tasks and helps to incorporate other
investigative technologies at the same time. In addition, flexibility should ensure the ability to

support the system processes by reacting fast to internal and external changes.

5.3.2.2.5 Auditability

One of the CFR model’s requirements that was discussed earlier in this chapter, is the ability
of the system to perform forensic logging. The collected forensic logs are then isolated and
used as PDE. Once the investigation has been closed, one should be able to perform an audit
of the processes conducted by the system — either during or before PDE presentation.
Irrespective of that, auditing may also be conducted by using the reconstructed events as
mentioned in the CFRaaS model that was presented in Chapter 7 of this research thesis.
Therefore, it is a requirement that an audit must be conducted after forensic processes have
been completed.

Having looked at the model requirements that are needed in order for the cloud to achieve

forensic readiness, the chapter is concluded next.

5.4 Conclusion

The chapter introduced the reader to the requirements needed for the achievement of DFR in
the cloud environment: General requirements and architectural requirements. The researcher
described each general requirement and gave a detailed summary in Table 5.1, followed by a
highlight of architectural requirements and a detailed summary in Table 5.2. Table 5.1
summarises the general requirements that are needed by the CFR model to achieve DFR in
the cloud environment when a software application is used as a forensic agent. The first
column shows the respective requirements, while the second column contains a specific
summary of each requirement. Likewise, a detailed explanation of the architectural

requirements presented as functional and non-functional requirements was given too.
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The reader should now have an understanding of the requirements for realising the CFR
model. In the next chapter, the reader is introduced to hypothetical case scenarios that will be
used in the remainder of this research thesis.
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Chapter 6: Hypothetical Case Scenarios

6.1 Introduction

This chapter presents hypothetical case scenarios of digital crimes that are linked to the cloud
environment. The scenarios concern fictitious companies and they have been used to show
the applicability of the CFR model that will be proposed in the subsequent chapters. The first
hypothetical case scenario explores an information and security breach in the cloud
environment and the problems that relate to the acquisition of forensic data. The second
scenario involves using the cloud as a target for conducting digital crimes. The third

hypothetical scenario explores sexual harassment and child pornography in the cloud.

The researcher considers these three hypothetical case scenarios because they portray the
need for DFR techniques and processes. The case scenarios also highlight what would be
needed if the cloud were to be made forensically ready for digital investigations.
Furthermore, the scenarios give guidance to the reader on the required standard investigative
strategies that are needed to identify potential security incidents and intrusions in cloud-based
environments. Because of its prevailing characteristics such as lack of transparency and an
open nature, the cloud can sometimes be (mis)used by cyber-criminals to conduct digital
crimes. Thus, it is important for organisations to enforce DFR as a mitigation strategy and the
researcher proceeds to highlight how DFR can be adopted as a cost-effective approach in any
organisation. Since organisations that lack DFR are unable to collect, digitally preserve,
examine and analyse PDE, such organisations ultimately become unable to uncover important

digital information about security incidents.

Before the solutions aimed at achieving DFR in the cloud are explored, the researcher first
introduces the above three typical investigative hypothetical case scenarios that support and
explain the research presented in this thesis. The case scenarios represent fictitious companies
and show how a lack of incident preparedness can have extremely serious security
consequences. The scenarios are repeatedly referred to throughout the thesis and a full

description of each is given in the next section.

The remainder of the chapter is structured as follows: The hypothetical case scenarios are
presented in Section 6.2 — investigative case scenario I, Il and Il in Section 6.2.1, 6.2.2 and
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6.2.3 respectively. Section 6.3 subsequently discusses observations made on the basis of these

case scenarios. The chapter is concluded in Section 6.4.

6.2 Hypothetical Investigative Case Scenarios

The researcher presents hypothetical investigative case scenarios that assisted him to test for
the requirements and specifications by using experiments p