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Abstract

The importance of exchange rate in an economy can be seen in the various policies implemented
to manage its level and evolution on a daily basis. A large body of literature has analyzed
the impact of exchange rate, or its deviation from certain equilibrium, on economic growth.
The correlation between exchange rate undervaluation and economic growth is among the most
investigated open macroeconomics topics. However, the question is ”does exchange rate un-
dervaluation truly growth enhancing? The purpose of this study is to analyze the impact of
exchange rate misalignment on economic growth for a sample of emerging economies from 1970
to 2014 using a panel smooth transition regression (PSTR) vector error correction model. Be-
sides, we provide a Granger causality test conducted in a non-linear framework. We find that a
rise in misalignment increases significantly output in the short-run when currencies are close to
equilibrium. When they are highly misaligned, the impact on growth is reduced. However, no
significant impact of output on misalignment was found in the short-run. We provide evidence
that misalignment Granger causes output at any given level of misalignment both in the short
and long-run. A weaker Granger causality was found between output and misalignment. This
raises some important implications. Although emerging economies can use undervaluation as a
growth strategy, the benefits are smaller the larger the undervaluation. There is therefore an
incentive to keep exchange rates closer to their equilibrium.
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1 Introduction

The correlation between exchange rate undervaluation and economic growth is among the most

investigated open macroeconomics topics. This has been exacerbated by the large accumulation

of foreign reserves, especially by East-Asian economies, following the 1997 crisis; and their rela-

tionship to global imbalance, financial stability and export competitiveness (Dooley et al., 2003;

Aizenman and Lee, 2007)1. Soon, capital control and exchange rate undervaluation became pow-

erful strategies for growth for China and other emerging economies (Dooley et al., 2003; Aguirre

and Calderón, 2005). Exchange rate does matter. Experience shows that governments use a wide

rage of instruments such as monetary, fiscal, incomes and capital management policies in order

to manage the level and evolution of the real exchange rate (Rapetti, 2013). However, the ques-

tion is ”does exchange rate undervaluation truly growth enhancing?” Before reviewing the different

findings, there is first a need of conceptualizing an equilibrium exchange rate (EER) from which

undervaluation is computed.

There is a lack of consensus in the definition of EER2. However, we borrow from the work of Driver

and Westaway (2005) and differentiate between short, medium and long-run EER. The short-run

EER is the exchange rate at which fundamental determinants are at their actual values after

abstracting from the influence of random shocks. This exchange rate fluctuates following the

economy disequilibrium. The medium-run EER is the exchange rate compatible with the economy

internal and external balances. The former occurs whenever the economy is at the full employment

with low level of inflation and the latter refers to the level of current account that stabilises the

external debt. The last concept, the long-run EER, refers to the exchange rate that corresponds to

the point at which there is no endogenous tendency for the economy to change. Given these different

definitions of EER, two estimation methodologies, besides the purchasing power parity (PPP),

stand out: the fundamental equilibrium exchange rate (FEER) and the behavioural equilibrium

exchange rate (BEER). The FEER of Williamson (1994) relates to the medium-run EER. It

starts by defining the external balance using the equalization of the current account to the capital

1Aizenman and Lee (2007) find a limited support for the mercantilist approach that links the hoarding of reserves
and export competitiveness.

2Driver and Westaway (2005) and Siregar (2011) analyse thoroughly the different concepts of equilibrium exchange
rates.
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account. The FEER hypothesizes that the internal balance will be achieved once the economy

is at the external balance. The BEER of MacDonald (1997) and Clark and MacDonald (1998)

is more than an empirical approach that relies on the estimation a long-run relationship between

some fundamental determinants and a measure of exchange rate, usually the real effective exchange

rate (REER). Once the EER is computed, exchange rate misalignment is obtained as the difference

between the observed exchange rate and the EER3.

There is a large body of literature that analyses the correlation between exchange rate misalignment

and economic growth. One of the early views is based on the ”Washington Consensus”.4 According

to this view, exchange rate is set at a level such that internal and external balances are maintained.

Thus a deviation from this ”equilibrium” in form of overvaluation or undervaluation, which is

viewed as some sort of macroeconomic disequilibrium, will hamper growth (Williamson, 1994;

Berg and Miao, 2010). One of the seminal paper is the work of Rodrik (2008). Using a large

sample of developed and developing countries, Rodrik (2008) analyses the impact of undervaluation

on economic growth between 1950 and 2004. The misalignments are based on the PPP index

approach. He finds that undervaluation significantly boosts growth while overvaluation alters it.

This impact seems to be stronger for developing countries. Rapetti et al. (2012) follow Rodrik’s

(2008) framework and estimate the impact of exchange rate undervaluation on economic growth for

a large sample of countries5. They use different criteria, compared to Rodrik (2008), to differentiate

between developed and developing countries. They find that the positive impact of undervaluation

on growth, although sensitive to the criterion used, is sizable for both very poor and middle-income

countries.

Later, some empirical findings, based on smooth transition regression models, supported the power

of undervaluation in spurring growth. Among others, Béreau et al. (2012) analyse the impact of

exchange rate misalignment on economic growth using a sample of industrialised and emerging

economies between 1980 and 2007. The EER is built following the BEER and using the terms of

3The fundamental can be de-trended, referring to the long-run EER concept, or not, which relates to the medium-
run concept.

4In its original formulation, the Washington Consensus refers to a set of ten policies prescribed by Williamson
as desirable for Latin American countries. Later on, it became a set of economic policies advocated for developing
countries by international financial institutions such as the World Bank and IMF (Williamson, 2004).

5Rapetti et al. (2012) use the same sample than Rodrik (2008).
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trade, the relative productivity and the NFA as determinants. They find, using a PSTR specifica-

tion, that small overvaluations and undervaluations boost economic growth while large overvalua-

tions hinder it. Using a set of emerging and developed countries, Couharde and Sallenave (2013)

investigate the impact of misalignments on economic growth based on a PSTR model. The equi-

librium exchange rates are constructed using the parsimonious model of Alberola et al. (1999) and

cointegration techniques. The results indicate that undervalued currencies spur economic growth

up to a threshold. Beyond that, there is a reversal. The threshold is higher for Asian countries

supporting their use of undervaluation as a strategy to boost growth. Despite these findings, no

analysis, to the best of our knowledge; has attempted to address the issue of cross-sectional de-

pendence. Besides, no attempt in testing granger causality between these variables in a nonlinear

framework has been conducted.

This article analyses the long-run relationship between exchange rates misalignment and economic

growth for a sample of homogeneous emerging economies using a panel smooth transition vector

error correction model (PSTRVEC) from 1970 to 2014. Our index of undervaluation is computed

using the BEER instead of the common PPP-based measures as estimated by Rodrik (2008). Two

reasons justify this choice. First, the PPP-based measures approach is relevant only in the very

long-run (Rogoff, 1996) and does not provide insights of exchange rate adjustments that would be

consistent with world imbalances being unravelled (Berg and Miao, 2010). Our contribution to

the topic is twofold. First, we use both linear and nonlinear cointegration tests and estimate the

error correction model using an estimator that is robust to cross-sectional dependence and does not

suffer from endogeneity, an issue overlooked in most nonlinear articles. Second, we test for granger

causality between misalignment and economic growth in a nonlinear framework. We find that

misalignment and economic growth are nonlinearly cointegrated. the PSTRVEC estimation results

show that a rise in misalignment increases significantly output in the short-run when currencies

are closer to equilibrium. When currencies are highly misaligned, the impact on growth is reduced.

Output reverts slowly back to the long-run equilibrium following a deviation. No significant impact

of output on misalignment was found in the short-run and the latter does not respond to deviation

from equilibrium. We provide evidence that misalignment granger causes output at any given level

of misalignment both in the short and long-run. A weaker granger causality was found between
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output and misalignment in the short-run when currencies are highly misaligned. This raises

some important implications. Although emerging economies can use undervaluation as a growth

strategy, the benefits are smaller the larger the undervaluation. A plausible explanation stems

from the existence of large foreign currency denominated liabilities. This may hinder growth when

currencies are largely undervalued. There is therefore an incentive to keep exchange rates closer to

their equilibrium.

The rest of the paper is organized as follows. Section 2 presents the derivation of equilibrium

exchange rate as in Alberola et al. (1999) and Alberola (2003). We follow the work of Ucar and

Omay (2009); Omay et al. (2014) and explain the econometric framework in section 3. Section

4 focuses on the computation of the equilibrium real effective exchange rate (EREER) and the

misalignment thereof while the empirical results are presented under section 5. Section 6 presents

the conclusion and policy recommendations.

2 Equilibrium exchange rate derivation

Following the work of Alberola et al. (1999) and Alberola (2003); and assuming that there are two

countries in the world. Each country produces one tradable good (subscript t) and one non-tradable

good (subscript nt). The real exchange rate q can be defined as q = e + p∗ − p with e being the

nominal exchange rate expressed per unit of a foreign currency and p∗ and p being respectively the

price level in the foreign and domestic country6. These prices can be decomposed as p = pt + pnt

and p∗ = p∗t + p∗nt where pnt and pt are respectively the price of non-tradables and tradables goods.

The real exchange q can be written as:

q = (e+ p∗t − pt)− [(1− β)(pnt − pt)− (1− β)(p∗nt − p∗t )]; (1)

The expression (e + p∗t − pt) represents the relative price of domestic to foreign tradables while

the remainder is the price of non-tradables relative to tradables across countries. The former

plays the role of excess demand adjustment across sectors in the economy and the latter captures

6All the variables are in log form as in Taylor et al. (2001).
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the competitiveness of the economy and determines the evolution of NFA. Current account (CA)

adjustments are made so that the exchange rate achieves the target of the NFA. The CA is defined

as the sum of the trade balance and the net income of holding foreign assets; and written as:

CA = −αprx; (2)

with prx being the international relative price and the negative sign before the α representing the

trade off between the relative price of goods and the consumption of domestic goods. We express

the relationship between current account and capital account as:

ca = η(F − f) + µ(i− i∗); (3)

with ca being the capital account and F the NFA target. The interest rate differential (i − i∗)

reflects the anticipated depreciation of the real exchange rate. The internal equilibrium is given by:

pri = ρ(dn − d∗n); (4)

with ρ being the speed of adjustment between the demand functions for domestic (dn) and inter-

national (d∗n) non-tradable goods. This leads to the following expression:

dn = −(1− β)tb− θ[(pnt − pt)− (k + z)] (5)

d∗n = −(1− β)tb− θ[(p∗nt − p∗t )− (k∗ + z∗)] (6)

where k and k∗ are variables representing sectoral productivity differential, θ is the elasticity price

demand; and z and z∗ are relative demand shocks in the non-tradable sector. −(1 − β)tb states

that the share of production, expressed in terms of its foreign counterpart of non-tradable, is equal

to the trade balance. The second term of (5) and (6) represents the Balassa-Samuelson effect.

Given that at the steady state pri, prx and f are constants, the equilibrium exchange rate can be

written as:

q̄ = ¯prx+ p̄ri; (7)
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with the external price ¯prx given by (1− β)r∗F + (k−k∗)+(z−z∗)
2 and the internal relative price p̄ri

being r∗F
µ . Therefore, the equilibrium exchange rate can further be written as:

q̃ = (1− β)r∗F + (k−k∗)+(z−z∗)
2 + r∗F

µ . (8)

From this last expression, there are two determinants of exchange rate: the NFA position and the

productivity differential. The exchange rate is expected to appreciate when both variables increase.

The next section develops the econometric framework.

3 Econometric framework

This article uses a panel smooth transition regression (PSTR) model to estimate a long-run re-

lationship between exchange rate misalignment and economic growth. Omay et al. (2014) state

several reasons for choosing a PSTR specification. First, it allows the estimation of nonlinearities

that may exist between variables. Second, it allows for a smooth change between regimes while

models such as the panel transition regression (PTR) and the markov regime switching model allow

for abrupt changes that are only valid once all agents change their behaviour simultaneously in the

same direction. Third, the PSTR model allows different types of nonlinearities and asymmetric

dynamics depending on the type of the transition function. Finally, it allows the choice of the

appropriate switching variable and the type of the transition function. We next provide a brief

review of the nonlinear panel cointegration and causality tests7.

3.1 Nonlinear panel cointegration

We consider the following panel regression model:

yi,t = αi + βixi,t + µi,t for i = 1, ..., N and t = 1, .., T ; (9)

7These estimators were developed in Ucar and Omay (2009); Omay et al. (2014). The following framework is
from Omay et al. (2014). We thank the authors for making the codes available.
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where yi,t and xi,t denote the observable I(1) variables, β = (β1, ..., βm) are parameters to be

estimated; µi,t is the error term. yi,t is a scalar, and xi,t = (x1,t, x2,t, ..., xm,t) is an (m × 1)

vector and finally αi is the fixed effect heterogeneous intercept. We assume that an (n× 1) vector

z′i,t = (yi,t, x
′
i,t) is generated as zi,t = zi,t−1 + εi,t; where εi,t are i.i.d. with mean zero, positive

definite variance-covariance matrix Σ, and E(εi,t)
s <∞ for some s > 4.

If the error term µi,t in regression (9) is stationary, then the vector zi,t is said to be cointegrated,

and µi,t is called the equilibrium error (Engle and Granger, 1987). We assume that µi,t can be

modelled using the following nonlinear model:

µi,t = γiµi,t−1 + ψiµi,t−1F (µi,t; θi) + ξi,t; (10)

where ξi,t is a zero mean error and F (µi,t; θi) is a smooth function of µi,t. By imposing F (µi,t; θi) = 0

or F (µi,t; θi) = γiµ
′
i where µ′i is a vector of level parameters, we obtain conventional linear cointe-

gration equation (Kapetanios et al., 2006a). Following earlier literature on nonlinear cointegration

such as Kapetanios et al. (2006a); Ucar and Omay (2009) and Maki (2010); we assume that the

transition function F (µi,t; θi) is of the exponential form:8

F (µi,t−1; θi) = 1− exp{−θiµ2i,t−1}. (11)

It is assumed that µi,t is a mean zero stochastic process and that θi > 0. The transition function

F (µi,t−1; θi) is bounded between zero and one; and is symmetrically U-shaped around zero. The

parameter θi determines the speed of the transition between the two extreme values of the transition

function F (µi,t−1; θi). The exponential transition function allows for adjustments to the long-

run equilibrium depending on the size of the disequilibrium. Substituting (11) in (10) and re-

parametrising the resultant equation, we obtain the following regression model:

∆µi,t = ψiµi,t−1[1− exp{−θiµ2i,t−1}] + ξi,t, (12)

8As shown by Kapetanios et al. (2003a, 2006a), the second order logistic and exponential functions both give rise
to the same auxiliary regression for testing cointegration.
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If θi > 0, then it determines the speed of mean reversion. If θi ≥ 0, this process may exhibit

unit root or explosive behaviour for small values of µ2i,t−1. However, if the deviations from the

equilibrium are sufficiently large, for large values of µ2i,t−1, it has stable dynamics, and as a result,

is geometrically ergodic provided that ϕi + ψi < 0.9

Imposing ϕi = 0, implying that µi,t follows a unit root process in the middle regime; and further

allowing for possible serial correlation of the error term in (12), we obtain the following regression:

∆µi,t = ψiµi,t−1[1− exp{−θiµ2i,t−1}] +

ρ1∑
j=1

ρijµi,t−jξi,t (13)

The test of cointegration can be based on the specific parameter θi which is zero under the null

hypothesis of no cointegration and positive under the alternative. Direct testing of the null hy-

pothesis is not feasible since ψi is not identified under the null. Following Luukkonen et al. (1988),

one may replace the transition function in (11) with its first order Taylor approximation under the

null resulting in the following auxiliary regression model:

∆µi,t = δiµ
3
i,t−1 +

ρi∑
j=1

µi,t−j + e′i,t; (14)

where ei,t comprises the original shocks ξi,t in equation (13) as well as the error term resulting from

Taylor approximation. Note that we allow for different lag order ρi for each entity in regression

equation (14). The null hypothesis of no cointegration and the alternative can be formulated as:

H0 : δi = 0, for all i (no cointegration);

H1 : δi < 0, for some i (nonlinear cointegration).

In empirical applications, the number of augmentation terms in the auxiliary regression (14) is

chosen using any convenient lag selection method. Following Ucar and Omay (2009), the cointegra-

tion test can be constructed by standardising the average of individual cointegration test statistics

9See Kapetanios et al. (2003a); Ucar and Omay (2009) for ergodicity of such nonlinear processes
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across the whole panel. The cointegration test for the i-th individual is the t-statistic for testing

δi = 0 as in Kapetanios et al. (2003a); Ucar and Omay (2009) in equation (14). It is defined by:

ti,NL =
∆µ′iMtµ

3
i,−1

σ̂i,NL(µ′i,−1Mtµi,−1)
3
2

; (15)

where δ2i,NL is the consistent estimator such that δ2i,NL = ∆µ′iMtµi/(T−1); Mt = IT−τT (τ ′T τT )−1τ ′T

with ∆µt = (∆µi,1, . . . ,∆µi,T )′ and τT = (1, 1, . . . , 1). Furthermore, when the invariance property

and the existence of moments are satisfied, the usual normalization of t̄NL statistic is obtained as

follows:

Z̄NL =

√
N(t̄NL − E(ti,NL))√

var(ti,NL)
; (16)

where t̄NL = N−1
∑N

i=1 ti,NL and V ar(ti,NL) are respectively the expected value and variance of

the ti,NL statistics given in (15).

Cross-sectional dependence is usually encountered in panel data. This may arise due to spatial

correlations, spill-over effects, economic distance, omitted global variables and common unobserved

shocks (see Omay and Kan (2010)). The presence of correlated errors through individuals makes

the classical unit root and cointegration testing procedure invalid in panel data models. Banerjee

et al. (2004) assess the finite sample performance of the available tests and find that all tests

experience severe size distortions when panel members are cointegrated. Some tests, based on the

regression equation including the unobserved and/or observed factors as the additional regressors,

are suggested to overcome this issue. We can note the work of Moon and Perron (2004); Bai and

Ng (2004); Pesaran (2007); Bai et al. (2009); Omay and Kan (2010); Kapetanios et al. (2003b,

2006b). Moreover, Maddala and Wu (1999); Chang (2004); Ucar and Omay (2009) consider the

bootstrap based tests in order to obtain good properties. Therefore, the presence of cross-sectional

dependence needs to be checked before the implementation of the testing procedure. Pesaran (2004)

uses the following testing procedure:

CD =

√
2T

N(N − 1)

(
N−1∑
i=1

N∑
j=i+1

ρ̂ij

)
; (17)

where ρ̂ij is the estimated correlation coefficient between error terms for the individuals i and
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j. The sieve bootstrap method is applied to deal with cross-sectional dependence following the

work of Ucar and Omay (2009). Once cointegration and long run relationship are established,

the panel error correction model can be estimated. We follow Omay et al. (2014) and estimate a

nonlinear panel smooth transition vector error correction (PSTRVEC) model to examine regime

wise interaction between economic growth and exchange rates misalignment. This is justified by

the fact that not only the adjustment to the long-run equilibrium level but also the dynamic

interrelationship between the variables might be nonlinear.

3.2 Specification of PSTRVEC

Following the work of González et al. (2005) and Omay and Kan (2010), we consider the following

PSTRVEC model10:

∆gdpi,t = µ1 + β1eci,t−1 +

pi∑
j=1

θ1j∆gdpi,t−j +

qi∑
j=1

ϑ1j∆misali,t−j

+G(si,t−1; γ, c)

β̃1eci,t−1 +

pi∑
j=1

θ̃1j∆gdpi,t−j +

qi∑
j=1

ϑ̃1j∆misali,t−j

+ ξ1it,

∆misali,t = µ2 + β2eci,t−1 +

pi∑
j=1

θ2j∆gdpi,t−j +

qi∑
j=1

ϑ2j∆misali,t−j

+G(si,t−1; γ, c)

β̃2eci,t−1 +

pi∑
j=1

θ̃2j∆gdpi,t−j +

qi∑
j=1

ϑ̃2j∆misali,t−j

+ ξ2it

(18)

for i = 1, . . . , N and t = 1, . . . , T ; where N and T denote the cross-section and time dimensions

of the panel respectively. gdpi,t denotes the gross domestic product per capita, misali,t denotes

the exchange rate misalignment, µi represents the individual fixed effects, eci,t−1 is the lagged

estimated error correction from regression (9) and ξit is the error term that is assumed to be a

martingale difference with respect to the history of the vector zi,t = (gdpi,t,misali,t)
′ up to time t-

1 ; that is E[ξit|zi,t−1, zi,t−2, . . . , zi,t−p, . . . ] = 0, and that the conditional variance of the error

term is constant, i.e, E[ξ2it|zi,t−1, zi,t−2, . . . , zi,t−p, . . . ] = σ2. We allow here for contemporaneous

correlation across the errors of the N equations (i.e., cov(ξlit, ξljt) 6= 0 for l = 1, 2 and i 6= j).

10Another alternative method is the Bayesian regime-switching cointegration of Jochmann and Koop (2015).
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We consider the following logistic transition function for the time series STAR models as in González

et al. (2005) and Omay and Kan (2010):

G(si,t−1; γ, c) =

[
1 + exp{−γ

m∏
j=1

(si,t−1 − cj)}
]−1

with γ > 0 and cm ≥ . . . ≥ c1 ≥ c0; (19)

where c = (c1, . . . , cm)′ is an m-dimensional vector of location parameters and the slope parameter

γ denotes the smoothness of the transition between the regimes. If m = 1, we have a first-order

logistic transition function and the extreme regimes correspond to low and high values of sit, so

that the coefficients in equation (18) change smoothly from βj , θj and ϑj to βj + β̃j , θj + θ̃j and

ϑj + ϑ̃j , respectively as si,t increases. When γ → ∞, the transition function G(si,t; γ, c) becomes

an indicator function I[A], which takes a value of 1 when event A occurs and 0 otherwise. The

PSTR model reduces to the two regime of Hansen (1999b).

For m = 2, G(si,t; γ, c) takes a value of 1 for both low and high si,t, minimizing at c1+c2
2 . In that

case, if γ →∞, the PSTR model reduces into a panel three-regime threshold regression model. If

γ → 0, the transition function will reduce into a constant and the PSTR model will collapse to a

linear panel regression model for any value of m.

Following González et al. (2005), Omay and Kan (2010) and Omay et al. (2014); the specification

procedure to estimate a PSTR consists of the following steps:

1. Specify an appropriate linear panel model for the data under investigation.

2. Test the null hypothesis of linearity against the alternative of smooth transition type nonlin-

earity. If linearity is rejected, select the appropriate transition variable si,t and the form of

the transition function.

3. Estimate the parameters in the selected PSTRVEC model.

There are nuisance parameters only identified under the null which render linearity tests and

inference difficult (Hansen, 1999a,b; Omay et al., 2014). The null hypothesis of linearity can be

expressed in different ways. Besides the equality of the parameters in the two regimes that can

be specified as H0 : βj = β̃j and θj = θ̃j , a specification such as H ′0 : γ = 0 also gives rise to a
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linear model (Omay et al., 2014). To overcome this problem, Luukkonen et al. (1988) recommend

replacing the transition function G(si,t; γ, c) with an appropriate Taylor approximation. A kth

order Taylor approximation for the first-order logistic transition function around γ = 0 results in

the following auxiliary regression:

∆zi,t = λi + π′0eci,t−1 +

pi∑
j=1

ψoj∆zi,t−j +

k∑
h=1

π̃′hs
h
i,teci,t−1 +

k∑
h=1

pi∑
j=1

ψ̃hjs
h
i,t∆zi,t−j + ei,t; (20)

where zi,t = (gdpi,t,misali,t)
′ and λ, π′, ϑ, π̃, and ϑ̃ are functions of µi, β, θj , ϑj , β̃, θ̃j , ϑ̃j , γ, and ci;

and ei,t comprises the original disturbance terms ξit as well as the error term arising from the

Taylor approximation. Testing H0 : γ = 0 in (18) is equivalent to testing the null hypothesis

H0 : ω1 = ω2 = ω3 where ωi ≡ (π̃i, ψ̃i) in (20). This test can be done by an LM -type test that

approximates a F -distribution and defined as:

LM =
(SSR0 − SSR1)/kp

SSR0/(TN −N − k(p+ 1))
∼ F (kp, TN −N − k(p+ 1)); (21)

Besides, Colletaz et al. (2006) propose a pseudo-LRT statistic defined as:

LRT = −2[log(SSR1)− log(SSR0)];

where SSR0 and SSR1 are the sum of squared residuals under the null and alternative hypotheses

respectively. The LM -statistic can be computed for several candidates in order to choose for an

appropriate threshold variable si,t, and the one for which the p-value of the test statistic is the

smallest can be selected.

The next step in the specification of a PSTR model is to choose between m = 1 and m = 2.

Teräsvirta (1994) recommends using a decision rule based on a sequence of tests in equation (20).

This test sequence is as follows. Using the auxiliary regression (20) with k = 3, test the null

hypothesis H0 : ω1 = ω2 = ω3 = 0. If it is rejected, test H∗03 : ω3 = 0, then H∗02 : ω2 = 0|ω3 = 0 and

H∗01 : ω1 = 0|ω1 = ω3 = 0. These hypotheses are tested by ordinary F -tests denoted as F3, F2 and

F1 respectively. If the p-value corresponding to F2 is the smallest, then the exponential function

should be selected while in all other cases, a first order logistic function should be preferred.
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3.3 Estimation of the PSTRVEC and regime wise granger causality

Once the transition variable and form of the transition function are selected, the PSTRVEC model

can be estimated using a conventional nonlinear least squares estimator. A choice of initial values

are needed in order to disburden the optimization algorithm. These values of γ and c are those that

minimize the panel sum of squared residuals following a two-dimensional grid search procedure. For

fixed values of the parameters in the transition function, γ and c, the PSTRVEC model is linear in

parameters µi, β, θj , ϑj , β̃, θ̃j , ϑ̃j ; and therefore can be estimated using least squares.

The problem of cross-sectional dependence is usually encountered while using panel data. In equa-

tion (18), we have allowed for contemporaneous correlation across the errors of the equations in

the system (i.e., cov(ξlit, ξljt) 6= 0 for l = 1, 2 and i 6= j). As our sample comprises only emerging

economies, we are likely to have strong serial correlation between panels. To resolve the cross-

sectional dependence issue, we follow Omay et al. (2014) and solve the growth and misalignment

equations for all sample countries simultaneously using nonlinear Generalized Least Squares (GLS)

estimator iteratively. By the same token, we remedy the problem of endogeneity bias.

The granger causality test can be conducted separately for each regime as in Li (2006) and Omay

et al. (2014). Let a transition variable such as the growth rate of misalignment and a first or-

der logistic transition function being selected, the null hypotheses of no granger causality can be

formulated for low growth and high growth as follows:
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Table 1: Tests of granger causality
Misalignment does not granger cause output growth rate in low growth period
(i.e. when misalignment growth is less than some threshold value) in the short-
run

H0 : ϑ1 = 0

Misalignment does not granger cause output growth rate in low growth period
(i.e. when misalignment growth is less than some threshold value) in the long-
run

H0 : β1 = 0 and/or H0 : β1 = ϑ1 = 0

Misalignment does not granger cause output growth rate in high growth period
(i.e. when misalignment growth is greater than some threshold value) in the
short-run

H0 : ϑ1 = ϑ̃1 = 0

Misalignment does not granger cause output growth rate in high growth period
(i.e. when misalignment growth is greater than some threshold value) in the
long-run

H0 : β1 = β̃1 = 0 and/or H0 : β1 = β̃1 = ϑ1 = ϑ̃1 = 0

Output growth does not granger cause misalignment in low growth period (i.e.
when misalignment growth is less than some threshold) in the short-run

H0 : θ2 = 0

Output growth does not granger cause misalignment in low growth period (i.e.
when misalignment growth is less than some threshold) in the long run

H0 : β2 = 0 and/or H0 : β2 = θ2 = 0

Output growth does not granger cause misalignment in high growth period (i.e.
when misalignment growth is greater than some threshold) in the short-run

H0 : θ2 = θ̃2 = 0

Output growth does not granger cause misalignment in high growth period (i.e.
when misalignment growth is greater than some threshold) in the long-run

H0 : β2 = β̃2 = 0 and/or H0 : β2 = β̃2 = θ2 = θ̃2 = 0

Source: Authors’ adaptation of Omay et al. (2014).

4 Computation of equilibrium exchange rate and misalignment

We start by computing the EREER and the misalignment index thereof for our sample of 14

emerging economies using annual data from 1970 to 2014. The sample comprises Argentina, Brazil,

China, Egypt, India, Indonesia, Malaysia, Mexico, Morocco, Pakistan, Philippines, South Africa,

Thailand and Turkey. These countries were chosen based on the Standard & Poor Dow Jones

country classification11. We use the parsimonious model of Alberola et al. (1999) and Alberola

(2003); and estimate the long-run relationship between REER, relative productivity (RPROD)

and the NFA which are the two fundamentals. The REER is computed as a weighted average of

bilateral exchange rate against the top 10 trading partners based on the following expression:

REERit =
CPIitSit∏N

j 6=i(CPIjtSjt)
wij

; (22)

11Due to data availability Czech Republic, Chile, Colombia, Poland, Taiwan, Peru, Russia and the United Arab
Emirates were not included.
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where N is the number of countries, Sjt(respectively Sit) is currency J (respectively i)’s bi-

lateral exchange rate defined as the price of domestic currency in terms of foreign currency.

CPIjt(respectively CPIit) is country j (respectively i)’s consumer price index (CPI). wij , which

measures the importance of country j into country i trade, are trade weights. They are computed

as the sum of exports and imports of country j with country i over the global volume of imports and

exports of country i for the period under study. These weights are given by the below expression:

wij =
(X +M)ij
(X +M)i

; (23)

where Xi and Mi represent respectively the exports and imports of country i. Our proxy of RPROD

is computed following Alberola et al. (1999); Couharde and Sallenave (2013) and is given by the

expression:

RPRODit =
CPIitPPIit∏N

j 6=i(CPIjtPPIjt)
wij

; (24)

where PPIjt(respectively PPIit) is country j (respectively i)’s producer price index (PPI), wij are

the same weights from (23) and CPI is defined as above. Bénassy-Quéré et al. (2009) explains

that CPI contains more non-tradable goods than PPI which does not include services, making this

ratio an acceptable proxy for tradable goods prices. All the variables used in this point are from

the World Bank development indicators except the NFA data which are from the updated and

extended version of the External Wealth of Nations Mark II12.

The long-run relationship is estimated using the Mean Group Autoregressive distributed lag (ARDL)

of Pesaran and Smith (1995) up to three lags. All the variables are in log form except the NFA

which is in percentage of GDP. The results are provided under table 2. As predicted by Alberola

et al. (1999), a NFA’ increase tends to appreciate significantly the exchange rate. However, RPROD

is not correctly signed as it predicts a significant exchange rate depreciation following an increase.

Discussing the sign on RPROD is not the focus of this article. However, Schnatz et al. (2003);

Kamar and Ben Naceur (2007) state that its impact cannot be determined a priori, especially when

this ratio does not measure correctly tradable prices. The speed of adjustment is negative and

12China’s CPI was proxied by the GDP deflator. Various missing observations on the PPI were filled using
inflation rates from the GDP deflator. The NFA are updated from 2011 using the current account balance growth
rate computed using data from the World Bank Development Indicators.
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significant although higher under the ARDL with 2 and 3 lags, predicting around 90% of correction

per annum.

Table 2: Long run estimates of REER

Variables ARDL-1 ARDL-2 ARDL-3

Estimate Estimate Estimate

RPROD 0.687∗ 0.925∗∗∗ 0.984∗∗∗

NFA −0.0125∗∗ −0.00582∗∗∗ −0.0101∗∗

Speed of adj. −0.150∗∗∗ −0.879∗∗∗ −0.898∗∗∗

All tests based on MG. ∗,∗∗ ,∗∗∗ correspond to a significance at 10%, 5% and 1%.

We next compute the EREER and misalignment using the ARDL-2 as both variables are highly

significant under this specification. Following Kamar and Ben Naceur (2007), the fundamentals are

first decomposed into permanent F̃ and cyclical (F − F̃ ) components using the Hodrick-Prescott

(HP) filter. Then the EREER is given by logẽt = ᾱ + β̂
′
tF̃t; where β̂′ are the coefficients from the

long-run regression and ᾱ represents the specificity of each country but only when significant. The

index of misalignment is constructed using the Elbadawi et al. (2009) approach as expressed by the

following equations:

et = β̂′Ft + εt;

ẽt = ē+ β̂′(F̃t − ¯̃Ft);

Misalt = et − ẽt;

where the bar over a variable represents the mean for that variable, β represents the long-run

estimates and intercepts if significant; and ẽt is the EREER. The intuition behind the Elbadawi

et al. (2009) approach is to normalize the EREER so that misalignment index is set to zero and

no currency can be overvalued or undervalued for the whole period under study. Graph 1 in the

appendix presents the misalignment computed. We can note that most countries have managed

to reduce their misalignment post 2000. Since the 2007 financial crisis, many of those countries

are maintaining undervalued currencies with few exceptions such as Brazil and Turkey. The next

section presents the empirical results.
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5 Empirical results

Before estimating the relationship between exchange rate misalignment and economic growth, we

test for the presence of unit root in these variables. The real gross domestic product per capita

(GDP) was obtained from the World Bank development indicators. The unit root tests are based

on the linear IPS test of Im et al. (2003) and the nonlinear UO test of Ucar and Omay (2009). The

results are provided in table 3.

Table 3: Linear and nonlinear panel unit roots

Variables IPS test UO test

Intercept Intercept & trend Intercept Intercept & trend

W -stat t-stat W -stat t-stat W -stat t-stat W -stat t-stat

Gdp 5.478 −0.312 1.970 −1.819 5.635 −0.348 1.959∗ −1.763∗

misal 0.278 −1.471 0.251 −2.157 −0.363 −1.712 −1.177∗∗∗ −2.395∗∗∗

∗∗,∗∗ ,∗ denote rejection of the null of unit root at 1%, 5% and 10% levels using bootstrap p-values

Maximum of 12 lags used.

The results of the linear and the nonlinear tests with intercept suggest that both our variables

contain a unit root. However, according to the nonlinear test with intercept and trend, the variables

seem trend stationary. Omay et al. (2014) stress that conventional linear tests may have low power

and size properties against nonlinear processes. Besides, the plot of our misalignment index does not

indicate the presence of a trend. We therefore treat all variables as I(1) and test for cointegration.

Before, we estimate panel models with fixed effects. The results are presented below with the

t-statistics in parentheses.

gdpi,t = 0.118
(7.36)

misali,t

misali,t = 0.687
(7.36)

gdpi,t

In both regressions, misalignment and output are positive and significant. We extract the residuals

in order to test for linear and nonlinear cointegration. We first perform the Pesaran (2004) cross-

sectional dependence (CD) test on the residuals and find, with a test statistic of 42.85 and a
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p-value of 0.00, the presence of cross-sectional dependence. Given this result, we use the bootstrap

technique in order to compute the p-values of the cointegration tests. The linear test is based on

the Pedroni (1999) cointegration test and the nonlinear test is based on equation (16). Table 4

provides the different results.

Table 4: Linear and nonlinear cointegration tests

Model Linear test Nonlinear test

W -stat t-stat W -stat t-stat

ûi,t = Gdpi,t −Xi,tβ 1.759 −1.141 0.885∗∗ −1.429∗∗

ûi,t = Misali,t −Xi,tβ −1.029∗∗ −1.762∗∗ −0.943∗∗ −1.844∗∗

∗∗, denote significance at 5% respectively using bootstrapped p-values.

4 maximum lags used with 800 bootstrap replications.

The linear test rejects the null of no cointegration only under model 2. However, for the nonlinear

test, our index of misalignment and output are cointegrated. As this cointegrating relationship

may be nonlinear, we proceed in estimating a nonlinear panel model.

The first step is to estimate a linear panel vector error-correction model (PVEC) and conduct a

test of linearity. The PVEC model provides the following results:

∆gdpi,t = µ1 − 0.005
(−1.45)

eci,t−1 + 0.209
(5.14)

∆gdpi,t−1 + 0.003
(1.70)

∆misali,t−1

∆misali,t = µ2 + 0.317
(3.73)

eci,t−1 − 0.037
(−0.91)

misali,t−1 − 2.362
(−2.57)

∆gdpi,t−1

The error correction term is negative but not significant in the output equation while it is signif-

icant but positive in the misalignment equation. Looking at the growth equation, an increase in

undervaluation has a significant positive impact on growth in the short-run. In the misalignment

equation, an increase in growth tends to reduce undervaluation in the short-run. The next step

is to test the linear PVEC model for linearity. This is conducted separately for both equations.

We use the misalignment growth, output growth and the error-correction as transition variables.

If misalignment growth is selected as the appropriate transition variable, then nonlinearities be-

tween output growth and misalignment are explained by the rate of change of misalignment. If

output growth is selected then nonlinearities are explained by business cycle phases. If it is the
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error correction term, then deviations from equilibrium are responsible for the nonlinearities. The

appropriate transition variable is selected as the one that strongly reject linearity. Table 5 presents

the results.

Table 5: Linearity tests

Transition variables

Model ∆misali,t−2 ∆gdpi,t−2 ecti,t−2

F-test F-test F-test

Gdp 2.882∗∗ 2.636∗∗ 1.354

Misal. 22.035∗∗∗ 8.306∗∗∗ 21.685∗∗∗

Test of linearity against a PSTR specification. ∗∗∗,∗∗ denote significance at 1% and 5%.

We can note that the null hypothesis of linearity is rejected when misalignment and output growth

are used as the transition variables. However, when the error correction term is used as the transi-

tion variable, linearity is rejected only under the misalignment equation. The strongest rejection is

obtained when misalignments growth are used as the candidate transition variable. We therefore

select it as the appropriate transition variable and proceed in the determination of the form of the

transition function. The different F-tests based on equation (20) are provided in table 6. Let recall

that the test selects m = 2 when F2 records the strongest rejection of the null and m = 1 for other

alternatives.

Table 6: Choice of transition

F1 F2 F3

F-test F-test F-test

Gdp 2.882∗∗ 1.897 1.952

Misal. 22.035∗∗∗ 16.55∗∗ 24.253∗∗∗

∗∗∗,∗∗ ,∗ denote significance at 1% and 5% and 10%.

From the results, the strongest rejection occurs for F1 for the output regression and for F3 for the

misalignments regression. We therefore conclude that the logistic transition function is the appro-
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priate function and we have m = 1, leading to one threshold and two regimes. We next estimate the

PSTRVEC model using the nonlinear GLS iteratively in order to solve for possible cross-sectional

dependence, providing the maximum likelihood estimates. To speed up the estimation process,

good starting values for the slope of the transition function (γ) and the threshold (c) are obtained

using a grid-search procedure. The results are as follows:

∆gdpi,t = µ1 − 0.061
(−3.594)

eci,t−1 + 0.242
(3.371)

∆gdpi,t−1 + 0.020
(5.520)

∆misali,t−1

+

[
0.059
(2.884)

eci,t−1 + 0.226
(2.326)

∆gdpi,t−1 − 0.015
(−2.992)

∆misali,t−1

]
·G(si,t−1; γ, c),

∆misali,t = µ2 + 0.110
(1.122)

eci,t−1 + 0.715
(1.122)

∆gdpi,t−1 + 0.295
(1.684)

∆misali,t−1

+

[
− 0.091

(−0.870)
eci,t−1 − 0.461

(−0.666)
∆gdpi,t−1 + 0.063

(0.263)
∆misali,t−1

]
·G(si,t−1; γ, c)

G(∆misali,t−1; γ, c) =

(
1 + exp

(
−5.941
−1.852

(
∆misali,t−1 + 0.102

(−1.766)

)))−1

The speed of transition γ is low and significant, indicating a smooth transition between extreme

regimes. The threshold value c is estimated at −10.2%. Regime I occurs whenever the growth rates

of misalignment are lower than the threshold while regime II corresponds to higher growth rates.

Given our index of misalignment and the sign on the threshold, regime I corresponds to a reduction

of misalignment. In that sense, under regime I, the REER tends to revert back to the equilibrium.

By the same token, under regime II, the REER is far away from the equilibrium, denoting increase

level of misalignment. Looking at our estimates from the PSTRVEC and focusing first on the

growth equation, the speed of adjustment is negative and significant under regime I. This implies

that output reverts to long-run equilibrium after a deviation. The magnitude is however smaller,

indicating only a 6% correction per annum. The coefficient of the lagged misalignment is positive

and strongly significant. This implies that a 1% rise in misalignment increases growth by 0.02%

in the short-run when there is a decrease in misalignment. For regime II, the speed of adjustment
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becomes −0.00213. This implies a slower reversion of output to long-run equilibrium whenever

exchange rates are highly misaligned. For the estimate on misalignment, the impact on growth is

smaller but significant as a rise increases output by only 0.005% in the short-run. This predicts a

decline in the effect of undervaluation on growth in regime of high misalignment.

We now focus on the misalignment equation. The speed of adjustment is positive but not significant,

implying that misalignment does not respond to deviation from long-run equilibrium in regime I.

The estimate on output is positive but not significant. Thus, a rise in output does not increase

misalignment under regime I. The speed of adjustment remains positive (0.19) and not significant

under regime II. Again, there is no adjustment to deviation from long-run equilibrium. Although

positive (0.715−0.461 = 0.254), the estimate on output still remains insignificant. A rise in output

does not increase misalignment under regime II.

We now analyse the regime-wise granger causality results. As in Omay et al. (2014), the test is

conducted by analysing the lagged explanatory variable for the short-run and by analysing the speed

of adjustment for the long-run causality. The joint significance test of the error correction term and

lagged explanatory variables is performed for the stronger form of granger causality. The various

tests are conducted for regime I, G(∆misali,t−1; γ, c) = 0, and for regime II, G(∆misali,t−1; γ, c) =

1, separately. Table 7 summarizes the different results.

13As −0.061 + 0.059 = −0.002.
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Table 7: Regime-wise causality tests

Dependent variable

Source of causation ∆GDP ∆Misal.

low growth regime high growth regime low growth regime high growth regime

Short-run

∆Misal. 30.47∗∗∗ 54.13∗∗∗

∆GDP 1.26 4.72∗

Long-run

ECT 12.92∗∗∗ 16.29∗∗∗ 1.25 8.86∗∗

Joint test (short and long-run)

ECT/∆Misal 45.55∗∗∗ 105.81∗∗∗

ECT/∆GDP 4.72∗ 31.63∗∗

∗∗∗,∗∗ ,∗ denote significance at 1% and 5% and 10%.

The results of the short-run granger causality test imply that exchange rate misalignment granger

causes output growth both in low and high growth regimes. The test is highly significant at 1%.

However, there is a statistical weak evidence of output granger causing misalignment in high growth

regime. The null hypothesis of output not granger causing misalignment is rejected only at 10%.

Looking at the long-run results, we can note that our misalignment index granger causes output in

both regimes. The null hypothesis is strongly rejected in both cases. On the other hand, output

granger causes misalignment in the long-run only under regime II which corresponds to periods of

large misalignment. The joint test which is a combination of the short and long-run tests suggest

that misalignment significantly granger causes output in both regimes. We can therefore state that

the primary effect of misalignment on growth are from the short-run effects. The joint test also

indicates that output granger causes misalignment. Under regime I the evidence is statistically

weak while it becomes fairly stronger under regime II stemming from the weak short-run causality.

How these results are related to the literature? Although the literature has not dealt with error

correction model in a nonlinear framework, there are similarities. Indeed, Béreau et al. (2012)

among others, find that small currencies overvaluations and undervaluations tend to boost growth.

However, our findings show that the benefit tends to be smaller the larger the undervaluation. A

plausible explanation stems from the existence of large foreign currency denominated liabilities.
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This may hinder growth when currencies are largely undervalued. Thus, exchange rates closer to

equilibrium, as found in this article, will have a significant positive impact on economic growth.

These results provide an incentive for countries to keep their exchange rates closer to equilibrium.

6 Conclusion and policy recommendations

The importance of exchange rate in an economy can be seen in the various policies implemented

to manage its level and evolution on a daily basis. A large body of literature has analysed the

impact of exchange rate, or its deviation from a certain equilibrium, on economic growth. We have

just done that in this article for a sample of emerging economies using a panel smooth transition

regression vector error correction model (PSTRVEC). This allows us to model the short and long-

run impact of misalignment on growth in a nonlinear framework. We go a step further and provide

a granger causality test. The misalignment index is constructed using the parsimonious model

of Alberola et al. (1999) and Alberola (2003). We find that a PSTRVEC with two extreme regimes

corresponding to periods of low and high misalignment better explains the model. An increase

in misalignment significantly spurs output in the short-run when exchange rates are closer to

equilibrium. However, when exchange rate misalignment is increasing, the impact on growth tends

to become smaller. Besides, output reverts back to equilibrium faster when currencies are less

misaligned. We find no significant increase in misalignment following a rise in output in the short-

run. There is also no tendency for misalignment to revert back to equilibrium following a deviation.

The granger causality test was conducted separately for both extreme regimes. We find that,

both in the short and long-run, misalignment significantly granger causes output in both regimes.

However, output granger causes misalignment both in the short and long-run only when currencies

are highly misaligned, although the evidence is weak for the former. Some policy implications can

be drawn from the findings. The article provides evidence that undervaluation spurs growth both

in the short and long-run. This explains the undervaluation strategy pursued by most East-Asian

economies. However, we caution against increase level of misalignment. Indeed, when currencies

are highly undervalued, the impact on growth is smaller. A plausible explanation is the existence

of large foreign currency denominated liabilities which may hinder growth when currencies are
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largely undervalued. Therefore there is an incentive for countries to keep their currencies closer to

equilibrium or reduce their misalignment.
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