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Abstract

In this article, the effects of time delay and carrying capacity in the dynamics

of viral phytoplankton and consistence numerics are studied. Basic properties

and stabilities of equilibria are rigorously analyzed and conditions for stabil-

ity switches are found. A dynamically consistent nonstandard finite difference

scheme for the continuous delay model is designed to verify the results and re-

veal some interesting features of the model. Some ecological implications and

interpretations are provided.
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ence scheme.

1 Introduction

Phytoplankton are microscopic unicellular plants that inhabit the upper sunstruck layer

of almost all oceans and bodies of fresh water. Phytoplankton forms the pyramidal base

as source of food and energy to both aquatic and terrestrial organisms. On the other

hand, they act as environmental stabilizers by consuming the carbon dioxide released in

respiration and other chemical processes and subsequently release oxygen which is vital

for all living organisms. Under favourable conditions, the phytoplankton biomass can

1Corresponding author Email: hashitu.mth@buk.edu.ng

1



grow explosively and followed by rapid decrease periodically - a phenomenon called

“bloom” [33, 34]. Amongst the major causative agents of phytoplankton biomass

depletion are sinking and grazing by the animal counterparts (zooplankton) in form of

predation. However, over the last decade, some laboratory investigations have shown

the presence of pathogenic virus attacks as lytic infection in phytoplankton and other

marine organisms [6, 14]. For instance in [14], it has been observed that the addition of

viral concentrates reduce the respiration rate of the natural microplankton community

by 50 to 78% and increased the respiration rate of backterioplankton by 92% on average.

According to [6], the viral lysis accounted for between 5 to 66% of the total mortality

of Phaeocystis . However, in real epidemiological context, the infected phytoplankton

stay for sometime lag (incubation period) for the virus to mature before becoming

fully infective. Along this line, several biological experiments have been conducted to

confirm the presence of incubation period in phytoplankton organisms. For example

in [14], it has been reported that the incubation period lasted for 24hours at room

temperature. Similarly, in [6], using adapted dilution method, 24hours incubation

period was used.

From the modeling side, time delay has been incorporated into some mathematical

models to represent incubation period, maturation time or wanning time of immunity

in biology and epidemiology, see for example [10, 25, 26, 31, 32, 37], and the refer-

ences there in. In particular, delay phytoplankton and/or zooplankton models were

formulated and analyzed. For instance, Dhar and Sharma in [11], observed that phy-

toplankton species, in the absence of incubated class are unstable around an endemic

equilibrium but the presence of incubated class has made it conditionally stable. There-

after, Xu in [37], investigated the system in [11], with delay in form of re-growth time

for the susceptible phytoplankton population. Using the delay as a bifurcating param-

eter, Xu observed that a family of periodic solutions bifurcate from the equilibrium

when it exceeds a critical value. On the other hand, in [31], the interaction of toxic

phytoplankton-zooplankton organisms has been presented. Using delays to represent

times for conversion of nutrients to species and maturity for phytoplankton, they found

the parameter range of the delay for hopf bifurcation to occur in addition to the global

asymptotic stability for a boundary equilibrium.

The continuous epidemiological models are usually formulated using systems of non-

linear differential equations, whose exact solutions, if at all exists, are very difficult to

determined. Furthermore, for delay systems, as noted in [5, 15], finding effective numer-

ical solution is quite challenging. Moreover, in many biological processes, the system is

expressed in discrete data such as minutes, days, weeks e.t.c., for easy observation and

reporting. Therefore the adaptive numerical schemes such as ODE45, DDE23 e.t.c.

are not appropriate for modeling these systems. This necessitate the use of numerical

methods, preferably, those that best approximate and replicates the basic properties

of these systems in equally spaced time periods. Moreover, as stated in [13, 17, 30],
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some numerical methods such as Euler, Runge-Kutta, DDE23 etc, fails to properly

approximate the solutions of the continuous model, producing spurious, chaos and

negative solutions, among other reasons, due to the step sizes used in the simulations.

To support some of these claims, in [36] although positivity of solutions at all times

was proved, however, negative values were observed in the solution profiles. Based on

these facts, we present the nonstandard finite difference (NSFD) scheme, base on the

frame work proposed by Mickens [28, 29] and elaborated further by [1, 3], which is

shown to be dynamically consistent with the basic dynamics of the continuous model,

regardless of the step size use. The delay term is realistically discretized using the theta

- method as proposed in [16]. The known discrete stability methods, such as Jury and

Schur-Cohn criteria are realistically too challenging to implement. As such, we use the

numerical simulations to prove the stabilities of the fixed points.

This article is therefore of twofold. In the first part, we extend the study in [11] by

incorporating delay as an incubation period of the viral phytoplankton to form a system

of delay differential equations. The objective is to see the effects of time delay and other

parameters in the dynamics of the model. In the second part, a reliable NSFD scheme

which replicates the realistic dynamical behaviour of the delay model, is designed and

analyzed. The basic properties of the continuous delay model are rigourously studied,

amongst which, three equilibria points are obtained. The trivial and the disease free

equilibria are unconditionally inside the biological feasible region, while the endemic

(disease) equilibrium, under certain condition on a threshold quantity. Furthermore,

the asymptotic stability analyses are rigorously investigated. In particular, the phe-

nomenon of stability switches (Hopf bifurcation), with carrying capacity and delay as

bifurcation parameters, are established. Ecologically, the conditions for eradicating

the viral attack and co-existence between the viral and susceptible phytoplankton are

given. At this juncture, it is worth stating that, in addition to testifying the results in

[11], our findings also reveals the phenomenon of stability switches and global stabilities

of the equilibria in addition to showing the effect of delay on the infectivity.

The rest of the paper is organized as follows. In Section 2, we present the details

for the construction of the model, the basic properties of the model, the stabilities of

equilibria and threshold analysis for the effect of delay on the viral infection. In Section

3, we consider the dynamics of the NSFD scheme. While numerical simulations are

presented in Section 4 followed by concluding remarks.
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2 The model

The model is presented by the following system of delay differential equations:

dPs(t)

dt
= rPs(t)

(
1− Ps(t)

K

)
− αPs(t)Pi(t− τ)e−βτ + γPi(t),

dPi(t)

dt
= αPs(t)Pi(t− τ)e−βτ − βPi(t).

(1)

Here, Ps(t) and Pi(t) are the population densities of susceptible and viral (infected)

phytoplankton respectively, at time t. The parameter r is the intrinsic growth rate of

the population of susceptible phytoplankton, which is assumed to grow logistically with

carrying capacity K. The parameter α is the disease contact rate and β the removal

rate of the diseased phytoplankton and also natural death rate, out of which γ is

the fraction of infected phytoplankton recovered dead mass that rejoin the susceptible

phytoplankton population in form of nutrients uptake. The variable Pi(t − τ), is the

population of phytoplankton that were infected at (t−τ) time ago but will only infect a

susceptible phytoplankton after elapse of τ time. Here τ is the incubation period of the

viral phytoplankton. The term e−βτ , is proportional to the probability that an infected

phytoplankton survives natural death β during the time period τ , to spread the disease.

It is assumed that the removal rate β, is greater than γ. The total population at time

t is given by

Pt(t) = Ps(t) + Pi(t). (2)

The model (1) satisfy the nonnegative initial conditions given by

Ps(t) = ϕ1(t), Pi(t) = ϕ2(t), t ∈ [−τ, 0], (3)

where ϕ1, ϕ2, are continuous functions mapping the interval [−τ, 0] into R2
+.

2.1 Basic properties of the model

The basic properties of the model, which include existence, uniqueness, boundedness,

positivity, stabilities of equilibria can now be studied.

To prove the existence, uniqueness and positivity of solution, we claim the following

result:

Theorem 1. The solution (Ps(t), Pi(t)) of the model (1) with initial conditions (3),

exists for all t ≥ 0. In addition, Ps(t) ≥ 0, Pi(t) ≥ 0 for all time, t > 0.

Proof. For existence and uniqueness of solution, the system (1), can be expressed

as
dX

dt
= f(t,Xt),
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where f is Lipschitz continuous function while X(t) = (Ps(t), Pi(t). It follows from

Theorem 2.2 in [21] that the system (1) has a unique solution (Ps(t), Pi(t)) whenever

(3) is satisfied.

The positivity of solution can be proved by the method of contradiction as follows:

Assume that Ps(t) ≥ 0 and Pi(t) ≥ 0 for all t ∈ [−τ, 0] and that Ps(t) < 0, Pi(t) < 0

for t ∈ (0,∞). Then by the continuities of Ps(t), Pi(t) there exists times t0 ∈ [0,∞),

t1 ∈ [0,∞) where signs changes at least once, such that Ps(t) > 0, Pi(t) > 0, for any

0 < t < t0, 0 < t < t1, Ps(t
0) = 0 and dPs(t0)

dt
≤ 0. Without loss of generality, assume

that t0 < t1.

Consider the first equation of (1),

dPs(t
0)

dt
= rPs(t

0)

(
1− Ps(t)

K

)
− αPs(t

0)Pi(t
0 − τ)e−βτ + γPi(t

0),

= γPi(t
0),

> 0,

which contradicts the earlier assumption that dPs
dt
(t0) ≤ 0. Hence there is no such time

t0. Therefore, Ps(t) ≥ 0 at all time t > 0.

Using the same argument, suppose that Pi(t
1) = 0, and dPi(t)

dt
≤ 0. Then It follows

from the second equation in (1), that

dPi(t
1)

dt
= αPs(t

1)Pi(t
! − τ)e−βτ − βPi(t

1),

= αPs(t
1)Pi(t

1 − τ)e−βτ ,

> 0,

again, contradicting the assumption that dPi(t)
dt

≤ 0. Therefore Pi(t) ≥ 0 for all t > 0.

Hence the solution (Ps(t), Pi(t)) is nonnegative for all time t > 0. This proves the

Theorem.

�

2.1.1 Invariant region {
(Ps, Pi) ∈ R2

+ : Ps + Pi ≤ Kr
η

}
,Theorem 2. The biologically-feasible region, defined as Γ =  

where η = min (β − γ, r), is positively-invariant.

Proof. Adding the two equations in (1), we have:

dPt
dt

= rPs(t)

(
1− Ps(t)

K

)
− (β − γ)Pi(t).
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Let η be the minimum of (β − γ, r), then

dPt
dt

+ ηPt(t) ≤ rPs(t)

(
2− Ps(t)

K

)
= g(Ps),

where, the function g is maximum at Ps = K, therefore, we can let g(Ps) ≤ Kr.

dPt
dt

+ ηPt(t) ≤ Kr, or

dPt
dt

≤ Kr − ηPt(t).

It follows from the Gronwall lemma [20] that

Pt(t) ≤ Pt(0)e
−ηt − Kr

η
(e−ηt − 1).

In particular,

Pt(t) ≤
Kr

η
, if Pt(0) ≤

Kr

η
. (4)

Thus Pt(t) is bounded and all solutions with positive initial conditions, starting in the

region Γ, will approach, stay or enter the region, as t tends to ∞. �

2.1.2 Existence of equilibria

At the steady state, in the absence of viral infection, the disease free equilibria of the

model (1), obtained by setting the right hand side of system (1) to zero, are given by:

E0 = (P ∗
s , P

∗
i ) = (0, 0),

E1 = (P ∗∗
s , P

∗∗
i ) = (K, 0).

(5)

While in the presence of viral infection, the endemic equilibrium (EE), is obtained to

be:

E2 = (P ∗∗∗
s , P ∗∗∗

i ) =

(
βeβτ

α
,
rβeβτ

α(β − γ)

(
1− βeβτ

Kα

))
, (6)

It can be seen that the disease free equilibria are unconditionally in Γ, while EE, with

the assumption (β > γ), is in Γ whenever K > βeβτ

α
.
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2.2 Stability analysis

To determine the local asymptotic stability of the equilibria, we linearize the system

(1) about the equilibria, to have

dZ

dt
= J1Z(t) + J2Z(t− r), (7)

where Z, is a vector with components Zij(t) = (Ps(t), Pi(t))
T and J1 = (aij), J2 = (bij),

for i, j = 1, 2 are the Jacobian matrices of (1) given below.

J1 =


r
(
1− 2Ps

K

)
− αPie

−βτ γ

αPie
−βτ −β

 and J2 =


0 −αPie−βτ

0 αPie
−βτ


2.2.1 Stability of disease free equilibria

Theorem 3. The trivial equilibrium E0 is unstable. However, the disease free equilib-

rium E1 is absolutely stable when K < βeβτ

α
.

Proof. Assuming a solution of the form

Z(t) = ceλt, (8)

where c is a constant vector and λ a complex eigenvalue. At E0, equation (7), gives

the characteristic equation

H0(λ) = (λ− r)(λ+ β) = 0. (9)

Hence, the eigenvalues are r and −β. Thus, the trivial equilibrium E0, is a saddle point,
therefore unstable.

For the stability of E1, substituting the nontrivial solution of (8) in equation (7) we

have the transcendental equation

H1(λ) = (λ+ r)(λ+ β − αKe−τ(λ+β)) = 0. (10)

It can be seen that one of the eigenvalues of H1, λ = −r < 0. We therefore consider

the stability test on the remaining equation

λ+ β − αKe−τ(λ+β) = 0 (11)

as follows. When τ = 0, equation (11) gives λ+ β − αK = 0. Therefore (11) is stable

when K < β
α
< βeβτ

α
. Substituting λ = iy (for any y ∈ R+), in (11)and simplifying, we

obtain F1(y) = y2 + β2 −α2K2e−2βτ = 0. Hence it can be seen that if K < βeβτ

α
, F1(y)

has no real zeros. This implies that there is no y ∈ R+ that can satisfy (11)

Hence, under these conditions, E1 is locally asymptotically stable for all delays τ ≥ 0

(absolutely stable). �

7



Remark 1: The biological interpretation of Theorem 2 is that, when the carrying

capacity of the susceptible phytoplankton is less than the threshold value (βe
βτ

α
), the

viral phytoplankton population will face extinction while the susceptible phytoplankton

will grow up to the maximum carrying capacity for any value of the delay. Hence the

disease will die out in the phytoplankton population.

Furthermore, with E1 as the unique stable equilibrium in Γ and to ensure complete

eradication of the viral infection irrespective of the initial population started with, we

show that it is also globally asymptotically stable in the following result:

Theorem 4. The disease free equilibrium E1 is globally asymptotically stable (GAS)

for all delay τ ≥ 0 whenever K < βeβτ

α
.

Proof. Consider the model (1) withK < βeβτ

α
and let V (t) be the Lyapunov function

defined by

V (t) = Ps(t)− P ∗∗
s − P ∗∗

s ln

(
Ps(t)

P ∗∗
s

)
. (12)

It can be seen that V (t) is non-negative definite in Γ, with respect to E1. The derivative
V̇ , along the solution of system (1) is given by

V̇ = Ṗs −
P ∗∗
s

Ps
Ṗs. (13)

Substituting the derivative from system (1) in (13) we have,

V̇ = rPs(t)

(
1− Ps(t)

K

)
− αPs(t)Pi(t− τ)e−βτ + γPi(t)

− P ∗∗
s

Ps(t)

[
rPs(t)

(
1− Ps(t)

K

)
− αPs(t)Pi(t− τ)e−βτ + γPi(t)

]
,

= −rP ∗∗
s

(
1− Ps(t)

K

)(
1− Ps(t)

P ∗∗
s

)
− αP ∗∗

s Pi(t− τ)e−βτ
(
P ∗∗
s

Ps(t)
− 1

)
− γPi(t)

(
P ∗∗
s

Ps(t)
− 1

)
,

= −rK
(
1− Ps(t)

K

)2

− αKPi(t− τ)e−βτ
(

K

Ps(t)
− 1

)
− γPi(t)

(
K

Ps(t)
− 1

)
,

≤ 0.

(14)

Since in the absence of disease, the susceptible phytoplankton population at time t,

Ps(t), is less than its population at equilibrium point (carrying capacity), where P ∗∗
s =

K. Again, with γ > 0, it follows that V̇ (t) ≤ 0 and V̇ (t) = 0 if and only if (P ∗∗
s , P

∗∗
i ) =

(K, 0) irrespective of the delay value. Therefore, by LaSalle’s invariance principle [24],

the equilibrium is the largest invariant set in Γ such that (Ps(t), Pi(t)) → (K, 0) as

t→ ∞. Thus, E1 is globally asymptotically stable in Γ for all delays τ ≥ 0. �
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Theorem 3 shows that irrespective of the delay value, for any initial conditions, the

viral infection of phytoplankton population can be eliminated whenever the carrying

capacity of the susceptible phytoplankton population density is less than the threshold

value (βe
βτ

α
).

2.2.2 Stability of endemic equilibrium

Similarly, at the endemic equilibrium, E2 = (P ∗∗∗
s , P ∗∗∗

i ), as given in (6), we claim the

following results:

Theorem 5. The endemic equilibrium E2 is locally asymptotically stable for all delays

τ ≥ 0 whenever 2βeβτ

α
< K < 3βeβτ

α
. Furthermore, as τ increases there will be stability

switches for fixed parameter values up to τ ∗ (critical delay) value and the endemic

equilibrium is locally asymptotically stable for 0 ≤ τ < τ ∗ when K > 3βeβτ

α
.

Proof. At the endemic equilibrium, assuming solution of the form in (8), the tran-

scendental polynomial is defined as

H2(λ) = P2(λ) +Q2(λ)e
−λτ = 0, (15)

with,

P2(λ) = λ2 + A1λ+ A2,

Q2(λ) = −βλ+ A3,
(16)

where

A1 = β

(
1 +

reβτ

αK

)
+

rγ

β − γ

(
1− βeβτ

αK

)
,

A2 =
rβ2eβτ

αK
,

A3 = rβ

(
1− 2βeβτ

αK

)
.

When τ = 0, (15) is given by:

H2(λ) = λ2 +

[
rβ

αK
+

rγ

(β − γ)

(
1− β

αK

)]
λ+ rβ

(
1− β

αK

)
.

It can be seen that the coefficients of λ and the constant term are positive if K >
2βeβτ

α
> β

α
. Therefore, using Discarte’s rule of sign, H2(λ) has no positive roots and

hence is stable when τ = 0.

Furthermore, define F2(λ) := |P2(λ)|2 − |Q2(λ)|2. Substituting λ = iy in F2(y), for

y ∈ R+, we have,

F2(y) = y4 + (A2
1 − 2A2 − β2)y2 + (A2

2 − A2
3),whereA2 − A3 = −rβ

(
1− 3βeβτ

αK

)
.
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From the expressions of the coefficient of y2 it can easily be seen that it is positive.

While for the constant term A2
2 − A2

3 > 0 if 2βeβτ

α
< K < 3βeβτ

α
. Therefore, using

Discarte’s rule of sign, there will be no sign change in F2(y). Hence, F2(y) has no

positive root. This implies that E2 is locally asymptotically stable for all delays τ ≥ 0

when 2βeβτ

α
< K < 3βeβτ

α
.

However, if K > 3βeβτ

α
, coefficient of y2 is still positive while A2

2−A2
3 < 0. It follows

from Discarte’s rule that there is one sign change in F2(y). Therefore, F2(y) has at

most a finite number of real zeros (positive and negative).

From above, it is evident that F2(y), with K > 3βeβτ

α
, has one positive root given by:

y =

[
−B +

√
B2 + 4C

2

]1/2

, (17)

where B = A2
1 − 2A2 − β2, C = (A2

2 − A2
3).

For the root y to be simple, it is suffice to show that at that point, where the stability

switch take place, the direction of crossing from left to right of the half-plane and vice

vasa, s ≠ 0, where, s = signF ′
2(y).

Hence, s = F ′
2(y) = 4y3+2(A2

1−2A2−β2)y ≠ 0. Therefore, y is a simple positive root.

Hence, as τ increase there will be k ∈ Z+ number of stability switches for fixed

parameter values and the equilibrium E2 is locally asymptotically stable for 0 ≤ τ < τ ∗.

To determine τ ∗, we substitute λ = iy in (15). Simplifying and separating the real

and imaginary parts, we have:

sin yτ =
−P2RQ2I + P2IQ2R

|Q2|2
,

cos yτ = −P2RQ2R + P2IQ2I

|Q2|2
,

(18)

where, P2R = A2 − y2, P2I = A1y, Q2R = A3, Q2I = −βy.
Therefore, we seek for a unique value of θ = yτ , such that θ ∈ [0, 2π] that will

satisfy (18). As observed, the signs of the two equations in (18), are positive, hence θ,

must satisfy:

θ = cot−1

(
− P2RQ2R + P2IQ2I

−P2RQ2I + P2IQ2R

)
,

with 0 < θ < π
2
. This gives, τ ∗ = θ

y
.

In general, we obtain a sequence of positive values of delay τn given by:

τn =
(θ + 2nπ)

y
, for n = 0, 1, 2, · · · . (19)

Thus, for fixed parameter values, there exists an integer k, such that τ ∗ = τ0 < τ1 <

τ2 < · · · < τk−1 < τk, as τ varies from 0 to τk, we have alternately, switching from stabil-

ity, when 0 ≤ τ < τ0, τ1 < τ < τ2, · · · , to instability when τ0 < τ < τ1, τ2 < τ < τ3 · · · ,
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and back to stability k times, and eventually, unstable for all τ > τk.

�

Remark 2: The biological interpretation of Theorem 5 is that, when the carrying

capacity of the susceptible phytoplankton population density is less than 3βeβτ

α
, both

susceptible and viral phytoplanktons coexists and the disease will persist for any value

of the incubation period. Furthermore, when the carrying capacity of the susceptible

phytoplankton population density is greater than the threshold value (3βe
βτ

α
), the viral

infection will persist in the phytoplankton population with increase in the incubation

period up to certain value (τ ∗). Beyond this delay value, there will be fluctuation of

phytoplankton populations resulting in periodic solution around the equilibrium E2.
Sequel to analysis in Theorem 5, we can also show that the endemic equilibrium,

E2 is globally asymptotically stable when 2βeβτ

α
< K < 3βeβτ

α
.

Theorem 6. Suppose that 2βeβτ

α
< K < 3βeβτ

α
, then the interior equilibrium E2 =

(P ∗∗∗
s , P ∗∗∗

i ) is globally asymptotically stable in Γ for any delay τ ≥ 0.

Proof. Consider the model (1) and assuming 2βeβτ

α
< K < 3βeβτ

α
.

Let F(t) be the Lyapunov function defined by

F(t) = Ps(t)− P ∗∗∗
s − P ∗∗∗

s ln

(
Ps(t)

P ∗∗∗
s

)
+ Pi(t)− P ∗∗∗

i − P ∗∗∗
i ln

(
Pi(t)

P ∗∗∗
i

)
, (20)

whose derivative Ḟ , along the solution of system (1) is given by,

Ḟ = Ṗs −
P ∗∗∗
s

Ps
Ṗs + Ṗi −

P ∗∗∗
i

Pi
Ṗi. (21)

Similarly, it can be seen that F(t) is non-negative definite in Γ, with respect to E2 and
zero only at E2. Substituting the derivatives from (1) in (21), we have

Ḟ = rPs(t)

(
1− Ps(t)

K

)
− (β − γ)P ∗∗∗

i − rP ∗∗∗
s

(
1− Ps(t)

K

)
+ αP ∗∗∗

s Pi(t− τ)e−βτ

− γ
P ∗∗∗
s Pi
Ps(t)

− α
P ∗∗∗
i

Pi(t)
Pi(t− τ)e−βτ + βP ∗∗∗

i .

(22)

At endemic equilibrium, we have,

(β − γ) = r
P ∗∗∗
s

P ∗∗∗
i

(
1− P ∗∗∗

s

K

)
, α =

βeβτ

P ∗∗∗
s

andPi(t− τ) = Pi(t) = P ∗∗∗
i . (23)
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Substituting (23) in (22) and simplifying,

Ḟ = rPs(t)

(
1− Ps(t)

K

)
− rPi(t)P

∗∗∗
s

P ∗∗∗
i

(
1− P ∗∗∗

s

K

)
− rP ∗∗∗

s

(
1− Ps(t)

K

)
+
rPi(t)P

∗∗∗2
s

Ps(t)P ∗∗∗
i

(
1− P ∗∗∗

s

K

)
+ 2βP ∗∗∗

i − βPi(t)P
∗∗∗
s

Ps(t)
− βP ∗∗∗2

i Ps(t)

P ∗∗∗
s Pi(t)

,

= −rP ∗∗∗
s

(
1− Ps(t)

K

)[
1− Ps(t)

P ∗∗∗
s

]
− rPi(t)P

∗∗∗
s

P ∗∗∗
i

(
1− P ∗∗∗

s

K

)[
1− P ∗∗∗

s

Ps(t)

]
+ βP ∗∗∗

i

[
2− Pi(t)P

∗∗∗
s

P ∗∗∗
i Ps(t)

− Ps(t)P
∗∗∗
i

P ∗∗∗
s Pi(t)

]
,

≤ 0.

(24)

Since in the first two terms in (24), at endemic state, susceptible phytoplankton popu-

lation at t, Ps(t), is less than its population at endemic point, P ∗∗∗
s as a result of viral

lysis. While in the third term, the arithmetic mean is greater than or equal to the

geometric mean. Hence 2− Pi(t)P
∗∗∗
s

P ∗∗∗
i Ps(t)

− Ps(t)P ∗∗∗
i

P ∗∗∗
s Pi(t)

≤ 0.

Therefore with 2βeβτ

α
< K < 3βeβτ

α
, it follows that Ḟ(t) ≤ 0 and Ḟ(t) = 0 only at E2.

Hence, by LaSalle’s invariance principle [24], (Ps(t), Pi(t)) → (P ∗∗∗
s , P ∗∗∗

i ) as t→ ∞.

Therefore, E2 is globally asymptotically stable in Γ. �

3 Nonstandard finite difference scheme of the model

Base on the reasons stated earlier, in this section, we construct a dynamically consistent

numerical scheme using the approach of NSFD proposed by Mickens [28]. The NSFD

scheme is more capable in replicating the dynamics of the continuous models, irrespec-

tive of the step size taken, see for example [1, 2, 17, 29] and some of the references

therein. The NSFD scheme of the model is constructed in the following form:

P n+1
s − P n

s

ψ(η, h)
= rP n

s

(
1− P n+1

s

K

)
− αP n+1

s P̃ n
i e

−βτ + γP n
i ,

P n+1
i − P n

i

ψ(η, h)
= αP n+1

s P̃ n
i e

−βτ − βP n
i ,

(25)

Here and after, P n
s ≈ Ps(tn), P

n
i ≈ Pi(tn) and P n

t ≈ Pt(tn), are the approximate

numbers of susceptible, infective and total phytoplankton respectively, at time tn = nh,

while h is the time step size, for n = 0, 1, 2, . . .. The varable P̃ n
i is the discretized form

of the delay term Pi(tn − τ), using the theta-method as stated in [16], when θ = 0,

given as

Pi(t− τ) := P̃ n
i = Pi(tn − τ) ≃ (1− u)P n−m−1

i + uP n−m
i . (26)

Here, m :=
[τ
h

]
, is the greatest positive integer at most equal to

τ

h
, u =

tm+1 − τ

∆t
,

       0 ≤ u ≤ 1. All other parameters have the same meaning and values as in the continuous
model (1).
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Using the approach in [29], the denominator function ψ is determined from (25) as

follows:

P n+1
t − P n

t

h
≤ Kr − ηP n+1

t , so that

P n+1
t ≤ h(Kr + P n

t )

1 + ηh
.

(27)

Having 1 + ηh appearing in the equation, the step size h could be replaced by a more

general denominator function

ψ(η, h) = 1−e−ηh
η

. (28)

3.1 Basic properties of the scheme

We now show that the NSFD scheme preserves the existence, uniqueness and positivity

of solutions at all time as in the continuous model. We claim the following result:

Theorem 7. The NSFD scheme (25) defines a discrete dynamical system in Γ. More-

over, whenever the initial conditions starting in Γ are nonnegative, the scheme generate

a unique sequence of positive vectors and Γ is an invariant region.

Proof. Assume that the initial conditions Ps(−m − 1), Pi(−m − 1), Ps(−m),

Pi(−m),. . . , Ps(0), Pi(0) are positive. From (25), solving the variables at the step

point n+ 1, we have

P n+1
s =

[(1 + rψ)P n
s + γP n

i ψ][
1 + rPns

K
ψ + αP̃ n

i e
−βτψ

] ,

P n+1
i =

αP n+1
s P̃ n

i e
−βτψ + P n

i (1− ψβ)

1 + ψβ
.

(29)

Note that with the choice of the function ψ, this gives ψβ < 1. Hence, equations in

(29) shows the existence and uniqueness of recursive positive solution sequence (P n+1
s ,

P n+1
i ), whenever we start with positive initial conditions at all times, irrespective of

the step size.

For the boundedness of solution in the invariant region, using Lemma 2, we have

P n+1
t − P n

t

h
≤ Kr − ηP n+1

t , so that

P n+1
t ≤ ψKr + P n

t

1 + ψη
,

≤ Kr

η
.

(30)

This proves the Theorem. �

13



3.2 The fixed points of the NFSD scheme

The fixed points for the NSFD model can be obtained by solving the following system

of equations:

P ∗
s = g(P ∗

s , P
∗
i )

P ∗
i = j(P ∗

s , P
∗
i ),

(31)

where g(P ∗
s , P

∗
i ), j(P

∗
s , P

∗
i ) represents the equations at the right hand sides of sys-

tem (29), respectively. Therefore, at disease free fixed point (DFFP), P ∗
i = P̃ ∗

i = 0.

Substituting this in (31) and simplifying, we have the two disease free fixed points:

E00 = (P ∗
s , P

∗
i ) = (0, 0)

E11 = (P ∗∗
s , P

∗∗
i ) = (K, 0).

(32)

It can be observed that the two disease free fixed points are unconditionally in Γ as we

have in the continuous model.

In the presence of viral infection, P ∗∗∗
i ≠ 0, the endemic fixed point (EFP) can

equally be obtained by solving (31). Here, P ∗
i = P̃ ∗

i ̸= 0. Hence substituting this again

in (31), we have the endemic fixed point to be

E22 = (P ∗∗∗
s , P ∗∗∗

i ) =

(
βeβτ

α
,
rβeβτ

α(β − γ)

(
1− βeβτ

Kα

))
. (33)

Similarly, the EFP is in Γ whenever K > βeβτ

α
. From the expressions of the fixed

points (32) and (33), the NSFD scheme is consistent with the equilibrium points of the

continuous model (1).

3.3 Elementary stabilities of the fixed points

The local stabilities of the fixed points for the NSFD scheme (25), is achieved whenever

all the eigenvalues of the corresponding characteristic polynomial are within a unit

circle [19]. The linearized form of (25), can be represented in matrix form as:

Zn+1 = Q1Z
n +Q2Z̃

n, (34)

where, Zn+1 = [P n+1
s , P n+1

i ]T , Zn = [P n
s , P

n
i ]
T and Z̃n = [P̃s

n
, P̃i

n
]T , representing the

delay term, while Q1 and Q2 are the respective Jacobian matrices given by

Q1 =

[
q1 q2

q3 q4

]
and Q2 =

[
0 q5

0 q6

]
,

14



with q1 =
(1+rψ)(1+ rPsψ

K
+αψP̃ie

−βτ)K−((1+rψ)Ps+γPiψ)rψ

(1+ rPsψ
K

+αψP̃ie−βτ)
2
K

, q2 =
γψ

1+ rPsψ
K

+αψP̃ie−βτ
,

q3 =
αψP̃ie

−βτ

1+βψ
, q4 =

1
1+βψ

, q5 = − ((1+rψ)Ps+γPiψ)αψe
−βτ

(1+ rPsψ
K

+αψP̃ie−βτ)
2 and q6 =

αψPse−βτ

1+βψ
.

Here, Ps, Pi, P̃i are to be evaluated at the respective fixed points. Since (34) is a linear

delay difference equation, we think of a non trivial solution of the form Zn = λnc,

where c is any 2× 2 constant vector. Substituting this in (34) and simplifying, for non

trivial solution, we have:

S(λ) = det[λI−Q1 −Q2[(1− u)λ−m−1 + uλ−m]] = 0, (35)

where m and u have the same meaning as above. By shifting the nodes to the right,

(35) can be represented as,

S(λ) = det[λm+2I−Q1λ
m+1 −Q2[(1− u) + uλ]] = 0,

= λ2m+4 − (q1 + q4)λ
2m+3 + (q1q4 − q2q3)λ

2m+2 − q6uλ
m+3

+ [(q1q6 − q3q5)u− q6(1− u)]λm+2 + (q1q6 − q3q5)(1− u)λm+1 = 0.

(36)

The stability of the fixed points for the NSFD scheme using the linear delay difference

equation (34) is therefore presented by the following theorems:

Theorem 8. The disease free fixed point (P ∗∗
s , P

∗∗
i ) is locally asymptotically stable for

all delays whenever K < βeβτ

α
.

Similarly for the endemic fixed point, we have the following result:

Theorem 9. The endemic fixed point (P ∗∗∗
s , P ∗∗∗

i ) is locally asymptotically stable for

0 ≤ τ < τ ∗ if K > 3βeβτ

α
. Furthermore, as τ increases there will be stability switches.

The results of Theorems 8 and 9 are traditionally verified/proved by using the Jury’s

conditions [23]. However, this is a challenge, as earlier observed in [5, 15, 27]. Because,

for fix τ , the degree m of the polynomial in (36) increases to ∞ as ∆t decreases to zero.

Even for the case when m = 0, the polynomial is of degree 4 (six Jury’s conditions to

be verified). This make the verification quite demanding, hence we resort to numerical

approach (NSFD) to verify these conditions.

4 Numerical simulations

In this section, we use the following parameter values from [11, 31] to verify the theo-

retical results using NSFD method.

r = 2, α = 0.48, γ = 0.02, β = 0.16. (37)
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For the delay τ and carrying capacity K, the values are varied to satisfy the threshold

value for stability conditions for each equilibria.

In Figure 1, the dynamical consistency of the NSFD scheme is evident in which the

DFFP is shown to be asymptotically stable. In both Figure 1 (a) and (b), different

values of the delay τ and the carrying capacity K are used to show that the fixed point

E11 is asymptotically stable in the region Γ. In Figure 1, different initial data are used
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Figure 1: Numerical simulations using NSFD scheme (29) for solution profiles of phy-

toplankton populations with different initial functions, showing the GAS of DFE, E1,
(a) τ = 0.2, K = 0.282, h = 2, (b) with τ = 20, K = 5.5, h = 10.

to illustrate, using the NSFD scheme (29), the global asymptotic stability of the DFE,

E1 (b) for the continuous model (1). It is evident from the two graphs that the scheme

preserve the positivity and global stability properties of the continuous model using

different delays and step size values.

Figure 2(a) depicts the local asymptotic stability of endemic equilibrium E2 (The-

orem 5), using the NSFD scheme (29), with delay τ = 0.1 < τ ∗ = τ0 = 1.6933. Using

different initial data, Figure 2(b) and (c), illustrates the GAS (Theorem 6) of the EE

for different delays, τ = 5, so that K = 1.95 ∈ (1.4837, 2.2255) and τ = 10, so that

K = 3.95 ∈ (3.3020, 4.9530), respectively.

The dynamical consistency of NSFD scheme (25) with the continuous model (1)

is portrayed in Figure 3 (a), in which the endemic equilibrium E2 is shown to be

unstable when the delay is increased to τ = 1.8 beyond the critical delay τ ∗ = 1.6933,

forming periodic solution around the equilibrium or in (c), stable limit cycle. However,

increasing the delay further to τ = 17.5 > τ1 = 16.8181, in (d), the endemic equilibrium

E2, is shown to regain stability again. These shows the consistency of the NSFD scheme

with regards to the phenomenon of stability switches. Figure 3 (b) display the effect of

delay on the infectivity of phytoplankton. Increasing the delay from τ = 10, 13, 14, 15,

16



0 200 400 600 800
0

2

4

6

8

Time(days)

Ps
, P

i P
op

ul
at

io
ns

 

P
s

P
i

(a)

0 100 200 300
0

5

10

15

20

25

30

Time(days)

Ps
, P

i P
op

ul
at

io
ns

P
i

P
s

(b)

0 100 200 300 400 500
0

10

20

30

40

50

Time(days)

Ps
, P

i P
op

ul
at

io
ns

P
i

P
s

(c)

Figure 2: Numerical simulations using NSFD scheme (29) for solution profiles of phy-

toplankton populations showing (a) LAS of EE, E2, τ = 0.1 < τ ∗ = τ0 = 1.6933 K = 2,

h = 3, (b) Global asymptotic stability of EE with τ = 0.5, so that K = 1.95, h = 5,

(c) GAS of E2, with τ = 10 ∈ (τ ∗, τ1), so that K = 3.95, h = 12.

the number of infected phytoplankton reduce to 14, 12, 10, 3 respectively.

Using the same parameter values in (37), we determine the elementary stability of

E11 using the NSFD scheme, by verifying the Jury’s conditions. In Figure 4 (a) and

(b), it can be seen that all the roots (503,503) of the polynomial (36), with degree

m = 1000, lie inside the unit circle for different values of delay. This shows how the

NSFD scheme preserves the asymptotic stability of the disease free equilibrium, for

all delays, of the continuous model. In Figure 5 (a), it can be seen that all the roots

(503,503) of the polynomial (36), with degree m = 1000, lie inside the unit circle using

the same delay and K value as in the continuous model. However, when the delay

exceed the critical delay value (τ = 1.8 ∈ (τ0 = 1.6933, τ1)), E22 becomes unstable,

which is indicated in Figure 5 (b), with some roots outside the unit circle λ < |1|. This
illustrate how the NSFD scheme preserves the phenomenon of stability switches for the
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Figure 3: Numerical simulations using NSFD scheme (29) illustrating (a) oscillations

in the profiles of phytoplankton populations around the EE, E2, when τ = 1.8 > τ ∗ =

1.6933, K = 5, h = 2, or in (c) formation of stable limit cycle, parameter values as

in (a). in (b), the effect of delay is shown with K = 3.95 with other parameter values

as stated. In (d) Regain of stability for E2, when τ = 17.5 > τ1 = 16.8181, K = 15,

h = 2, 6 and 8 is shown.
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(a) (b)

Figure 4: Numerical simulation showing roots of the polynomial (35) for m = 1000,

within the unit circle indicating the elementary stability of disease free fixed point E11
with (a) τ = 0.1 ∈ [0, τ0), K = 0.282 (b) τ = 5 ∈ (τ0, τ1), K = 0.65
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Figure 5: Numerical simulation showing roots of the polynomial (35) (a) for m = 1000,

within the unit circle indicating the elementary stability of disease free fixed point E22
with τ = 0.1 ∈ [0, τ0), K = 0.282 (b) for m = 20, outside/on the unit circle indicating

that E22 is unstable fixed point when the delay is increased to τ = 1.8 ∈ (τ0, τ1), K = 5
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fixed point as in the continuous model.

5 Conclusion

In this article, the dynamics of the interaction between susceptible and viral phyto-

plankton with delay as incubation period and consistent numerics are studied. Initially,

the model in [11] has been transformed, by replacing the incubation class by a discrete

delay to form a system of delay differential equations. A part from confirming the

results in [11], this study extend the model in several respects. Furthermore, a suitable

numerical scheme, NSFD method, is proposed which approximate and replicate the

dynamical properties of the continuous nonlinear delay system. Some of the findings

of the study are outlined below:

(i) Three equilibria points are obtained. The trivial and the disease free equilibria

are unconditionally inside the biological feasible region, while for the disease

free equilibrium, the carrying capacity must be greater than certain threshold

value depending on the delay. With this delay and carrying capacity of the

susceptible phytoplankton as hopf bifurcation parameters, it is shown that in

the absence of viral infection, the disease free equilibrium is both locally and

globally asymptotically stable for all delays whenever the carrying capacity is

below the threshold value. The ecological implication/interpretation of this, is

that, when the carrying capacity of the susceptible phytoplankton population

density is less than the threshold value, the viral phytoplankton population will

face extinction while the susceptible phytoplankton will grow up to the maximum

carrying capacity for any value of the delay. Hence the disease will die out in the

phytoplankton population.

(ii) When the carrying capacity is greater than the threshold in (i) above, the endemic

equilibrium emerged and is globally asymptotically stable for all delays whenever

the carrying capacity is less than another threshold quantity. However, when the

carrying capacity is greater than this quantity, the EE is locally asymptotically

stable for delay between zero and a critical delay value. Ecologically, it means,

the disease will establish itself in the phytoplankton population if the carrying

capacity is greater than the threshold value with the initial populations close

to the equilibrium. Increasing the delay beyond the critical value, the EE lose

its stability and stable periodic solution exists, causing the solution to oscillate

around the equilibrium. When the delay reaches the second critical value, EE

regains its stability. Consequently, for any fix positive integer, this phenomenon

of stability switches from stability to instability and back to stability, eventually,

the equilibrium becomes unstable thereafter.
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(iii) A new nonstandard finite difference delay scheme is shown to be dynamically

consistent with dynamics of the continuous model. This is the first time a delayed-

NSFD scheme is constructed for this model and analyzed.

(iv) Numerical simulations are employed to illustrate the analytical results using the

NSFD scheme. Furthermore, the effect of delay on the infectivity of phytoplank-

ton has been illustrated.

(v) It is worth noting here that, our model confirms all the results in [11] and be-

yond. First, in [11], the bifurcation parameter is transfer rate from susceptible

to incubation class while here, the bifurcation parameters are delay and carrying

capacity. Secondly, global results in the equilibria are established. Lastly, a re-

liable numerical scheme (NSFD) for the model has been formulated and used to

testify the theoretical results and beyond.
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