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1 Introduction

In this paper we are interested in the stochastic version of the following system of partial differential

equations (PDE)
$

’

’

’

&

’

’

’

%

B
Bt pu´ α∆uq ´ ε∆u` rotpu´ α∆uq ˆ u`∇p̃ “ f ,

divu “ 0,

(1.1)

which is a simplified system describing the motion of a homogeneous incompressible grade-two

fluid with density ρ “ 1, viscosity ε ą 0 and stress moduli α ą 0. Hereafter we understand that in

R2 the rotational of a vector u “ pup1q,up2qq is a scalar function defined by

rotu “
Bup2q

Bx1
´
Bup1q

Bx2
,

and for any vector and scalar functions v “ pvp1q,vp2qq and z

rotuˆ v “ p´vp2q rotu,vp1q rotuq,

rotpz ˆ vq “ v ¨∇z :“ vp1q
Bz

Bx1
` vp2q

Bz

Bx2
.

The grade-two fluid is a particular case of differential fluids of complexity n; we refer to [58]

for the definitions and the derivation of the above system. The system (1.1) is frequently used to

describe fluid models in petroleum industry, polymer technology and suspensions of liquid crystals.

It was also used in [53] to study the connection of Turbulence Theory to non-Newtonian fluids,

especially fluids of differential type. When ε “ 0, the system (1.1) reduces to what is known as

the Lagrangian averaged Euler equations (LAEs) which appeared for the first time in the context

of averaged fluid models in [31] and [32]. The derivation of LAEs used averaging and asymptotic

methods in the variational formulation. The LAEs are also closely related to the following equation

ut ´ uxxt ` 2κux ´ 3uux “ 2uxuxx ` uxuxxx,

where ux, uxy, . . . , denote partial derivatives with respect to the variable x, x and then y, . . . . This

equation was proposed by Camassa and Holm in [10] to describe a special model of shallow water.

As in the case of the grade-two fluid this new model of shallow water also reduces to LAEs when
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κ “ 0 and in this case it was shown in [36] that it is the geodesic spray of the weak Riemannian

metric on the diffeomorphism group of the line or the circle. The articles [54] and [55] also contain

interesting discussions concerning the grade-two fluids and the LAEs. The study of the physical

properties, such as boundedness and stability, of the grade-two fluids based on (1.1) was initiated

in [21], [22] and [25]. The first mathematical analysis was carried out in [13] and [14] where the first

optimal result about the existence and uniqueness of weak solution was proved. Since then, the

problem (1.1) has been the subject of intensive mathematical analysis which has generated several

important results. We refer to [15], [1], [34], [44], [47], [28] and [27] for few interesting papers about

the mathematical theory of grade-two fluids. For a detailed of past and recent results related to

the deterministic grade-two fluid and the LAEs we refer to [26] and [46].

In this paper we are interested in a stochastic model for grade-two fluid in the two-dimensional

torus T2 “ p0, 2πq ˆ p0, 2πq. More precisely, we assume that a finite time horizon r0, T s, and an

initial value ξ are given and we consider in p0, T s ˆ T2 the following stochastic system

dpu´ α∆uq ` p´ε∆u` rotpu´ α∆uq ˆ u`∇p̃qdt “
?
εGpuqdW in T2 ˆ r0, T s, (1.2a)

divu “ 0 on T2 ˆ r0, T s, (1.2b)

xuy “ 0, (1.2c)

up0q “ ξ, (1.2d)

where u “ pup1q,up2qq and p̃ represent the random velocity and the modified pressure, respectively,

and xuy “
ş

T2 upxqdx for an integrable function u. The stochastic process tW ptq; t P r0, T su is

a cylindrical Wiener process evolving on a given separable Hilbert space H0.We assume that the

initial condition ξ, the velocity field u as well as the pressure is periodic in the following sense

upx` 2πei, tq “ upx, tq, x P R2, t P r0, T s. (1.3)

where e1, e2 is the canonical basis of R2. In what follows when we refer to problem (1.2) we always

mean the system (1.2) with the boundary condition (1.3).

Denoting by A the Stokes operator and Cprot v,uq the projection of rot v ˆ u onto the space

of square integrable, divergence free and periodic functions with zero mean, see Subsection 2.1, the
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problem (1.2) can be written as an abstract stochastic evolution equation of the form
$

’

’

’

’

’

’
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’

’

’

%

dv ` rεAu` Cprot v,uqsdt “ ε
1
2GpuqdW,

v “ u` αAu,

up0q “ ξ.

In contrast to the deterministic result, there are only few works related to problem (1.2). By using

the method elaborated in [13] the global existence of both martingale and strong (in the stochastic

calculus sense) solutions were proved in [49], [51], [11]. Convergence of the solution of (1.2) to the

weak martingale solution of the two dimensional stochastic Navier-Stokes equations was established

in [50]. Existence of a global weak martingale solution for the grade-two fluids driven by external

forcing of Lévy noise type is shown in [30]. Some important results related to the problem (1.2)

were recently proved in [64], [59] and [65]. By Odasso’s exponential mixing criterion [45] it was

shown in [59] that the problem (1.2) has a unique invariant measure which is exponentially mixing.

The large and moderate deviation estimates for the solution to (1.2) were respectively established

in [64] and [65] by the weak convergence method of Budhiraja and Dupuis [5].

Our interest in this paper is related to Large Deviations Principle (LDP) and Moderate De-

viations Principle (MDP) in small noise diffusion. Roughly speaking, in the study of MDP one is

interested in probabilities of deviations of lower speed than in the classical LDP. In small diffusion

(the coefficient of the noise is usually multiplied by ε
1
2 ) the speed for LDP is usually of order ε

and the speed for MDP is of order λ2pεq where λ : p0, 1s Ñ p0,8q is a function satisfying

λpεq Ñ 8 and ε
1
2λpεq Ñ 0 as εÑ 0. (1.4)

Observe that since since λpεq converges to 8 as slow as desired, then the MDP bridges the gap

between the Central Limit Theorem and the LDP. We refer, for instance, to [29] and [35] for more

detailed explanation and historical account of the MDP. We refer, for instance, to [4], [2], [3], [12],

[64], [65] [5], [6], [12], [19], [37], [39], [62], [61], [60] and references therein for a small sample of

results from the extensive literature devoted to MDP and LDP for stochastic differential equations

with small noise.
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In this paper we will study the LDP and MDP for the inviscid model of grade-two fluids. For

this purpose we assume that the coefficient of the noise is multiplied by the square root of the

viscosity which is denoted by ε and analyse the asymptotic behaviour, as εÑ 0, of the trajectories

family of puεqεPp0,1s and
´

ε´
1
2λ´1pεqruε ´ us

¯

εPp0,1s
where λp¨q is a function satisfying (1.4) and u

is the solution to the deterministic system

Btv ` Cprot v,uq “ 0 (1.5a)

v “ u` αAu (1.5b)

up0q “ ξ. (1.5c)

System (1.5) is the inviscid model of the grade-two fluid and is known in the literature as the

Lagrangian Averaged Euler (LAE) equations. Many prominent mathematicians have studied the

LAE equations and their studies have generated several important results. Without being exhaus-

tive we refer to [23], [33], [42], [63], [9], [7], [38], [40], [41] and references therein for the amount of

mathematical results related to the theory of LAEs.

In order to describe the main results of the paper, let us denote by V the subspace of the

Sobolev space H1pTq consisting of periodic, divergence free functions that have zero mean, and by

W the subspace of V consisting of functions v P V such that rotpv ´ α∆vq P L2pT2q. Roughly

speaking, the main results in this paper can be summarized in the following theorem.

Theorem. Let s P t0, 1u.

(LDP) If ξ P DpA
3`s
2 q and G : VÑ L2pH0, DpA

s`1
2 qq is Lipschitz continuous with respect to the L2-

norm. Then, the family of solutions puεqεPp0,1s to (1.2) satisfies an LDP on Cpr0, T s;DpA1` s
2 qq

with speed ε´1.

(MDP) If ξ P DpA2` s
2 q and G : VÑ L2pH0, DpA

s`1
2 qq is Lipschitz continuous with respect to the L2-

norm. Then,
´

ε´
1
2λ´1pεqruε ´ us

¯

εPp0,1s
satisfies an LDP on Cpr0, T s;DpA1` s

2 qq with speed

λ2pεq, where L2pH0, DpA
s`1
2 qq denotes the space of all Hilbert-Schmidt operators from H0

onto DpA
s`1
2 q.



6 P. A. Razafimandimby

The first part of the theorem presents an LDP result and the second one is a MDP for the

family of solutions puεqεPp0,1s to (1.2). We should note that since ξ P DpA
3`s
2 q one would expect

that the LDP should hold in the space Cpr0, T s;DpA
3`s
2 qq, but we will explain in Remark 3.12 why

we only have an LDP in Cpr0, T s;DpA1` s
2 qq and why we are unable to treat the case s P p0, 1q.

In this paper we present a unifying approach to the LDP and MDP for the solution to (1.2)

instead of giving two separate proofs of these two results. To this end, we fix δ P t0, 1u and consider

the following problem

dvε,δ `
“

εAuε,δ ` λδpεqCprot vε,δ,uε,δq ` δpCprot vε,δ,uq ` Cprot v,uε,δqq
‰

dt

“ δελ´1
δ pεqAu dt` ε

1
2λ´1

δ pεqGpδu` λδpεqu
ε,δqdW, (1.6a)

vε,δh “ puε,δ ` αAuε,δq, (1.6b)

uε,δp0q “ p1´ δqξ, (1.6c)

where u is the unique solution to (1.5), v “ u` αAu, and λδ, δ P t0, 1u, is defined by

λδpεq “

$

’

’

’

&

’

’

’

%

1 if δ “ 0

ε
1
2λpεq if δ “ 1.

(1.7)

The major part of the present paper is devoted to the proof of the following result.

Theorem. Let δ, s P t0, 1u, ξ P V XH3`s`δ and G : V Ñ L pH , DpA
s`1
2 qq be a map which is

Lipschitz continuous with respect to the L2-norm . Then, the family of solutions puε,δqεPp0,1s to

(1.6) satisfies an LDP on Cpr0, T s;DpA1` s
2 qq with speed ε´1λ2δpεq.

The items (LDP) and (MDP) in the former theorem follow from the latter theorem. In fact,

for δ “ 0 problem (1.6) is exactly the problem (1.2) and, by the definition of λδ, the LDP speed

ε´1λ20pεq is equal to ε´1. For δ “ 1 problem (1.6) reduces to

dηε `
”

εAyε ` ε
1
2λpεqCprot ηε,yεq ` pCprot ηε,uq ` Cprot v,yεqq

ı

dt

“ λ´1pεqGpu` ε
1
2λpεqyεqdW, (1.8a)

ηε “ pyε ` αAyεq, (1.8b)

yεp0q “ 0, (1.8c)
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which has a unique solution yε “ ε´
1
2λ´1pεqruε ´ us. By the last theorem and the definition of

λδpεq the family of random variables
´

ε´
1
2λ´1pεqruε ´ us

¯

εPp0,1s
satisfies an LDP on Cpr0, T s;Wq

with speed λ2pεq.

As in [64], [65], [2], [3] and [12] our proof is based on weak convergence approach to LDP and

Budhiraja-Dupuis’ results on representation of functionals of Brownian motion, see [5] and [6].

However, we should mention that in addition to the presentation of a unifying approach to LDP

and MDP for the grade-two fluids our paper differ from [64] and [65] in the following respect:

1. in contrast to [65] our estimates are uniform with respect to the viscosity, and thus as in [2]

and [3] we are allowed to let the fluid viscosity, which is denoted by ε, to converge to zero.

2. While the authors in [64] and [65] were only able to prove their LDP and MDP results on the big-

ger space Cpr0, T s;Vq, we are able to establish our results on the smaller space Cpr0, T s;DpAqq

under the same assumptions as in the [64] and [65]. Imposing further regularity on the noise

and the initial data we are able to prove the LDP and MDP on Cpr0, T s;Wq.

3. Finally, unlike in [64] and [65] we directly work with the infinite dimensional solution uε,δ

instead of using their finite-dimensional projection (Galerkin approximation).

We should also note that some parts of our proofs also differ to the approaches used in several

papers that deal with the LDP for hydrodynamical models with small noise, see [12], [19], and

other models [37], [39] and [62]. We postpone the description of this difference to Remark 3.17 as

it requires the introduction of additional notation and technical terms. We are mainly inspired by

[2] and [3], but our model does not fall in their frameworks. In fact, the viscous models considered

in [2] and [3] are parabolic semilinear evolution equations and in this paper we are dealing with

non-parabolic fully nonlinear PDEs. The main difference also lies in the techniques used for the

derivations of uniform estimates. We finally note that we were also very much inspired by the

recent paper [4].

To close this introduction we outline the structure of the paper. In section 2 we introduce

the notations and recall or prove elementary results frequently used in the paper. The standing

hypotheses, the main results and their proofs are given in Section 3. Sections 4 and 5 are devoted
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to the proofs of intermediary results that are needed to establish the main results. To keep the

paper self-contained we recall or prove important theorems that are scattered in the literature.

2 Notations and auxiliary results

2.1 Notations: Functional spaces

We introduce necessary definitions of functional spaces frequently used in this work. Throughout

this paper we denote by LppT2q andWm,ppT2q, p P r1,8s, m P N, the Lebesgue and Sobolev spaces

of functions defined on T2. The spaces of u P LppT2q and Wm,ppT2q which are 2π-periodic in each

direction 0xi, i “ 1, 2, see for example [16], are denoted by LppT2q and Wm,ppT2q, respectively.

We simply write Lp (resp. Wm,p) instead of LppT2q (resp. Wm,ppT2q) when there is no risk of

ambiguity. We will also use the notation Hm :“Wm,2. For non integer r ą 0 the Sobolev space Hr

is defined by using classical interpolation method. The space rC8perpR2qs2 :“ C8perpR2,R2q denotes

the space of functions which are infinitely differentiable and 2π-periodic in each direction 0xi,

i “ 1, 2 (see also (1.3)).

In what follows we still denote by X the space of R2-valued functions such that each component

belongs to X. We also introduce the following spaces

H “

"

u P L2pT2q;

ż

T2

upxqdx “ 0, divu “ 0

*

,

V “ H1pT2q XH.

It is well-known, see [57], that H and V are the closure of

V “
"

u P rC8perpR2qs2;

ż

T2

upxqdx “ 0, divu “ 0

*

,

with respect to the L2 and H1 norms. We denote by p¨, ¨q and | ¨ | the inner product and the

norm induced by the inner product and the norm in L2pT2q on H, respectively. Let Π : L2pT2q Ñ

H be the Helmholtz-Leray projection, and A “ ´Π∆ be the Stokes operator with the domain

DpAq “ H2pT2q X H. It is well-known that A is a self-adjoint positive operator with compact

inverse, see for instance [57, Chapter 1, Section 2.6]. Hence, it has an orthonormal sequence of
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eigenvectors tej ; j P Nu with corresponding eigenvalues 0 ă λ1 ă λ2 ă ... The domain of Ar, r P R

is characterized by

DpArq “ V XH2r,

see [16, page 43].

The inner product and the norm induced by that of H1
0pT2q on V are denoted respectively by

pp¨, ¨qq :“ pA
1
2 ¨ , A

1
2 ¨q and || ¨ || :“ |A 1

2 ¨|. Observe that in the space V, the norm ‖¨‖ is equivalent

to the norm generated by the following scalar product

ppu,wqqα “ pu,wq ` αppu,wqq, for any u w P V. (2.1)

More precisely, we have

α||u||2 ď ‖u‖2α ď
ˆ

1

λ1
` α

˙

||u||2,@u P V. (2.2)

From now on, we will equip V with the norm ‖u‖α generated by the inner product defined in (2.1).

Note that we also have the equivalence of norms

c0|rotu| ď ‖u‖ ď c1|rotu|, for any u P H1 with divu “ 0, (2.3)

where as in [47] any two dimensional vector u “ pup1q,up2qq is identified with the three dimensional

vector pup1q,up2q, 0q, androtu “ p0, 0, Bu
p2q

Bx1
´ Bup1q

Bx2
q is identified with the scalar

rotu “
Bup2q

Bx1
´
Bup1q

Bx2
.

We also introduce the following space

W “
 

u P V; rotpu` αAuq P L2pT2q
(

,

which is a Hilbert space equipped with the norm generated by the following scalar product

ppu,vqqW “protpu` αAuq, rotpv ` αAvqq, @u, v PW,

see [15]. Note that for v P V, α rotAv P L2pT2q is understood in the weak sense. We recall that

there exist constants c2, c3 ą 0 such that for all u PW

c2‖u‖H3 ď ‖rotpu` αAuq‖ ď c3‖u‖H3 , (2.4)
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see [15].

For any Banach space B we denote its dual by B˚ and by xf ,vy the action of any element f of

B˚ on an element v P B. By identifying H with its dual space H˚ via the Riesz representation,

we have the Gelfand-Lions triple

V Ă H Ă V‹,

where each space is dense in the next one and the inclusions are continuous. It follows from the

above identification that we can write

xv,wy “ pv,wq, (2.5)

for any v P H,w P V.

2.2 Some useful results and inequalities

In this subsection we will prove several results which are essential for the subsequent analysis.

Let pi, i “ 1, 2, 3, be three positive numbers satisfying
ř3
i“1 p

´1
i “ 1. Let c : Lp1ˆLp2ˆLp3 Ñ R

be a trilinear form defined by

cpψ, φ, ϕq “ pψ ˆ φ, ϕq, ψ P Lp1 , φ P Lp2 , ϕ P Lp3 .

By Hölder’s inequality, there exists a constant K0 ą 0 such that for any ψi P Lpi ,i P t1, 2, 3u

|cpψ1, ψ2, ψ3q| ď K0

3
ź

i“1

‖ψi‖Lpi .

In particular, we formulate the following lemma which is a consequence of the last observation and

the definition of cp¨, ¨, ¨q.

Lemma 2.1. One can find a continuous bilinear map C : L2 ˆVÑ V˚ such that for any y P L2,

v P V, w P V

xCpy,vq,wy “ py ˆ v,wq, (2.6)

xCpy,vq,vy “ 0. (2.7)
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Proof. From the observation preceding the lemma the trilinear form c : L2 ˆ L4 ˆ L4 Ñ R is

continuous, hence, by the continuous embedding V Ă L4, the restriction, which is still denoted by

c, of c on L2ˆVˆV is continuous too. We now conclude the proof of the existence of the bilinear

map C : L2 ˆV Ñ V˚ satisfying (2.6) by the celebrated Riesz representation, see [20, Theorem

5.5.1].

As in [47], we identify any two dimensional vector pf1, f2q with the three dimensional vector

pf1, f2, 0q . With this in mind, we can easily prove that the vector y ˆ v is perpendicular to v in

R3 from which follows the identity (2.7).

Remark 2.2. (i) The bilinear map Cp¨, ¨q can be defined on various spaces, but the above definition

is enough for our purpose.

(ii) Remark that the identity (2.7) implies that for any y P L2, v P V, w P V

xCpy,vq,wy “ ´xCpy,wq,vy. (2.8)

(iii) Observe also that due to the continuous embedding H3 Ă L8 Cp¨, ¨q continuously maps L2ˆW

onto L2. More precisely, there exists a constant K1 ą 0 such that for any ψ P L2 and φ PW

|Cpψ, φq| ď K1|ψ|‖φ‖W. (2.9)

We will state and prove an important lemma later on, but for now let us introduce few additional

notations. Let pi be positive numbers satisfying
ř3
i“1 p

´1
i “ 1. We define the well-known trilinear

form b used in the mathematical theory of the Navier-Stokes equation by

bpψ, φ, ϕq “ pψ ¨∇φ, ϕq

“

2
ÿ

i,j“1

ż

T2

ψipxqBiφjpxqϕjpxqdx,

for any ψ P Lp1 , φ PW1,p2 and ϕ P Lp3 . We recall the following properties of b which can be proved

first for smooth functions and then for less regular ones by using standard density argument, see

for instance [57, Chapter 2, §1] and [16, Chapter 6].
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1. Let pi, i P t1, 2u, be numbers such that p´1
1 ` 2p´1

2 “ 1. If ψ P Lp1 is divergence free and

φ PW1,p2 , then

bpψ, φ, φq “ 0. (2.10)

The identity (2.10) implies that if pi, i P t1, 2, 3u, are numbers satisfying
ř3
i“1 p

´1
i “ 1, and

ψ P Lp1 is divergence free, φ P Lp3 and ϕ PW1,p2 , then

bpψ, φ, ϕq “ ´bpψ,ϕ, φq. (2.11)

2. There exists a constant K2 ą 0 such that

|bpψ, φ, ϕq| ď K2

$

’

’

’

&

’

’

’

%

‖ψ‖Lp1‖∇φ‖Lp2‖ϕ‖Lp3 ,@ψ P Lp1 with divψ “ 0, φ PW1,p2 , ϕ P Lp3 ,

‖ψ‖Lp1‖∇ϕ‖Lp2‖φ‖Lp3 ,@ψ P Lp1 with divψ “ 0, ϕ PW1,p2 , φ P Lp3 .

(2.12)

We now give the following identity

pprotφq ˆ ψ,ϕq “ bpψ, φ, ϕq ´ bpϕ, φ, ψq, ψ P Lp1 , φ PW1,p2 and ϕ P Lp3 . (2.13)

The above identity is proved first for smooth functions and then extended to less regular functions

by using standard density argument. We refer to [13] and [1] for the detail of the proofs.

We are now ready to state and prove the important lemma we alluded earlier.

Lemma 2.3. There exists a constant K3 ą 0 such that

|xCprotpφ´ α∆φq, ψq, ϕy|ď K3‖φ‖‖ψ‖‖ϕ‖W, for any φ PW, ψ P V, ϕ PW, (2.14)

|xCprotpφ´ α∆φq, ψq, ϕy|ď K3‖φ‖‖ψ‖W‖ϕ‖, for any φ PW, ψ PW, ϕ P V. (2.15)

Proof. The proofs of the two inequalities (2.14) and (2.15) are very similar, hence we will only

prove (2.14). Let us fix φ PW, ψ P V and ϕ PW. From (2.6) and (2.13) we infer that

xCprotpφ´ α∆φq, ψq, ϕy “ bpψ, φ, ϕq ´ bpϕ, φ, ψq ´ αpbpψ,∆φ, ϕq ` bpϕ,∆φ, ψqq.

We will only estimate the last two terms of the above identity since the first two terms can be

estimated from above by the right-hand side of (2.14) by using (2.12). For this aim we observe
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that by an integration-by-parts

bpψ,∆φ, ϕq “
2
ÿ

`“1

rbpB`ψ,ϕ, B`φq ` bpψ, B`ϕ, B`φqs,

from which along with Hölder’s inequality we infer that there exists a constant K̃1 ą 0 such that

|bpψ,∆φ, ϕq| ď K̃1

2
ÿ

`“1

|B`ψ|‖∇ϕ‖L8 |B`φ|` K̃1

2
ÿ

`“1

|B`ψ|‖∇ϕ‖L4‖∇pB`ϕq‖L4 .

Using Sobolev inequalities we readily infer that there exists a constant K̃2 ą 0 such that

|bpψ,∆φ, ϕq| ď K̃2‖ψ‖‖φ‖‖ϕ‖H3 .

Similarly, there exists a constant K̃3 ą 0 such that

|bpϕ,∆φ, ψq| ď K̃3‖ψ‖‖φ‖‖ϕ‖H3 .

Owing to the equivalence of the norms ‖ϕ‖H3 and ‖ϕ‖W, see (2.4), we easily derive the estimate

(2.14) from the last two estimates.

For φ PW, ψ PW and ϕ P V we infer from (2.8) that

xCprotpφ´ α∆φq, ψq, ϕy “ ´xCprotpφ´ α∆φq, ϕq, ψy.

With this in mind we can prove (2.15) with the same argument as we used for the proof of (2.14).

This completes the proof of the lemma.

3 Main results

This section, which is divided in several subsections, is devoted to the statement and proof of our

main results.

3.1 The standing hypotheses on the noise coefficient

Throughout we fix a complete filtered probability space U :“ pΩ,F ,F,Pq where the filtration

F “ tFt; t P r0, T su satisfies the usual conditions. We also fix two separable Hilbert spaces H0

and H such that the canonical injection ι : H0 Ñ H is Hilbert-Schmidt. The operator Q “ ιι˚,
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where ι˚ is the adjoint of i, is symmetric, nonnegative and since ι is Hilbert-Schmidt it is also of

trace class. Moreover, from [48, Corollary C.0.6] we infer that H0 “ Q
1
2 pH q. Now, let W be a

cylindrical Wiener process evolving on H0. It is well-known, see [17, Theorem 4.5], that W has the

following series representation

W ptq “
8
ÿ

j“1

?
qjβjptqhj , t P r0, T s,

where tβj ; j P Nu is a sequence of mutually independent and identically distributed standard

Brownian motions, thj ; j P Nu is an orthonormal basis of H consisting of eigenvectors of Q and

tqj ; j P Nu is the family of eigenvalues of Q. It is also well-known, see [17, Section 4.1] and [48,

Section 2.5.1], that W is an H -valued Wiener process with covariance Q.

Now, we recall few basic facts about stochastic integrals with respect to a cylindrical Wiener

process evolving on H0. For this purpose, let K be a separable Banach space, L pH0,Kq the space

of all bounded linear K-valued operators defined on H0, and M 2
T pKq :“ M 2pΩ ˆ r0, T s; Kq the

space of all equivalence classes of F-progressively measurable processes Ψ : Ωˆr0, T s Ñ K satisfying

E
ż T

0

}Ψprq}2Kdr ă 8.

We denote by L2pH0,Kq the Hilbert space of all operators Ψ P L pH0,Kq satisfying

}Ψ}2L2pH0,Kq
“

8
ÿ

j“1

}Ψhj}
2
K ă 8.

From the theory of stochastic integration on infinite dimensional Hilbert space, see [43, Chapter

5, Section 26 ] and [17, Chapter 4], for any Ψ P M 2
T pL2pH0,Kqq the process M defined by

Mptq “

ż t

0

ΨprqdW prq, t P r0, T s,

is a K-valued martingale. Moreover, we have the following Itô isometry

E
ˆ
›

›

›

›

ż t

0

ΨprqdW prq

›

›

›

›

2

K

˙

“ E
ˆ
ż t

0

}Ψprq}2L2pH0,Kq
dr

˙

,@t P r0, T s, (3.1)

and the Burkholder-Davis-Gundy’s (BDG’s) inequality

E
ˆ

sup
0ďsďt

›

›

›

›

ż s

0

ΨprqdW prq

›

›

›

›

q˙

ď CqE
ˆ
ż t

0

}Ψprq}2L2pH0,Kq
dr

˙

q
2

,@t P r0, T s,@q P p1,8q. (3.2)

We now give the standing hypotheses on the coefficient of the noise G.



Viscosity limit and deviations principles for a grade-two fluid driven by multiplicative noise 15

(Gs) Let s P t0, 1u and G : V Ñ L2pH0;DpA
1`s
2 qq, be a map satisfying: there exists a constant

c4 ą 0 such that for any u,v P V

‖Gpuq ´Gpvq‖
L2pH0,DpA

1`s
2 qq

ď c4|u´ v|. (3.3)

Remark 3.1.

(a) Note that Assumption (Gs) implies that there exists a constant c5 ą 0 such that

}Gpuq ´Gpvq}L2pH0,Vq ď c5}u´ v}α,

}Gpuq}L2pH0,Vq ď c5p1` }u}αq,

and

} rotrGpuq ´Gpvqs}L2pH0,L2pT2qq ď c5}u´ v}α,

} rotGpuq}L2pH0,L2pT2qq ď c5p1` }u}αq,

for any u, v P V.

(b) Assumption (Gs) with s “ 1 yields that there exists a number c6 ą 0 such that

}∇ rotrGpuq ´Gpvqs}L2pH0,L2pT2qq ď c6}u´ v}α,

}∇ rotGpuq}L2pH0,L2pT2qq ď c6p1` }u}αq,

for any u, v P V.

(c) Owing to the first two items, if u P M 2
T pVq, then rotGpuq, as well as ∇ rotGpuq, belongs to

M 2
T pL2pH0,L

2pT2qqq and the stochastic integral
şt

0
DGpuprqqdW prq, D P trot,∇ rotu is a well

defined L2pT2q-valued martingale.

(d) Item (a) was very important in [52] for the proof of the existence of weak martingale solution

to (1.2).

3.2 Statement of the main results

In order to state our main results we briefly recall few definitions and theorems from LDP theory.

Let E be a Polish space and BpEq its Borel σ-algebra.
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Definition 3.2. A function I : E Ñ r0,8s is a (good) rate function if it is lower semicontinuous

and the level sets te P E ; Ipeq ď au, a P r0,8q, are compact subsets of E .

Next let % be a real-valued map defined on r0,8q such that

%pεq Ñ 8 as εÑ8.

Definition 3.3. Let pΩ,F ,Pq be a complete probability space. An E-valued random variable

pXεqεPp0,1s satisfies the LDP on E with speed %pεq and rate function I if and only if the following

two conditions hold

(a) for any closed set F Ă E

lim sup
εÑ0

%´1pεq logPpXε P F q ď ´ inf
xPF

Ipxq;

(b) for any open set O Ă E

lim inf
εÑ0

%´1pεq logPpXε P Oq ě ´ inf
xPO

Ipxq.

We also consider a function λ : p0, 1s Ñ p0,8q satisfying (1.4), i.e.,

λpεq Ñ 8 and ε
1
2λpεq Ñ 0 as εÑ 0.

For δ P t0, 1u we introduce the function λδ defined by

λδpεq “

$

’

’

’

&

’

’

’

%

1 if δ “ 0

ε
1
2λpεqif δ “ 1.

(3.4)

Remark 3.4. From the definition of λδ and the properties of λ we derive that for δ P t0, 1u

λδpεq Ñ 1´ δ as εÑ 0. (3.5)

These notations will be used to describe the unifying approach to the LDP and MDP results

stated in the first theorem of the introduction.

In the following propositions we give some results related to the well-posedness and regularity

of the solution to (1.5) and (1.6).
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Proposition 3.5. For any ξ P W the problem (1.5) has a unique solution u P Cpr0, T s;Wq

satisfying (1.5) in the weak sense and

sup
0ďsďT

‖uprq‖W ď R0, (3.6)

where R0 ą 0 is a constant depending on α, T and ‖ξ‖W only.

If in addition ξ P DpA
3`s
2 q, s ě 1, then u P L8p0, T ;H3`sq and there exists a constant R1 ą 0

(which may depend on α, T and ‖ξ‖H3`s ) such that

sup
0ďrďT

‖uprq‖H4 ď R1, (3.7)

Proof. This proposition is a corollary of Theorem B.1 and Theorem B.2. In fact the existence and

uniqueness of a solution u P Cpr0, T s;Wq follows from setting ϕ “ 0, δ “ 0, h “ 0 in Theorem

B.1. The regularity result follows from Theorem B.2.

Proposition 3.6. Let δ P t0, 1u, ξ P DpA
3`δ
2 q and p P r1,8q. If Assumption (Gs) is satisfied with

s “ 0, i.e.,(G0), then the problem (1.6) has a unique solution uε,δ P Cpr0, T s;Wq satisfying

E sup
0ďsďT

‖uε,δprq‖pW ď R2, (3.8)

where R2 ą 0 is a constant which may depend on ε P p0, 1q.

Proof. For δ “ 0 the problem (1.6) reduces to the stochastic model for grade-two fluid. Under

Assumption (G0) it is proved in [52], see also [49], that for δ “ 0 problem (1.6) has a weak mar-

tingale solution satisfying (3.8) and which is pathwise unique. Thus, by the Watanabe-Yamada’s

theorem, see [48], it has a unique strong solution; see also [51] for a direct proof of the existence

and uniqueness of a strong solution.

For δ “ 1 the problem reduces to (1.8) whose existence of solution can be easily proved using

Galerkin approximation as in [49] and [65]. Here the assumption ξ P DpA2q is necessary to ensure

that u P L8p0, T ;DpA2qq which in its turn enables us to rigorously justify all the required steps to

derive the estimate (3.8) for the Galerkin solutions. We refer to [65, Lemma 5.2] for the stochastic

case and Theorem B.1 for the deterministic case. Thanks to Assumption (G0) one can prove by

arguing as in [52] that if it has a solution then it is pathwise unique. In fact, under the theorem
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assumption it is not difficult to check that uε,1 :“ ε´
1
2λ´1pεqruε ´ us satisfies (1.8) and hence the

only solution.

Remark 3.7. (i) The estimate in Proposition 3.6 may explode as ε is approaching zero, but we

will later on derive new and uniform estimates which are of the essence for our analysis.

(ii) We used the result from [65] to justify the existence of solution to (1.6) for δ “ 1, but our

results does not follow from [65]. In fact, [65, Lemma 3.1] was crucial for the validity of the

results in [65], but the proof of this crucial step depends on [15, Theorem 3.6] which in its turn

relies on estimate which explode when the viscosity ν “ εÑ 0, see for instance [15, Eq. (4.11)].

(iii) The existence and uniqueness of a strong solution to (1.6) enables us to define a Borel measur-

able map Γ ε,δξ : Cpr0, T s; H q Ñ Cpr0, T s;Wq such that Γ ε,δξ pW q is the unique solution to (1.6)

on the filtered probability space pΩ,F ,F,Pq with the Wiener process W .

In order to describe the rate functions associated to the LDP and MDP results, we also need

to introduce few additional notations and auxiliary problems. For fixed M ą 0 we set

SM “

!

h P L2p0, T ; H0q :

ż T

0

‖hprq‖2H0
dr ďM

)

.

The set SM , endowed with the weak topology

d1ph, kq “
ÿ

kě1

1

2k
ˇ

ˇ

ż T

0

`

hprq ´ kprq, ẽkprq
˘

H0
dr
ˇ

ˇ, (3.9)

where pẽk, k ě 1q is an orthonormal basis for L2p0, T ; H0q, is a Polish (complete separable metric)

space, see [6].

We also introduce the class S as the set of H0´valued pFtq´predictable stochastic processes h

such that
şT

0
‖hprq‖2H0

dr ă 8, a.s. For M ą 0 we set

SM “ th P S : h P SM a.s.u. (3.10)

Now, for δ P t0, 1u, ξ PW and h P L2p0, T ; H0q we consider the following problem

Btv
δ
h ` p1´ δqCprot vδh,uδhq ` δpCprot vδh,uq ` Cprot v,uδhqq “ Gpδu` p1´ δquδhqh, (3.11a)

vδh “ uδh ` αAuδh, (3.11b)

uδhp0q “ p1´ δqξ, (3.11c)
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where u P Cpr0, T s;Wq is the unique solution to (1.5) and v “ u` αAu.

Proposition 3.8. Let δ, s P t0, 1u, ξ P DpA
3`s`δ

2 q and Assumption (Gs) hold. Then for any

h P L2p0, T ; H0q the system (3.11) has a unique solution uδh P Cpr0, T s;Wq X L8p0, T ;DpA
3`s
2 qq.

Moreover, if h P SM , M ą 0, then there exists a deterministic positive constant R3 ą 0 (which

may depend on M , T , α and }ξ‖
DpA

3`s`δ
2 q

) such that

sup
tPr0,T s

‖uδh‖DpA 3`δ`s
2 q

ď R3 P´ a.s.. (3.12)

Proof. Observe that under the assumptions of the present proposition, the unique solution u to

(1.5) belongs to L8p0, T ;H3`s`δqXCpr0, T s;Wq. With this in mind, the existence and uniqueness

of a solution uδh P Cpr0, T s;Wq satisfying uδh P L8p0, T ;DpA
3`s
2 qq follows from setting ϕ “ u in

Theorem B.1.

The above proposition enables us to define a map Γ 0,δ
ξ : Cpr0, T s; H0q Ñ Cpr0, T s;DpA1` s

2 qq,

s P t0, 1u, by setting

– Γ 0,δ
ξ pxq is the unique solution uδh to (3.11) if x “

ş¨

0
hprqdr, h P L2p0, T ; H0q;

– Γ 0,δ
ξ pxq “ 0 otherwise.

We will see later on, see Remark 3.15, that this map is in fact Borel measurable.

We are now ready to state our main results.

Theorem 3.9. Let δ, s P t0, 1u, ξ P DpA
3`s`δ

2 q and Assumption (Gs) hold. Then, the family

puε,δqεPp0,1s satisfies an LDP on Cpr0, T s;DpA1` s
2 qq with speed ε´1λ2δpεq and rate function Iδ given

by

Iδpxq “ inf
thPL2p0,T ;H0q:x“Γ

0,δ
ξ p

ş

¨

0
hprqdrqu

"

1

2

ż T

0

‖hprq‖2H0
dr

*

. (3.13)

As usual, we understand that infH “ 8.

Proof. The proof of this theorem wil be given in the next subsection.

We can divide the result in the above theorem into two parts which will form the following two

corollaries. They give the LDP and MDP on Cpr0, T s;DpA1` s
2 qq, s P t0, 1u, for the solution uε to

(1.2).
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Corollary 3.10. Let s P t0, 1u, ξ P DpA
3`s
2 q and G satisfies Assumption (Gs). Then, the family

of solutions puεqεPp0,1s to (1.2) satisfies an LDP on Cpr0, T s;DpA1` s
2 qq with speed ε´1 and rate

function I0 given by

I0pxq “ inf
thPL2p0,T ;H0q:x“Γ

0,0
ξ p

ş

¨

0
hprqdrqu

"

1

2

ż T

0

‖hprq‖2H0
dr

*

. (3.14)

Corollary 3.11. If ξ P DpA2` s
2 q and G satisfies Assumption (Gs), then

´

ε´
1
2λ´1pεqruε ´ us

¯

εPp0,1s

satisfies an LDP on Cpr0, T s;DpA1` s
2 qq with speed λ2pεq and rate function I1 given by

I1pxq “ inf
thPL2p0,T ;H0q:x“Γ

0,1
ξ p

ş

¨

0
hprqdrqu

"

1

2

ż T

0

‖hprq‖2H0
dr

*

. (3.15)

In both corollaries we understand that infH “ 8. To close this subsection we should state the

following important remark.

Remark 3.12. We only considered the case s P t0, 1u because we are unable to prove the results

in Proposition 3.5 for s P p0, 1q. In particular, we are unable to prove that the solution u to (1.5)

belongs to Cpr0, T s;Wq X L8p0, T ;H3`sq for s P p0, 1q. Here, the main issue is that the proof

of Proposition 3.5 uses the results of Theorem B.1 and B.2 which in their turn depend on the

commutator estimate (B.11) which to our knowledge is only true for s ě 1.

Since ξ P DpA
3`s
2 q one would expect that the LDP result should hold in Cpr0, T s;DpA

3`s
2 qq,

but we are facing two major issues in getting the LDP in Cpr0, T s;DpA
3`s
2 qq:

(i) the proof of the LDP relies in particular on Proposition 3.14 with δ “ 0 which requires that

ξ P DpA
3`s
2 q for a compactness of the level setsKM in Cpr0, T s;DpA1` s

2 qq. This is more transparent

in the proof of the case s “ 0, see proof of (5.6) on page 32.

(ii) For the case s “ 1 we do not know whether the solution of the non-viscous model belongs to

Cpr0, T s;DpA2qq. In fact, we only know that it is an element of Cpr0, T s;DpA
3
2 qq X L8p0, T ;H4q.

3.3 Proof of Theorem 3.9

This subsection contains the proof of the main result stated in Theorem 3.9. The proof will use

Budhiraja and Dupuis’ representation of functional of Brownian motion and the weak convergence
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approach to LDP, see [5], [6] and Appendix A, and requires several auxiliary results whose proof

will be postponed to subsequent sections or subsections.

Let δ P t0, 1u, ξ PW and h P S . We consider the following stochastic system

dvε,δh `

”

εAuε,δh ` λδpεqCprot vε,δh ,uε,δh q ` δpCprot v
ε,δ
h ,uq ` Cprot v,uε,δh qq

ı

dt

“

”

δελ´1
δ pεqAu`Gpδu` λδpεqu

ε,δ
h qh

ı

dt` ε
1
2λ´1

δ pεqGpδu` λδpεqu
ε,δ
h qdW,

(3.16a)

vε,δh “ puε,δh ` αAuε,δh q, (3.16b)

uε,δh p0q “ p1´ δqξ in T2, (3.16c)

where u is the solution to (1.5) and v “ u` αAu.

Proposition 3.13. Let δ P t0, 1u, ξ P V X DpA
3`δ
2 q, p P r1,8q and h P S . If Assump-

tion (Gs) is satisfied, then the stochastic controlled system (3.16) has a unique solution uε,δh P

LppΩ;Cpr0, T s;Wqq such that

uε,δh “ Γ ε,δξ

ˆ

W ` ε´
1
2λδpεq

ż ¨

0

hprqdr

˙

.

Furthermore, if h P SM for a fixed M ą 0, then there exists a constant R4 (which may depend on

‖ξ‖
DpA

3`δ
2 q

, M , T , α and p) such that

sup
εPp0,1s

E sup
tPr0,T s

‖uε,δh ptq‖
2p
W ď R4. (3.17)

The proof of Theorem 3.9 heavily relies on the following two propositions.

Proposition 3.14. Let δ, s P t0, 1u and ξ P DpA
3`s`δ

2 q. Then, the sets KM “ tuδh, h P SMu,

M ą 0, are compact sets of Cpr0, T s;DpA1` s
2 qq.

Proof. The proof of this proposition will be given in Section 5.

Remark 3.15. The above proposition amounts to say that if phnqnPN Ă SM , M ą 0, is a se-

quence that converges weakly to h P SM , then Γ 0,δ
ξ p

ş¨

0
hnprqdrq strongly converges to Γ 0,δp

ş

¨

0
hprqdrq

ξ

in Cpr0, T s;DpA1` s
2 qq. This implies in particular that the map SM Q h ÞÑ Γ 0,δ

ξ p
ş¨

0
hprqdrq P

Cpr0, T s;Wq is Borel measurable.
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Proposition 3.16. Let M ą 0, phnqnPN Ă SM , h P SM , and pεnqnPN Ă p0, 1s be a sequence con-

verging to 0. Also, let δ, s P t0, 1u and ξ P DpA
3`s`δ

2 q. If Assumption (Gs) hold and hn converges in

distribution to h as SM -valued random variable, then the process Γ εn,δξ

ˆ

W`ε
´ 1

2
n λδpεnq

ş¨

0
hnprqdr

˙

converges in distribution to Γ 0,δ
ξ

`ş¨

0
hprqdr

˘

as Cpr0, T s;DpA1` s
2 qq-valued random variables.

Proof. The proof will be given in Section 5.

Remark 3.17. In many papers such as [2, 3, 64, 65] the proof of this proposition is based on

showing that the solution uεnhn is tight on appropriate Polish space, say X , and then invoking

Prokhorov’s and Skorokhod’s theorems to construct new filtered probability space on which is

defined a (sub)sequence ũεnhn and a random variable ũ such that

lawX pu
εn
hn
q “ lawX pũ

εn
hn
q,

uεnhn Ñ ũ strongly in X a.s. on the new probability space.

Finally, one shows that

ũ “ Γ 0,δ
ξ

ˆ
ż ¨

0

hprqdr

˙

,

which completes the proof.

Our approach differs to this method as we first show that Γ εn,δξ

ˆ

W ` ε
´ 1

2
n λδpεnq

ş¨

0
hnprqdr

˙

converges in probability to Γ 0,δ
ξ

`ş¨

0
hnprqdr

˘

as Cpr0, T s;DpA1` s
2 qq-valued random variables, see

Lemma 5.1. Then, we prove that Γ 0,δ
ξ

`ş¨

0
hnprqdr

˘

converges in distribution to Γ 0,δ
ξ

`ş¨

0
hprqdr

˘

as Cpr0, T s;DpA1` s
2 qq-valued random variables, see Lemma 5.2. We learn this approach from the

recent paper [4] and we believe it is much shorter and simpler than the one we outlined above.

Now, we give the promised proof of our theorem.

Proof of Theorem 3.9. Owing to Propositions 3.14 and 3.16 the assumptions (A1) and (A2) of

Theorem A.2 are satisfied on Es “ Cpr0, T s;DpA1` s
2 qq, s P t0, 1u. Thus, we infer that for δ and

s P t0, 1u the solution uε,δ to (1.6) satisfies an LDP on Cpr0, T s;DpA1` s
2 qq with speed ε´1λ2δpεq

and rate function Iδ. This completes the proof of Theorem 3.9.

Before we proceed to the next section we state the following remarks.
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4 Qualitative studies of the stochastic controlled model: proof of Proposition 3.13

This section is devoted to the proof of Proposition 3.13 which will be divided into parts.

Proof of Proposition 3.13. Part I: Well-posedness of problem (3.16).

Since h P S we have

E exp

˜

1

2
ε´1λ2δpεq

ż T

0

‖hprq‖2dr

¸

ă 8.

Thus, by Girsanov’s theorem there exists a probability measure Ph such that

dPh
dP

“ exp

˜

1

2
ε´1λδpεq

2

ż T

0

‖hprq‖2H0
dr ´ ε´

1
2λδpεq

ż T

0

hprqdW prq

¸

,

and the stochastic process W̃ p¨q :“ W p¨q ` ε´
1
2λpεq

ş¨

0
hprqdr defines a cylindrical Wiener process

evolving on H0 and defined on the filtered probability space pΩ,F ,F,Phq. We now infer from

Proposition 3.6 that on pΩ,F ,F,Phq the problem (1.6) with driving noise W̃ admits a unique

strong solution uε,δh . By Remark 3.7(iii) we have uε,δh “ Γ ε,δξ pW̃ q on pΩ,F ,F,Phq which reads

uε,δh “ Γ ε,δξ

ˆ

W p¨q ` ε´
1
2λpεq

ż ¨

0

hprqdr

˙

on pΩ,F ,F,Pq.

Part II: Proof of the uniform estimates (3.17)

In order to complete the proof of Proposition 3.13, we need to establish (3.17). For this aim we

fix M ą 0 and h P SM and we prove the following result.

Claim 1. There exists a constant R5 ą 0, which depends only on M , p, T , α and ‖ξ‖W , such

that for any ε P p0, 1s

Er sup
tPr0,T s

‖uε,δh ptq‖
2p
α ` 2pε

ż T

0

‖uε,δh ptq‖
2p´2‖uε,δh ptq‖

2dts ď R5. (4.1)

Proof of Claim 1. To alleviate the notation we will denote by uε and u the solution to (3.16) and

(3.11), respectively. We will also set

zε “ rotpuε ` αAuεq,

z “ rotpu` αAuq,

ξδ “ p1´ δqξ.
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By denoting the identity map on V by Id and using the bilinear map defined in Lemma 2.1,

we can rewrite the first identity in (3.16) in the following form

pId` αAquεptq `

ż t

0

pεAuεprq ` λδpεqCpzεprq,uεprqq ` δrCpzεprq,uprqq ` Cpzprq,uεprqqsq dr

“ ξδ ` δελ
´1
δ pεq

ż t

0

Auprqdr `

ż t

0

Gpδu` λδpεqu
εprqqdr

`ε
1
2λ´1

δ pεq

ż t

0

Gpδu` λδpεqu
εprqqdW prq,

(4.2)

for any t P r0, T s. For the sake of simplicity, we will set

A :“ pId` αAq´1 ˝A,

C :“ pId` αAq´1 ˝ C,

G “ pId` αAq´1 ˝G.

With this in mind, we derive from (4.2) that any solution uε of the problem (3.16) with the initial

condition ξδ PW satisfies, P a.s.

uεptq `

ż t

0

`

λδpεqC pz
εprq,uεprqq ` δrC pzεprq,uprqq ` C pzprq,uεprqq ` ελ´1

δ pεqA uprqs
˘

dr

“ pId` αAq´1ξδ `

ż t

0

G pδu` λδpεqu
εprqqhprqdr ´

ż t

0

εA uεprqdr

`ε
1
2λ´1

δ pεq

ż t

0

G pδu` λδpεqu
εprqqdW prq,

(4.3)

for any t P r0, T s. Let pτ`q`PN be the sequence of stopping times defined by

τ` “ inftt ě 0 : |rotpuεptq ` αAuεptqq| ě `u ^ T.

Observe that thanks to (3.8) we infer that τ` Ñ T a.s. as `Ñ8.

By the application of Itô formula, see [43, Theorem 26.5], to }uεpt^τ`q}2α and then to
`

}uεptq}2α
˘p

we obtain

}uεpt^ τ`q}
2p
α ` 2p

ż t^τ`

0

‖uεprq‖2p´2
α

“

ε}uε}2 ` δrxCpzε,uq,uεy ` ελ´1
δ pεqppu,u

εqqs
‰

prqdr

“ p

ż t^τ`

0

‖uεprq‖2p´2
α

´

ελ´2
δ pεq}Gpu` λδpεqu

εq}2LQpH0,Vq
` 2pGpδu` λδpεqu

εqh,uεq
¯

prqdr

´ 2pε

ż t^τ`

0

p‖uε‖2p´2
α }uε}2qprqdr ` fppqελ´2

δ pεq

ż t^τ`

0

‖uε‖2p´4
α ‖G ˚pδu` λδpεquεquε‖2H0

prqdr

` 2pε
1
2λ´1

δ pεq

ż t^τ`

0

‖uεprq‖2p´2
α puεprq, Gpδuprq ` λδpεqu

εprqqdW prqq ` }ξδ}
2p
α ,
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where fppq “ 2ppp´ 1q. Note that we have used the identity

pppId` αAq´1f ,vqqα “ xf ,vy for any f P V˚,

and (2.7) to justify that

ppC pzε,uεq ´ δC pz,uεq,uεqqα “ 0.

Using Cauchy-Schwarz’s inequality, Young’s inequality and (3.6) we show that there exists a con-

stant C0 ą 0 such that for any ε ą 0 and ` ě 1

ż t^τ`

0

‖uεprq‖2p´2ppuprq,uεprqqqdr ď C0

ˆ

TR2p
0 `

ż t^τ`

0

‖uεprq‖2pα dr
˙

.

From (2.15) and (3.6) we infer that there exists a constant C1 ą 0 such that for any ε ą 0 and

` ě 1

ż t^τ`

0

xCpzεprq,uprqq,uεprqydr ď C1

ż t^τ`

0

‖uεprq‖2pα ‖uprq‖Wdr

ď C1R0

ż t^τ`

0

‖uεprq‖2pα dr

Using Assumption (Gs) with s “ 0, Young’s inequality and (3.6) we can find constants C2 ą 0

and C3 ą 0 such that for any ε ą 0 and ` ě 1

ż t^τ`

0

‖uεprq‖2p´2
α }Gpδu` λδpεqu

εqprq}2LQpH0,Vq
dr ď C2p1` λ

2
δpεqq

ż t^τ`

0

‖uεprq‖2pα dr

`C2T
´

1` δ2pR2p
0

¯

,

and

ż t^τ`

0

‖uεprq‖2p´4
α ‖G ˚pδu` λδpεquεquεprq‖2H0

dr ď C3p1` λ
2
δpεqq

ż t^τ`

0

‖uεprq‖2pα dr

C3T
´

1` δ2pR2p
0

¯

.

Since h P SM , applications of Cauchy-Schwarz’s inequality, Assumption (Gs) with s “ 0, Young’s

inequality and (3.6) imply that there exists a constant C4 ą 0 such that for any ε ą 0 and ` ě 1

ż t^τ`

0

‖uεprq‖2p´2
α pGpδu` λδpεqu

εqhprq,uεprqqdr ď C4p1` λδpεqq

ż t^τ`

0

‖uεprq‖2pα ‖hprq‖H0
dr

`C4M
1
2T

1
2

´

1` δ2pR2p
0

¯

.
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Collecting all these inequalities together yields

}uεpt^ τ`q}
2p
α ` 2pε

ż t^τ`

0

‖uεprq‖2p´2
α ε}uεprq}2dr ď Φε,δ `

ż t^τ`

0

Ψε,δprq‖uεprq‖2pα dr

`M ε,δpt^ τ`q,

with

M ε,δptq “ 2pε
1
2λ´1

δ pεq sup
rPr0,ts

∣∣∣∣ż s
0

‖uprq‖2p´2
α puεprq, Gpδuprq ` λδpεqu

εprqqdW prqq

∣∣∣∣,
Φε,δ “ ‖ξδ‖2pα ` C5T

´

δελ´1
δ pεq ` δ

2prελ´2
δ pεq `M

1
2T

1
2 s

¯

` C6Tελ
´2
δ pεq,

Ψε,δprq “ C7δpελ
´1
δ pεq ` 1q ` C8pελ

´2
δ pεq ` εq ` C9p1` λδpεqq‖hprq‖H0

,

where Ci, i “ 5, . . . , 9, are positive constants which may depend on ‖ξ‖W, T , α, p, but not on ε,

` ě 1 and δ.

From Burkholder-Davis-Gundy’s (BDG’s) inequality, Assumption (Gs) with s “ 0, Cauchy-

Schwarz’s and Young’s inequalities we infer that there exists a positive constant C10 such that for

any ε ą 0, ` ě 1 and θ ą 0 we have

EM ε,δpt^ τ`q ď 9θ´1p2C10ελ
´2
δ pεq

ˆ

T ` p1` λ2δpεqqE
ż t^τ`

0

‖uεprq‖2pα dr ` δ2p
˙

`θE sup
rPr0,t^τ`s

‖uεprq‖2pα .
(4.4)

Hence, for t P r0, T s we have, with probability 1,

Xpt^ τ`q ` 2pεY pt^ τ`q ď Φε,δ `

ż t^τ`

0

Ψε,δprqXprqdr `M ε,δptq,

EM ε,δpt^ τ`q ď θEXpt^ τ`q ` θ´1Cε,δ11 E
ż t^τ`

0

Xprqdr ` Cε,δ12 ,

where we have set

Xptq :“ sup
rPr0,ts

‖uεprq‖2pα , Y ptq :“

ż t

0

‖uεprq‖2p´2
α ‖uεprq‖2dr,

Cε,δ11 :“ 9p2C10ελ
´2
δ pεqp1` λ

2
δpεqq,

Cε,δ12 :“ Cε,δ11 p1` λ
2
δpεqq

´1pT ` δ2pq.

Now, observe that by the definition of λδpεq, ελ´`δ pεq Ñ 0, ` P t1, 2u, as εÑ 0. Hence, for any

ε0 ą 0 one can find positive constants C̃0, C̃1, C̃2 and C̃3 such that for any ε ą 0 and ` ě 1

ż T

0

Ψε,δprqdr ď C̃0 with probability 1, Φε,δ ď C̃1, Cε,δ11 ď C̃2, and Cε,δ12 ď C̃3.
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The constants C̃i, i P t0, . . . , 3u, may depend on ‖ξ‖
DpA

3`δ
2 q

, ε0, p, T , and δ, but they do not

depend on ε ą 0 and ` ě 1. Now, choosing the constant θ ą 0 so that 2θeC̃0 ď 1 and applying [12,

Lemma A.1] yield

ErXpt^ τ`q ` 2pεY pt^ τ`qs ď R5, (4.5)

where R5 “ R5p‖ξ‖W, p, ε0, T q does not depend on ε P p0, 1s, h P SM and ` P N. Letting ` Ñ 8

now completes the proof of Claim 1.

We now proceed to the proof of (3.17). We keep the notations in the proof of Claim 1 and we

also set

wε “ rotuε and w “ rotu.

With these notations in mind we observe that zε satisfies

dzε `
´

´ε∆wε ` λδpεqu
ε ¨∇zε ` δru ¨∇zε ` uε ¨∇zs ´ δελ´1

δ pεq∆w ` G̃pδu` λδpεqu
εqh

¯

dt

“ ε
1
2λ´1

δ pεqG̃pδu` λδpεqu
εqdW,

zεp0q “ zδ0 ,

where

G̃ “ rotG and zδ0 :“ p1´ δq rotpξ ` αAξq.

Now, let % P C8pT∈q be an even, smooth function such that its support is compact and lies

within a ball of T2, and the ball lifts homeomorphically to the universal covering R2. We also

assume that
ş

T2 %pxqdx “ 1. For each k P N we set %kp¨q “ k2%pk¨q and define the convolution

operator Jk by Jkf “ %k ˚ f . We refer to Appendix C for several important properties of Jk. For

the sake of simplicity we set uk “ Jku for any distribution u. The process zεk satisfies

dzεk `
´

εα´1zεk ` λδpεqu
ε ¨∇zεk ` δpu ¨∇zεk ` Jkpuε ¨∇zqq `R

ε,δ
k ´ εα´1wεk

¯

dt

“

´

δελ´1
δ pεq∆wk ` JkG̃pδu` λδpεqu

εqh
¯

dt` ε
1
2λ´1

δ pεqJkG̃pδu` λδpεqu
εqdW,

zεkp0q “ p1´ δq rotpξk ` αAξkq,
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where

Rε,δk :“ λδpεqrJkpu
ε ¨∇zεq ´ uε ¨∇zεks ` δrJkpu ¨∇zεq ´ u ¨∇zεks.

We now apply Itô’s formula to the function x ÞÑ x2 and zεk to obtain

d|zεk|2 ` 2rεα´1|zεk|2 `
´

Rε,δk ` δJkpu
ε ¨∇zq, zεk

¯

´ 2
`

εα´1wεk ` δελ
´1
δ pεq∆wk, z

ε
k

˘

sdt

“ r2
´

JkG̃pδu` λδpεqu
εqh, zεk

¯

` ελ´2
δ pεq‖JkG̃pδu` λδpεqu

εq‖2LQpH0,L2qsdt

`2ε
1
2λ´1

δ pεqpz
ε
k, JkG̃pδu` λδpεqu

εqdW q,

where we have used (2.10) to justify that

pλδpεqu
ε ¨∇zεk ` δu ¨∇zεk, zεkq “ 0.

Thanks to Lemma C.1, Propositions C.1 and C.3 we can argue as in [52, Proof of Theorem 2.9(b),

page 60] and prove that

d|zε|2 ` 2
”

εα´1|zε|2 `
´

δuε ¨∇z ´
“

εα´1wε ` δελ´1
δ pεq∆w ` G̃pδu` λδpεqu

εqh
‰

, zε
¯ı

dt

“ ελ´2
δ pεq‖G̃pδu` λδpεqu

εq‖2LQpH0,L2q ` 2ε
1
2λ´1

δ pεqpz
ε, G̃pδu` λδpεqu

εqdW q.

Now, applying Itô’s formula to the map x ÞÑ xp and |zε|2 yields

d|zε|2p ` 2prεα´1|zε|2p ´ fppqελ´2
δ pεq‖G̃

˚pδu` λδpεqu
εquε‖2H0

|zε|2p´4sdt

“ p|zε|2p´2

„

2
´

εα´1wε ` δελ´1
δ pεq∆w ` G̃pδu` λδpεqu

εq, zε
¯

`ελ´2
δ pεq‖G̃pδu` λδpεqu

εq‖2L2pH0,L2q ´ 2δ puε ¨∇z, zεq


`2pε
1
2λ´1

δ pεq|z
ε|2p´2pzε, G̃pδu` λδpεqu

εqdW q,

(4.8)

where G̃˚p¨q is the adjoint of G̃p¨q and fppq :“ 2ppp ´ 1q. Using the Cauchy-Schwarz and Young

inequalities, the norms equivalence (2.3), the Sobolev embedding V ĂW and (3.6) we show that

there exists a constant k0 ą 0 such that for any ε ą 0 and ` ě 1

2p

ż t^τ`

0

`

εα´1pwεprq, zεprqq ` δελ´1
δ pεqp∆wprq, z

εprqq|zεprq|2p´2
˘

dr ď 2pk0

ˆ

δελ´1
δ pεqR0

`rεα´1 ` δελ´1
δ pεqs

ż t^τ`

0

|zεprq|2pdr
˙
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Using (2.12) the Sobolev embedding W Ă L8 and (3.7) we prove that there exists a constant

k1 ą 0 such that

2pδ

ż t^τ`

0

puε ¨∇z, zεqprq|zεprq|2p´2dr ď 2pk1

ż t^τ`

0

|∇zprq||zεprq|2p´1‖uεprq‖L8dr

ď 2pδk1R1

ż t^τ`

0

|zεprq|2pdr.

From Remark 3.1(a), Young’s inequality and (3.6) we derive that

pελ´2
δ pεq

ż t^τ`

0

‖G̃pδu` λδpεquεqprq‖2LQpH0,L2q|z
εprq|2p´2dr

ď k3pελ
´2
δ pεq

„

p1` λ2δpεqq

ż t^τ`

0

|zεprq|2pdr ` δ2pT pR2p
0 ` 1q



,

for some constant k3 ą 0 which does not depends on ε P p0, 1s, δ P t0, 1u and ` ě 1. In an almost

similar way we prove that there exists a constant k4 ą 0 such that for any ε P p0, 1s and ` ě 1

2ppp´ 1qελ´2
δ pεq

ż t^τ`

0

‖G̃˚pδuprq ` λδpεquεprqqzεprq‖2H0
|zεprq|2p´2dr

ď 2k4ppp´ 1qελ´2
δ pεq

„

p1` λ2δpεqq

ż t^τ`

0

|zεprq|2pdr ` δ2pT pR2p
0 ` 1q



.

Finally, there exists a constant k5 ą 0 such that for any ε P p0, 1s and ` ě 1

ż t^τ`

0

|zεprq|2p´2pG̃pu` λδpεqu
εqhprq, zεprqqdr ď k5M

1
2T

1
2

´

1` δ2pR2p
0 q

¯

`c5p1` λδpεqq

ż t^τ`

0

|zεprq|2p‖hprq‖H0
dr.

From these inequalities and (4.8) we infer that

|zεpt^ τ`q|
2p ` 2pεα´1

ż t^τ`

0

|zεprq|2pdr ď Φ̃ε,δ `

ż t^τ`

0

Ψ̃ε,δprq|zεprq|2pdr ` M̃ ε,δpt^ τ`q,

with

M̃ ε,δptq “ 2pε
1
2λ´1

δ pεq sup
rPr0,ts

∣∣∣∣ż s
0

|zεprq|2p´2pzεprq, G̃puprq ` λδpεqu
εprqqdW prqq

∣∣∣∣
` 2pc̃0pεα

´1 ` δελ´1
δ pεqq

ż t

0

|wεprq|2pdr,

Ψε,δprq “ c̃1pεα
´1 ` δελ´1

δ pεqq ` c̃2δ|∇zprq|``c̃3ελ
´2
δ pεqp1` λ

2
δpεqq ` c̃4p1` λδpεqq‖hprq‖H0 ,

Φ̃ε,δ “ |zδ0 |2p ` c̃5δ2ppελ´2
δ pεqT ` T

1
2 q,

where c̃i, i “ 0, . . . , 5, are positive constants which may depend on ‖ξ‖
DpA

3`δ
2 q

, T , α and p, but

not on ε and ` ě 1.
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Using the same argument as in the proof of (4.4) and (3.6) we infer that for any θ ą 0

M̃ ε,δpt^ τ`q ď 9θ´1c̃7ελ
´2
δ pεq

ˆ

T ` p1` λ2δpεqqE
ż t^τ`

0

|zεprq|2pdr `R2p
0

˙

`θE sup
rPr0,t^τ`s

|zεprq|2p `R5,

where R5 is the constant from (4.5) and c̃7 is a positive constant which does not depend on ε and

`. Thus, setting

X̃εptq :“ sup
0ďrďt

|zεprq|2p and Ỹ εptq :“

ż t

0

|zεprq|2pdr,

we see that for t P r0, T s we have with probability 1

X̃εpt^ τ`q ` 2pεα´1Ỹ εpt^ τ`q ď Φ̃ε,δ `

ż t^τ`

0

Ψ̃ε,δprqX̃εprqdr ` M̃ ε,δpt^ τ`q,

EM̃ ε,δpt^ τ`q ď θEX̃εpt^ τ`q ` θ
´1K̃ε,δ

0 E
ż t^τ`

0

X̃εprqdr ` K̃ε,δ
1 ,

where θ ą 0 is an arbitrary constant and

K̃ε,δ
0 “ 9c̃7ελ

´2
δ pεqp1` λ

2
δpεqq,

K̃ε,δ
1 “ θ´1c̃7ελ

´2
δ pεqpT `R

2p
0 q `R5.

Observe that from Proposition 3.5 we can find a deterministic positive constant K̃2 such that

for any ε P p0, 1s

ż T

0

Ψ̃ε,δprqdr ď K̃2 with probability 1.

We now argue as in the proof of (4.5) and infer that one can find a positive constant K̃3, which

may depend on p, T, α and ‖ξ‖
DpA

3`δ
2 q

, but not on ε such that

E
´

X̃εptq ` 2pεα´1Ỹ εptq
¯

ď K̃3p1` p1´ δq| rotpξ ` αAξq|2pq. (4.9)

This completes the proof of (3.17) and Proposition 3.6.

5 Proof of Propositions 3.14 & 3.16

This section is devoted to the proof of the crucial Propositions 3.14 and 3.16.
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5.1 Proof of Proposition 3.14

We will now give the proof of Proposition 3.14. For this purpose we fix δ P t0, 1u, a constantM ą 0

and consider a sequence phnqnPN Ă SM which weakly converges to h P SM . Let uδn (resp. uδ) be

the solution to (3.11) corresponding to hn (resp. h). By Proposition 3.8 we have

sup
nPN

sup
tPr0,T s

‖uδnptq‖W ď R0, (5.1)

Using (2.9) and Assumption (Gs) we easily derive that there exists a constant R̃1 ą 0 such that

for any n P N

|Btvδnp¨q| ď R̃1‖uδn‖W
`

p1´ δq‖uδn‖W ` δ‖u‖W
˘

` R̃1‖hn‖H0
p1` δ‖u‖α ` p1´ δq‖uδn‖αq,

which along with (5.1) and (3.6) we infer that there exists a constant Rδ6 ą 0 such that

sup
nPN

‖Btuδnp¨q‖L2p0,T ;DpAqq ď Rδ6. (5.2)

These two estimates, Banach-Alaoglu’s theorem and the celebrated Aubin-Lions-Simon com-

pactness theorem, see [56, Corollary 4], implies that one can extract a subsequence, which is not

relabeled, from puδnqnPN such that

uδn á ūδ weak- ˚ in L8p0, T ;Wq, (5.3)

uδn Ñ ūδ strong in Cpr0, T s;DpA1´ θ2 qq, (5.4)

for any θ P p0, 1s. Arguing as in [14] or [15] we can show that ūδ solves (3.11) and by uniqueness

of solution we infer that ūδ “ uδ. The uniqueness of solution also implies that the whole sequence

strongly converges to uδ in Cpr0, T s;DpA1´ θ2 qq, θ P p0, 1s. Note also that from (5.1) and (5.3) we

infer that the function zδn :“ rotpyδn ` αAyδnq, where yδn :“ uδn ´ uδ, satisfies

sup
nPN

sup
tPr0,T s

|zδnptq| ď R̃3, (5.5)

for a constant R̃3 ą 0 independent of n.

Now we will divide the proof into two parts: the case s “ 0 and s “ 1.
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Case s “ 0. We infer from Sobolev interpolation inequality that

|Ayδn| “ ‖A
1
2 yδn‖ď R̃5|A

1
2 yδn|

1
2 |A 3

2 yδn|
1
2 ,

which along with the estimate (5.5) and the convergence (5.4) easily implies

yδn :“ uδn ´ uδ Ñ 0 strongly in Cpr0, T s;DpAqq. (5.6)

This completes the proof of Proposition 3.14 for the case s “ 0.

Case s “ 1. To prove the Proposition for the case s “ 1 we shall show that

zδn Ñ 0 strongly in Cpr0, T s;Wq.

To this aim, we first observe that zδn solves

Btz
δ
n ` p1´ δqru

δ
n ¨∇zδn ` yδn ¨∇zδs ` δru ¨∇zδn ` yδn ¨∇zs

“ G̃pδu` p1´ δquδnqhn ´ G̃pδu` p1´ δqu
δqh,

(5.7)

where we have set

zδ “ rotpuδ ` αAuδq, z “ rotpu` αAuq and G̃ “ rot ˝G.

We have the following identity

1

2

d

dt
|zδn|2 “ pG̃pδu` p1´ δquδnqhn ´ G̃pδu` p1´ δquδqh, zδnq

`pδ ´ 1qpyδn ¨∇zδ, zδnq ´ δpyδn ¨∇z, zδnq.
(5.8)

The proof of this identity uses the same regularization argument as in the proof of (3.17) and is

omitted. We now invoke (2.12) and (2.4) to infer that there exists a constant R11 ą 0 such that

for any n P N

|zδnptq|2 ď R7

ż t

0

`

p1´ δq|∇zδprq|` δ|∇zprq|
˘

|zδnprq|2dr ` |T δ
n phn ´ hqptq|

`

ż t

0

|rG̃pδu` p1´ δquδnq ´ G̃pδu` p1´ δquδqshnprq||zδnprq|dr,
(5.9)

where for each n P N the linear map T δ
n : L2p0, T ; H0q Ñ Cpr0, T s;Rq is defined by

T δ
n ψp¨q “

ż ¨

0

pG̃pδu` p1´ δquδqψprq, zδnprqqdr, ψ P L2p0, T ; H0q. (5.10)
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From Assumption (Gs) and Remark 3.1(a) and the continuous embedding V ĂW we infer that

there exists a constant R12 ą 0 such that

ż t

0

|rG̃pδu` p1´ δquδnq ´ G̃pδu` p1´ δquδqshnprq||zδnprq|dr ď R8p1´ δq

ż t

0

|zδnprq|2‖hnprq‖H0
dr.

(5.11)

Plugging this inequality in (5.9), using Gronwall’s and the assumption hn P SM yield

|zδnptq|2 ď |T δ
n phn ´ hqptq| exp

ˆ

R7

ż t

0

`

p1´ δq|∇zδprq|` δ|∇zprq|
˘

dr `R8T
1
2M

1
2

˙

. (5.12)

Now we claim that as nÑ8

sup
tPr0,T s

|T δ
n phn ´ hqptq|Ñ 0, (5.13)

from which altogether with (3.7) completes the proof Proposition 3.14 for the case s “ 1.

In order to complete the proof of the whole proposition, it remains to prove (5.13). To this end,

we notice that thanks to the Assumption (Gs), Remark 3.1(a) and the estimate (5.5), the family

pG̃pδu`p1´ δquδqψp¨q, zδnp¨qq, ψ P SM , is uniformly bounded in L2p0, T ; H0q. Thus, for each n P N

the linear map T δ
n is bounded and compact. Next, owing to the estimate (5.5) we can and will

assume that there exists zδ8 P L8p0, T,L2q such that as nÑ8

zδn Ñ zδ8 weak- ˚ in L8p0, T ; L2q,

which implies that as nÑ8

9 T δ
n ´T δ

89 Ñ 0, (5.14)

where 9 ¨ 9 denotes the operator norm. Thus, the compactness of Tn, n P N, and the weak

convergence of hn to h implies

sup
tPr0,T s

|T δ
n phn ´ hqptq| ď 9T δ

n ´T δ
8 9 ‖hn ´ h‖L2p0,T ;H0q ` ‖T δ

8phn ´ hq‖Cpr0,T s;Rq Ñ 0, (5.15)

as nÑ8. This completes the proof of Proposition 3.14.
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5.2 Proof of Proposition 3.16

This section is devoted to the proof of Proposition 3.16. For the time being let us assume that the

following two lemmata hold.

Lemma 5.1. If all assumptions of Proposition 3.16 are satisfied, then for s P t0, 1u

lim
nÑ8

P
ˆ

sup
0ďrďT

‖uεn,δhn
´ uδhnprq‖DpA1` s

2 q
ě κ

˙

“ 0, (5.16)

for any κ ą 0.

Lemma 5.2. Under the assumptions of Proposition 3.16, the process Γ 0,δ
ξ

`ş¨

0
hnprqdr

˘

converges

in distribution to Γ 0,δ
ξ

`ş¨

0
hprqdr

˘

as Cpr0, T s;DpA1` s
2 qq-valued random variables, where s P t0, 1u.

We now give the promised proof of Proposition 3.16.

Proof of Proposition 3.16. Proposition 3.16 readily follows from [20, Theorem 11.3.3], Lemmata

5.1 and 5.2.

We now proceed to the proofs of Lemmata 5.1 and 5.2.

Proof of Lemma 5.1. To lighten notation we set

uεn :“ uεn,δhn
, yεn :“ uεn ` αAuεn, zεn :“ rot yεn,

un :“ uδn, vn :“ un ` αAun, zn :“ rot yn,

ηεn :“ uεn ´ un, ϕεn “ ηεn ` αAηεn ωεn :“ rotϕεn.

We also recall that u is the solution to (1.5), v “ u` αAu and z “ rot v.

We will first establish the lemma for s “ 0. More precisely, we will show that

lim
nÑ8

P
ˆ

sup
0ďrďT

|ϕεnprq| ě κ

˙

“ 0, (5.17)

for any κ ą 0. For this purpose, we first observe that ϕεn satisfies

dϕεn ` pεAuεn ` λδpεqCprotϕεn,uεnq ` r%δpεqsCprot vn, ηεnq ` δpCprotϕεn,uq ` Cprot v, ηεnqq dt

“
`

δελ´1
δ pεqAu` rGpY ε,δn q ´GpY δn qshn

˘

dt` ε
1
2λ´1

δ pεqGpY
ε,δ
n qdW,
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where

%δpεq “ λδpεq ´ p1´ δq, Y ε,δn :“ δu` λδpεqu
ε
n, and Y δn :“ δu` p1´ δqun.

Applying Itô’s formula to |ϕεn|2 and ϕεn, and using Cauchy-Schwarz’s inequality and Assumption

(Gs) we infer that there exists a constant R9 ą 0

d|ϕεn|2 ´ 2|pεAuεn ` λδpεqCprotϕεn,uεnq ` δpCprotϕεn,uq ` Cprot v, ηεnqq,ϕεnq|dt

ď 2|ϕεn|rr%δpεqs|Cprot vn, ηεnq|` δελ´1
δ pεq|Au|`R9‖λδpεquεn ´ p1´ δqun‖α‖hn‖H0

sdt

`R9ελ
´2
δ pεq‖δu` λδpεqu

ε
n‖2α ` 2ε

1
2λ´1

δ pεqpϕ
ε
n, GpY

ε,δ
n qdW q.

(5.18)

Now, we infer from (2.13), the properties of bp¨, ¨, ¨q (mainly (2.10), (2.11) and (2.12)), Hölder’s

inequality and the Sobolev embedding L8 Ă DpAq that there exists a constant R10 ą 0

|pCprotϕεn,uεnq,ϕεnq| “ |bpϕεn,uεn,ϕεnq| ď R10|ϕεn|2|zεn|,

|pCprot vn, ηεnq,ϕεnq| ď R10|zn||ϕεn|2,

|pCprotϕεn,uq,ϕεnq| ď R10|ϕεn|2|z|,

and

|pCprot v, ηεnq,ϕεnq| ď R10|z||ϕεn|2.

Collecting these inequalities together, plugging them in (5.18) and using Young’s inequality yield

d|ϕεn|2 ď 2ε
1
2λ´1

δ pεqpϕ
ε
n, GpY

ε,δ
n qdW q ` ε2|zn|2 ` δ2ε2λ´2

δ pεq|z|
2 ` |%δpεq|‖un‖2α‖hn‖2H0

`R10|ϕεn|2
“

1` 2λδpεq|zεn|` %δpεq|zn|` δ|z|` λδpεq‖hn‖H0

‰

,

which along with Proposition 3.5 implies that

|ϕεnpt^ τnq|2 ď TΣε,δ
N `

ż t^τN

0

Θε,δN prq|ϕ
ε
nprq|2dr ` 2ε

1

2
λ´1
δ pεqM̃

ε
npt^ τnq,

where

Σε,δ
N :“ ε2N ` δ2ε2λ´2

δ pεqR
2
0 ` %δpεqNR10, (5.19)

Θε,δN p¨q “ Nλδpεq ` %pεq ` 2δR0 ` λδpεq‖hnp¨q‖H0
, (5.20)

M̃ ε
nptq :“

ż t

0

pϕεnprq, GpY
ε,δ
n qprqdW prqq, (5.21)
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and for each number N ą 0 the family of stopping times τn :“ τn,N is defined by

τn,N “ inftt ě 0; |znptq| ą Nu ^ tt ě 0; |zεnptq| ą Nu ^ T. (5.22)

Now, from an application of BDG’s inequality and Young’s inequality we infer that for any constant

β̃ ą 0 there exists a constant R11 ą 0 such that for any n ě 1 and N ě 1

2ε
1
2λ´1

δ pεqE sup
rPr0,t^τns

|M̃ ε
nprq|

ď 2ε
1
2λ´1

δ pεqR11E

˜

sup
rPr0,ts

|ϕεnpr ^ τnq|2
ż t^τn

0

‖GpY ε,δn qprq‖2L2pH0,Vq
dr

¸
1
2

ď ελ´2
δ pεqR11

ż t^τn

0

p1` δ2‖uprq‖2α ` λ2δpεq‖unprq‖2αqdr

` β̃E sup
rPr0,ts

|ϕεnpr ^ τnq|2 ` εR11

ż t^τn

0

|ϕεnprq|2dr

ď β̃E sup
rPr0,ts

|ϕεnpr ^ τnq|2 ` ελ´2
δ pεqR11T p1` δ

2R2
0 ` λ

2
δpεqNq ` εR11

ż t^τn

0

|ϕεnprq|2dr.

(5.23)

Notice that since phnqnPN Ă SM and by the definitions of %δpεq and λδpεq, there exists a constant

R12 ą 1 such that

sup
nPN

e
şT
0
Θε,δN prqdr ď R12.

Thus, choosing β̃ so that 2β̃R12 ă 1 and applying the version of Gronwall’s lemma given in [12,

Lemma A.1] we obtain

E sup
rPr0,ts

|ϕεnpr ^ τnq|2 ď Σε,δ
N R12. (5.24)

Now, since %δpεq Ñ 0 and ελ´`δ pεq Ñ 0, ` P t1, 2u, as εÑ 0 we infer that

E sup
rPr0,ts

|ϕεnpr ^ τnq|2 Ñ 0 as nÑ8. (5.25)

Next, let γ ą 0 and κ ą 0 be arbitrary numbers. It is not difficult to check that

Pp sup
rPr0,T s

|ϕεnprq|2 ě κq ďPp sup
rPr0,T s

|ϕεnprq|2, τn “ T q ` Pp sup
rPr0,T s

|znprq| ě Nq

` Pp sup
rPr0,T s

|zεnprq| ě Nq

ď
1

κ
E sup
rPr0,ts

|ϕεnprq|2 `
1

N
E sup
rPr0,T s

p|znprq|` |zεnprq|q. (5.26)
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Owing to estimate (3.12) and (3.17) one can find N ą 0 such that

1

N
E sup
rPr0,T s

p|znprq|` |zεnprq|q ă
γ

2
.

Thus, thanks to (5.25) and (5.26) we infer that for all n large enough

Pp sup
rPr0,T s

|ϕεnprq|2 ě κq ă γ,

which completes the proof of Lemma 5.1 for s “ 0.

In order to prove the lemma for s “ 1, we first recall that ωεn :“ rotϕεn. It is not difficult to

prove that ωεn satisfies

dωεn ` rλδpεqpu
ε
n ¨∇ωεnq ` %δpεqηεn ¨∇znsdt` δru ¨∇ωεn ` ηεn ¨∇zsdt

“ rδελ´1
δ pεqA rotu` G̃pY δn qhn ´ G̃pY

ε,δ
n qhn ´ εA rotuεnsdt` ε

1
2λ´1

δ pεqG̃pY
ε,δ
n qdW

where

%δpεq “ λδpεq ´ p1´ δq, Y ε,δn :“ δu` λδpεqu
ε
n, Y δn :“ δu` p1´ δqun.

Now, for each number N ą 0 we define a family of stopping times τ̃n,N by

τ̃n,N “ inftt ě 0; |∇znptq| ą Nu ^ T. (5.27)

For the sake of simplicity we just write τ̃n in place of τ̃n,N . Using a regularization technique as in

the proof of Lemma and Itô’s formula we can derive the following identity

|ωεnpt^ τ̃nq|2 “ ´2

ż t^τ̃n

0

prεA rotuεn ` %δpεqη
ε
n ¨∇zn ` δηεn ¨∇zsprq, ωεnprqq dr

`2

ż t^τ̃n

0

´

δελ´1
δ pεqA rotuprq ` rG̃pY ε,δn q ´ G̃pY δn qshnprq, ω

ε
nprq

¯

dr

`ελ´2
δ pεq

ż t^τ̃n

0

‖G̃pY ε,δn q‖2L pH0,L2qdr ` 2ε
1
2λ´1

δ pεq

ż t^τ̃n

0

pωεnprq, G̃pY
ε,δ
n qdW prqq

“ J1,nptq ` J2,nptq ` J3,nptq `M ε
nptq.

(5.28)

From (2.12), the Sobolev embedding W Ă L8 and (2.4) we infer that there exist constants

R13, R14, R15 ą 0 such that for any n P N

J1,nptq ď

ż t^τ̃n

0

|pεA rotuεnprq, ω
ε
nprqq|dr `R13

ż t^τ̃n

0

|ωεn|2 p%δpεq|∇znprq|` δR1q dr

ď
ε2

2
R14

ż t^τ̃n

0

|zεn|2dr `R15

ż t^τ̃n

0

|ωεnprq|2 p1` %δpεq|∇znprq|` δR1q dr,
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where we used Cauchy-Schwarz’s and Young’s inequalities to obtain the last line. From Assump-

tion (Gs) and Remark 3.1(a), the Sobolev embedding V Ă W, Cauchy-Schwarz’s and Young’s

inequalities we derive that there exist 2 constants R16, R17 ą 0 such that for any n P N

J2,nptq ď δ2ε2λ´2
δ pεqR16

ż t^τ̃n

0

|zprq|2dr `R16

ż t^τ̃n

0

|ωεnprq|2p1` λδpεq‖hnprq‖H0
qdr

`R16

ż t^τ̃n

0

|ωεnprq|%δpεq‖unprq‖α‖hnprq‖H0dr

ď δ2ε2λ´2
δ pεqR16R0T `R17

ż t^τ̃n

0

|ωεnprq|2p1` λδpεq‖hnprq‖H0
qdr

`%2δpεqR17

ż t^τ̃n

0

|znprq|2‖hnprq‖2H0
dr.

For the term J3,n we have the following estimate which easily follows from Assumption (Gs) with

s “ 1

J3,nptq ď ελ´2
δ pεqR18

ż t^τ̃n

0

p1` δ2‖uprq‖2α ` λ2δpεq|znprq|2qdr ` εR18

ż t^τ̃n

0

|ωεnprq|2dr.

Now, BDG’s inequality and Young’s inequality yield

E sup
rPr0,ts

|M ε
nprq|ď R19E

˜

sup
rPr0,ts

|ωεnpr ^ τ̃nq|2J3,nptq

¸
1
2

ď βE sup
rPr0,ts

|ωεnpr ^ τ̃nq|2 ` ελ´2
δ pεqR20

ż t^τ̃n

0

p1` δ2‖uprq‖2α ` λ2δpεq|znprq|2qdr (5.29)

`εR20

ż t^τ̃n

0

|ωεnprq|2dr, (5.30)

for any β ą 0 and a certain constant R20 ą 0 independent of n.

Collecting all these inequalities we obtain that P-a.s.

sup
rPr0,ts

|ωεnpr ^ τ̃nq|2 ď Φε,δN `

ż t^τ̃n

0

Ψε,δN prq|ωεnprq|2dr ` sup
rPr0,t^τ̃ns

|M ε
nprq|, (5.31)

with

Φε,δN :“ R21

´

N2prε2 ` εsT ` %δpεqMq ` ελ
´2
δ pεqpδ

2pε` 1qR2
0 ` 1qT

¯

,

Ψε,δN prq :“ 1` ε` %δpεqN ` δR1 ` λδpεq‖hnprq‖H0 ,

and the process M ε
n satisfies the estimate (5.30). Notice that by the fact that phnqnPN Ă SM and

by the definitions of %δpεq and λδpεq, there exists a constant R22 ą 1 such that

sup
nPN

e
şT
0
Ψε,δN prqdr ď R22.
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Thus, choosing β ą 0 in such a way that 2βR22 ă 1 and applying the version of Gronwall’s lemma

given in [12, Lemma A.1] we obtain

E sup
rPr0,ts

|ωεnprq|2 ď Φε,δN R22. (5.32)

Now, since %δpεq Ñ 0 and ελ´`δ pεq Ñ 0, ` P t1, 2u, as εÑ 0 we infer that Ψε,δN Ñ 0 as εÑ 0. Thus,

E sup
rPr0,ts

|ωεnprq|2 Ñ 0 as nÑ8. (5.33)

Next, let γ ą 0 and κ ą 0 be arbitrary numbers. It is not difficult to check that

Pp sup
rPr0,T s

|ωεnprq|2 ě κq ď Pp sup
rPr0,T s

|ωεnprq|2, τ̃n “ T q ` Pp sup
rPr0,T s

|∇znprq| ě Nq (5.34)

ď
1

κ
E sup
rPr0,ts

|ωεnprq|2 `
1

N
E sup
rPr0,T s

|∇znprq|. (5.35)

Owing to estimate (3.12) one can find N ą 0 such that 1
NE suprPr0,T s|∇znprq| ă

γ
2 . Thus, thanks

to (5.33) and (5.35) we infer that for all n large enough

Pp sup
rPr0,T s

|ωεnprq|2 ě κq ă γ,

which completes the proof of Lemma 5.1.

Proof of Lemma 5.2. Before diving into the depth of the proof we recall that SM is a Polish space

when endowed with the metric defined in (3.9). Now, since, by assumption, hn Ñ h in law as SM -

valued random variables, we can infer from the Skorokhod’s theorem that one can find a probability

space pΩ̄, F̄ , P̄q on which there exist SM -valued random variables h̄n, h̄ having the same laws as

hn and h, respectively, and satisfying

h̄n Ñ h in SM , P̄´ a.s.. (5.36)

From the last property and Proposition 3.14 we derive that for s P t0, 1u

Γ 0,δ
ξ

ˆ
ż ¨

0

h̄nprqdr

˙

Ñ Γ 0,δ
ξ

ˆ
ż ¨

0

h̄prqdr

˙

in Cpr0, T s;DpA1` s
2 qq P̄´ a.s.. (5.37)

Observe that Proposition 3.14 implies in particular that Γ 0,δ
ξ : SM Ñ Cpr0, T s;DpA1` s

2 qq is contin-

uous. Hence, from the equality of the laws of hn (resp. h) and h̄n (resp. h̄) we infer that the laws of

Γ 0,δ
ξ

`ş¨

0
h̄nprqdr

˘

and Γ 0,δ
ξ

`ş¨

0
h̄prqdr

˘

are equal to the laws of Γ 0,δ
ξ

`ş¨

0
hnprqdr

˘

and Γ 0,δ
ξ

`ş¨

0
hprqdr

˘

,

respectively. This observation and the convergence (5.37) complete the proof of Lemma 5.2.
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A Budhiraja-Dupuis’ theorem

In this appendix we formulate a LDP result which follows from [5, Theorem 3.6 and Theorem 4.4]. Let H , H0

be two separable Hilbert spaces and W a Wiener process as in Subsection 3.1. We recall that S is the set of all

H0-valued predictable process h such that

P
ˆ
ż T

0
‖hprq‖2H0

dr ă 8

˙

“ 1. (A.1)

We now recall the following result which is exactly [5, Theorem 3.6].

Theorem A.1. Let Γ : Cpr0, T s;H0q Ñ R be a bounded, Borel measurable function. Then

´ logEe´Γ pW q “ inf
hPS

E
"

1

2

ż T

0
‖hprq‖2H0

` Γ

ˆ

W `

ż ¨

0
hprqdr

˙*

. (A.2)

Now, let E be a Polish space, pΨεqεPp0,1s a family of Borel measurable maps from Cpr0, T ;H0sq onto E, and

pXεqεPp0,1s a family of E-valued random variables.We have the following result which can be proved by using

Theorem A.1 and the idea in the proof of [5, Theorem 4.4].

Theorem A.2. Let % be a real-valued function defined on p0,8q such that

%pεq Ñ 8 as εÑ 0.

Assume that there exists a Borel measurable map Ψ0 : Cpr0, T s;H0q Ñ E such that the following hold:

(A1) if phεqεPp0,1s Ă SM , M ą 0, converges in distribution to h P SM as SM -valued random variables, then

ΨεpW ` %pεq
ş¨

0 hεprqdrq converges in distribution to Ψ0p
ş¨

0 hprqdrq.

(A2) For every M ą 0 the set KM “ tΨ0p
ş¨

0 hprqdrq : h P SM u is a compact subset of E.

Then, the family pXεqεPp0,1s satisfies an LDP with speed %2pεq and rate function I given by

Ipxq “ inf
thPL2p0,T ;H0q: x“Ψ0p

ş

¨
0 hprqdrqu

"

1

2

ż T

0
‖hprq‖2H0

*

. (A.3)

B Some very important auxiliary results

Let H0 be as in Appendix A. We will prove the following theorem.

Theorem B.1. Let δ P t0, 1u, ϕ P L8p0, T ;DpA
3`δ
2 qq, η “ ϕ ` αAϕ, h P L2p0, T ;H0q and ξ PW. If G satisfies

Assumption (Gs) with s “ 0, then there exists a unique uδh P Cpr0, T s;Wq satisfying: for any φ PW

pBtv
δ,φq ` p1´ δqpCprot vδ,uδq,φq ` δpCprot vh,ϕq ` Cprot η,uδhq,φq “ F δh , (B.1a)

vh “ uδh ` αAuδh, (B.1b)

uδhp0q “ ξδ :“ p1´ δqξ, (B.1c)

where F δh “ Gpδϕ ` p1 ´ δquδhqh. If furthermore ξ P DpA2q, ϕ P L8p0, T ;DpA2` δ
2 qq and G satisfies Assumption

(Gs) with s “ 1, then uδh P Cpr0, T s;Wq X L8p0, T ;H4q.
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Proof. The system we consider is a linear perturbation of the inviscid model for grade-two fluid or Lagrangian

Averaged Euler (LAE) equations. The proof of the well-posedness result is very similar, and is even simpler, to the

one given in [8] where the LAE equations with Navier-slip boundary conditions was analyzed. Thus, we will only

outline the main lines of the proof of the firts part of the theorem and refer the reader to [8], see also [15] and

[49], for the detail. The main idea is to use a Galerkin approximation by considering a special orthonormal basis

tej ; j P Nu of V whose elements are the eigenfunctions of the spectral problem

ej PW and protpψ ` αAψq, rotpej ` αAejqq “ λ̃jppψ, ejqqα for all ψ PW. (B.2)

We should note that for each j ej P H4. The existence of the eigenfunctions and the proof of their regularity can

be found in [13] and [8]. Now for the sake of simplicity we will write uδ in place of uδh. For each ` P N we denote by

uδ` pt, xq :“
ÿ̀

i“1

ϕδi ptqeipxq and vδ` “ uδ` ` αAuδ`

the solutions of the system of ODEs

´

Btv
δ
` ` p1´ δqCprot v

δ
` ,u

δ
` q ` δpCprot v

δ
` ,ϕq ` Cprot η,uδ` qq, ei

¯

“ pF δh , eiq, @i P t1, . . . , `u, (B.3a)

uδ` p0q “ Π`ξδ, (B.3b)

where Π` is the orthogonal projection form W onto X` :“ spante1, . . . , e`u. We now derive uniform estimates for

uδ` in L8p0, T ;Vq. For this aim, we multiply (B.3) by ϕδi , sum over i P t1, . . . , `u and use (2.7) to obtain

1

2

d

dt
‖uδ`‖

2
α “ pδCprot vδ` ,ϕq ` F

`
h,u

δ
` q.

Now, using (2.15), Cauchy-Schwarz’s inequality, Assumption (Gs) and Remark 3.1(a) we easily derive that there

exists a constant R ą 0 such that for any ` ě 1

d

dt
‖uδ`‖α ď Rpδ‖uδ`‖αp‖ϕ‖W ` p1´ δq‖h‖H0

q `R‖h‖H0
p1` δ‖ϕ‖αq,

which altogether with Gronwall’s lemma imply that

sup
`PN

sup
0ďrďT

‖uδ` prq‖α ď
ˆ

‖ξδ‖α `R
ż T

0
‖hprq‖Xp1` δ‖ϕprq‖αqdr

˙

ˆ exp

ˆ
ż T

0
r‖ϕprq‖α ` p1´ δq‖hprq‖H0

sdr

˙

.

(B.4)

Next we shall derive an estimate for rot vδ` in L2. For this purpose we multiply (B.3) by λ̃iϕδi , use (B.2) and argue

as in [8, pages 1136] to infer that

1

2

d

dt
|rot vδ` |

2 ` pp1´ δq rotprot vδ` ˆ uδ` q ` δprotprot v
δ
` ˆ ϕq ` rotprot η ˆ uδ` qq ´ rotF δh , rot v

δ
` q “ 0. (B.5)

Note that all the required steps to derive the above identity are rigorously justified thanks to the regularity of the

ei-s and the Assumption ϕ P L8p0, T ;DpA
3`δ
2 qq. Using these regularity assumptions again and (2.11) we derive

the following identity

1

2

d

dt
|rot vδ` |

2 ` δpuδ` ¨∇ rot η, rot vδ` q “ protF
δ
h , rot v

δ
` q, (B.6)
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from which along with Cauchy-Schwarz’s inequality, the Sobolev embedding V X L8 ĂW, Assumption (Gs) and

Remark 3.1(a) we derive that there exists a constant R ą 0 such that for all ` ě 1

d

dt
|rot vδ` | ď Rpδ|rot vδ` |‖rot η‖H1 ` 1` δ‖ϕ‖α ` p1´ δq‖uδ`‖αq.

Gronwall’s lemma and (B.4) now imply

sup
`PN

sup
0ďrďT

|rot vδ` prq| ď p‖ξδ‖W `RT p1` δ sup
0ďrďT

‖ϕ‖α `Rδpξ, h,ϕqqqeδR
şT
0 ‖ϕprq‖

H4dr, (B.7)

where Rδpξ, h,ϕq denotes the term in the right-hand side of (B.4).

With these estimates at hand we can infer that the family puδ` q`PN is uniformly bounded in L8p0, T ;Wq. Thanks

to Assumption (Gs), (B.4) and (B.7) we can easily prove that pBtvδ` q`PN is uniformly bounded in L8p0, T ;L2q. Now

we can pass to the limit to complete the existence of a solution u0
h P Cpr0, T s;DpAqqXL8p0, T ;Wq. The continuity

of u0
h : r0, T s ÑW was established in [44] and in the recent paper [52]. The uniqueness of the solution can also be

established as in [8, Section 4], see also [15, Theorem 3.6].

It now remains to prove the second part of the theorem. Firstly, using the same argument as in [15, Lemma 5.5]

one can show that zδh “ rot vδh P L8p0, T ;L2q is the unique solution to

Btz ` rp1´ δqu
δ ` δϕs ¨∇z “ gδh (B.8a)

zp0q “ rotpξδ ` αAξδq, (B.8b)

where gδh :“ rotF δh´δu
δ ¨∇ rot η P L2p0, T ;H1q. Thanks to Assumption (Gs) with s “ 1, (B.7) and the assumption

ϕ P L8p0, T ;DpA2` δ
2 qq, we have gδh P L2p0, T ;H1q. Thus, from Theorem B.2, see below, we infer that zδh P

L8p0, T ;H1q or equivalently uδ P L8p0, T ;H4q. This completes the proof of our theorem.

We now state and prove the following result which was already used in the previous theorem.

Theorem B.2. For s P r1,8q let

θpsq “

$

’

’

’

&

’

’

’

%

3 if s “ 1,

s` 1 if s ą 1.

Let ψ P L8p0, T ;DpA
θpsq
2 qq, g P L2p0, T ;Hsq and z0 P Hs. Then, there exists a unique z P L8p0, T ;Hsq satisfying

Btz ` ψ ¨∇z “ g, (B.9a)

zp0q “ z0. (B.9b)

Proof. We will follow the approach in [15, Lemma 5.2] and only outline the main idea of the proof. The existence

is derived from Galerkin approximation based on an orthonormal basis tψj ; j P Nu consisting of the eigenfunctions

family of the spectral problem

ψj P Hs and pψj , φq ` pp´∆q
s
2 ψj , p´∆q

s
2 φq “ αjpψj , φq for any φ P Hs.
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Or equivalently

ψj P Hs and ψj ` p´∆qsψj “ αjψj ,

which implies that each ψj is smooth as we want. Now, for each ` P N we denote by P` the orthogonal projection

from Hs onto Y` :“ spantψ1, . . . , ψ`u and we let z`pt, xq “
ř`
j“1 rjptqψjpxq be the solution to the following system

of ODEs

pBtz`, ψiq ` pψ ¨∇z`, ψiq “ pg, ψiq, for all i P t1, . . . , `u,

z`p0q “ P`z0.

Multiplying the above system by αiri and summing over i P t0, . . . , `u yields

1

2

d

dt
|pI ` Λsqz`|2 ď |pΛspψ ¨∇z`q, Λsz`q|`R‖g‖Hs |pI ` Λsqz`|, (B.10)

where Λs :“ p´∆q
s
2 and R ą 0 is a constant independent of `. Observe that

|pΛspψ ¨∇z`q, Λsz`q| ď R

$

’

’

’

&

’

’

’

%

‖∇ψ|L8‖z`‖2H1 if s “ 1, see [15, page 333],

‖ψ‖hs`1‖z`‖2Hs if s ą 1, see [24, Corollary 2.1],

(B.11)

which along with the former identity implies that

|pI ` Λsqz`ptq| ď ‖z0‖Hs `R
ż t

0
‖gprq‖Hsdr `R

ż t

0
|pI ` Λsqz`prq|‖ψprq‖Hθpsqdr. (B.12)

Now, Gronwall’s inequality implies that

sup
`PN

sup
0ďsďT

‖z`ptq‖Hs ď
ˆ

‖z0‖Hs `R
ż T

0
‖gprq‖Hsdr

˙

e
R

şT
0 ‖ψprq‖

Hθpsqdr .

One can now pass to the limit to complete the proof of the existence result.

We omit the proof of the uniqueness because it is easy as we are dealing with a linear transport problem with

regular coefficient.

C Results on regularization by convolution

Let % P C8pT2q be an even, smooth function such that its support is compact and lies within a ball on the torus,

and the ball lifts homeomorphically to the universal covering R2. We also assume that
ş

T2 %pxqdx “ 1. For each

k P N we set %kp¨q “ k2%pk¨q and define the convolution operator Jk by Jkf “ %k ˚ f .

We state the following result which is very crucial for the analysis in this paper.

Lemma C.1. Let ψ P L2p0, T ;W1,8pT2qq and ϕ P L8p0, T ;L2pT2qq. Then, as k Ñ8

Jkpψ ¨∇ϕq ´ ψ ¨∇pJkϕq Ñ 0 in L2p0, T ;L2pT2qq.

Proof. This is a special case of [18, part ii) of Lemma II.1], thus we omit the proof.
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We also recall the following properties of Jk, see for instance [18] and also [52, Proposition 6.3 & Proposition

6.4].

Proposition C.2. For all f P Lγp0, T ;LspT2qq, γ P r1,8s and s P r1,8s, we have

lim
kÑ8

}Jkf ´ f}Lγp0,T ;LspT2qq “ 0. (C.1)

Now, let W be a Wiener process with covariance Q as introduced in Subsection 3.1. We state the following

proposition.

Proposition C.3. Let z, ζ P L2pΩ; L8p0, T ;L pH ,L2pT2qqqq be predictable processes. Then, there exists a subse-

quence of Jk which is not relabeled such that

ż t

0
pJkzpsq, JkξpsqdW q Ñ

ż t

0
pzpsq, ζpsqdW q with probability 1 for all t P r0, T s, (C.2)

as k Ñ8.

Proof. Thanks to Proposition C.2, the proposition is a corollary of [52, Proposition 6.7], so we omit the proof.
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