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Abstract
First-principle modelling of chemical processes and their unit operations has been
of great interest in the chemical process, as well as the control and allied industries
over the past decades. This is because it offers the opportunity to develop virtual
representations (models) of real process systems, which can be used to describe and
predict the dynamic behaviour of those systems. These models are based on the
fundamentals of the transport phenomena of fluid dynamics (involving momentum
transfer), mass transfer, and energy transfer of the systems they describe.

A first-principle model of a semi-batch rhodium dissolution chemical process
has been developed. It describes the dynamic behaviour of two exothermic reac-
tions, occurring simultaneously in a semi-batch process. The dissolution of 29 kg
of solid crude rhodium sponge (Rh) into 546 L of a solution of hydrochloric acid
(HCl(aq)), to produce a solution of aqueous rhodium(III) chloride (RhCl3.H2O),
as well as the reaction of chlorine (Cl2(aq)) with water (H2O(l)) to produce some
more HCl(aq) in the reactor. The model was formulated as a system of explicit or-
dinary differential equations (ODEs), which demonstrated some good and stable
qualitative tracking of the temperature and pressure data of the real reactor. The
molar responses of all chemical species, as well as the heats of reactions, showed to
be consistent with the description of the process, and no negative values of those
variables were generated.
Estimates of the key parameters of heat and mass transfer coefficients, arrhenius

constants, and activation energies of reactions were assumed and tuned to satisfac-
tion by trial-and-error, but not optimised. This is because during simulations, the
numerical solver would often fail to integrate the equations, due to the appearance
of large derivatives in some model equations whenever those parameters varied,
thereby stopping simulations.

Finally, the model was validated with a set of data from 45 batches. For all
simulations done, the simulated temperature responses showed better prediction
of data than the simulated pressure responses did, with an average percentage
accuracy of 80% against 60 percent, respectively.

KEYWORDS: Rhodium dissolution, first-principle modelling, ODE formulation,
model validation, stability, numerical accuracy.
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Chapter 1
Introduction

This chapter presents the scope of the project. It gives the major motivations
of the project in the form of its problem statement, then elaborates on the study
objectives, and finally provides the outline of upcoming chapters of the dissertation
compiled in this report.
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CHAPTER 1. INTRODUCTION 3

Model development has generated major interest over recent years in the chem-
ical process, petroleum and allied industries, as well as academic institutions. Ac-
tivities in research and development cannot always experiment with new techniques
or studies directly on real processes. This is because there are various constraints
to be taken into account ranging from process operations, safety and environmen-
tal concerns, and ultimately financial implications. Models of real operating units
and processes have shown to be a viable alternative in many ways.

This study is concerned with the development of a mathematical first-principle
model (FPM), describing the dynamic behaviour of two chemical processes taking
place in a semi-batch reactor. The process involves two simultaneous exothermic
reactions: the dissolution of crude rhodium sponge (Rh(s)) into an aqueous solution
of hydrochloric acid (HCl), to produce a solution of aqueous rhodium(III) chloride
(RhCl3.H2O), and the reaction of aqueous chlorine (Cl2) with water (H2O) to pro-
duce some more HCl(aq) in the reactor solution. The rhodium semi-batch reactor
modelled is one of several reactors from the precious metal refinery (PMR) plant
of Anglo Platinum.

1.1 Problem Statement

This project was motivated by the need for a virtual semi-batch reactor platform
that could be used to conduct off-line experimentations and process control related
studies, from which useful insight could be gained on the dynamic behaviour of
the process.

Plant operators and engineers cannot always conduct dynamic testing on plant
reactors, without taking the risk of destabilising the process, which in turn could
affect the quality of products, with serious financial consequences. For this rea-
son, it was required to develop a mathematical first-principle model of one of the
existing batch reactors at the PMR plant. The semi-batch reactor operating the
rhodium dissolution process was chosen as the prototype in this project.

1.2 Objectives

Given the problem statement as formulated above, this project was subject to the
following main objectives:

• To develop a mathematical first-principle model (FPM) of a rhodium disso-
lution process, operated in a semi-batch reactor; and
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CHAPTER 1. INTRODUCTION 4

• To assess the model performance by validating its pressure and temperature
responses. This is achieved by determining how well they compare to their
corresponding plant data sets that were made available to us.

1.3 Report Outline

The work conducted and compiled in this dissertation is presented in six chapters,
detailing some background on the key aspects of the project, the method followed
to develop the model, the major results obtained, and finally, the main conclusions
drawn and recommendations made going forward.

The remaining chapters of this dissertation are presented as described below:

Chapter 2 covers a theoretical background of the key aspects of the project. It
gives selected information on rhodium (Rh) and the platinum group metals
(PGMs), as well as the concept of model development and the various types
of models, the mathematical modelling of an ideal batch reactor, the numer-
ical implementation and validation of mathematical models.

This chapter also presents a selective litterature review of some available
recent works that have been conducted on first-principle modelling of batch
and semi-batch reactors. Because litterature covers very little work on math-
ematical modelling of chemical processes of platinum group metals (PGMs),
this section seeks to clearly emphasise that the method used for first-principle
modelling of batch or semi-batch reactors is essentially the same for any
chemical process operated in those reactors. This is achieved by capturing
the dynamics of reactions kinetics, mass and energy of the system studied.

Chapter 3 presents the description of the process, along with the equations of the
chemical reactions taking place in the semi-batch reactor system. It gives
the method used to develop the first-principle model of the rhodium reactor.
This is a detailed account of all steps followed in modelling the reactor, to
which, the chapter gives some background of the initial version of the model
which the candidate presenting this dissertation had enherited from. This
is done in order to clarify the contribution that has been made to further
improve the model to the final version presented in this work. The chapter
further elaborates on the description of the new model by giving the key
assumptions made in the reactor system, the model equations developed and
the numerical integration method (solver) used to integrate those equations.
In addition to that, the chapter also gives the limitations encountered in
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CHAPTER 1. INTRODUCTION 5

modelling the reactor, the method used to verify the accuracy, and stability
of the model and its validation.

Chapter 4 covers the results obtained from the various simulation runs of the
model developed, along with their discussion. It presents two examples of
some of the good simulation responses of the model, which compared well
with the data sets of two batches of the real reactor runs at the plant. Though
good model simulation responses were obtained, the chapter also gives an ex-
ample of a poor simulation run that was obtained.

Chapter 5 draws the main conclusions of our study in terms of what was achieved
according to the main objectives of the project given in Chapter 1, and the
insight gained from the difficulties experienced in the mathematical formula-
tion of the model, the numerical accuracy and stability of simulations. The
chapter also presents the recommendations on this work. They are sugges-
tions made on possible further work that could be done to improve on that
which is presented in this report.
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Chapter 2
Theoretical Background

This chapter covers a selected theoretical background on the key aspects of this
work:

• The platinum-group metals (PGMs), their sources and common applications,
followed by their extraction and selective refining.

• The concept of mathematical model development, their applications to pro-
cesses occuring in batch reactors, as well as their numerical implementations
and validation.

The chapter also presents a selective literature review of some recent works that
have been conducted on the development of mathematical first-principle models of
various chemical processes, that have occured in systems of batch and semi-batch
reactors. Because literature covers very little work on the modelling of chemi-
cal processes of platinum group metals (PGMs), this review seeks to emphasise
the fact that the method of capturing, from first-principle, the dynamics of reac-
tions kinetics, as well as those of the transport phenomena of mass and energy
of chemical processes, operated in batch and semi-batch reactors is essentially the
same as that of any other chemical semi-batch processes, including those of PGMs.

Lastly, the chapter presents some background on the process of dissolution of gases
in aqueous solutions, which has been critical in the reaction processes discussed in
this work.

6
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CHAPTER 2. THEORETICAL BACKGROUND 7

2.1 Platinum-Group Metals

The platinum-group metals (PGMs) consist of six exceptionally rare metal ele-
ments in the Earth’s crust: platinum (Pt), palladium (Pd), rhodium (Rh), iridium
(Ir), osmium (Os) and ruthenium (Ru). They often occur together in the same
mineral deposits of nickel and copper and are known to share many of the same
characteristics, with very similar chemical properties (Burke 1990, Crundwell et
al. 2011b, Johnson Matthey 2015). Those metals are highly durable and often
recycled due to their high value. Platinum and palladium are soft, malleable and
ductile. They resist oxidation and high temperature corrosion. Rhodium and
iridium are harder and more difficult to work with. Ruthenium and osmium are
hard, brittle and have poor resistance to oxidation (International Platinum Group
Metals Association 2015, Bell 2015, Kirk-Othmer 2008).

2.1.1 Sources of PGMs

Ore deposits of PGMs are scarce, they occur either as sulfides or are associated
with the sulfides of copper and nickel. The ore that is mined is extremely low-grade
and contains about 3 g/tonne to 10 g/tonne (0.0003-0.001%) of PGMs (Crundwell
et al. 2011b). The usefulness of the metals due to their wide range of applications,
along with exceptional physical and chemical characteristics, have earned them
the name of precious metals. To this day, the major sources of PGMs have been
found in the Bushveld Igneous Complex, covering the Transvaal Basin in South
Africa. It hosts about 95 % of the world’s reserves (U.S. Geological Survey 2015,
Mudd 2010).

2.1.2 Applications of PGMs

PGMs have been applied in a wide variety of industries, where they have been
used as catalysts to improve the efficiency of various reactions. They have also
been combined with other metals to form metallic alloys of improved properties,
used in the production of fuel cells as well as in the manufacturing of jewellery,
amongst other uses.

2.2 Extraction of PGMs

Virtually all of the production of PGMs is from sulphide ores, which contain an
average of 0.0004 % of platinum-group elements (PGEs), Crundwell et al. 2011b.
The process of extracting PGEs from their copper/nickel sulphides ore, in order
to produce the metals in their pure form can be divided into three majors steps,
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CHAPTER 2. THEORETICAL BACKGROUND 8

as discussed by Crundwell et al. 2011a, Crundwell et al. 2011b, Crundwell et al.
2011c, Crundwell et al. 2011d and Gouldsmith et al. 1963:

The dry and wet treatments of the ore, by froth flotation, to produce a bulk
sulphide concentrate that is rich in PGEs (0.01 to 0.02 %); the smelting and
converting of the PGEs rich sulphide concentrate to produce the converter matte,
with an even richer concentration of PGEs (0.2 to 0.4 %); and the refining of
the PGEs from the converter matte by a series of hydrometallurgical techniques to
produce the individual metals (PGMs), to a purity greater than 99.9 %. Figure 2.1
gives a generalized flowsheet of the major steps in the PGMs extraction process.

2.2.1 Dry and Wet Treatments of Ore

This is the first step of the process; the copper/nickel sulphide ore is mined and
treated through some dry and wet processes, in which the ore is crushed, grinded,
then passed into a froth flotation cell to produce a bulk sulphide concentrate of
PGEs (0.01 to 0.02 %) and various base metals (Ni, Co, Cu and Fe). This accounts
for the preliminary step that is often carried out in order to concentrate the PGMs
as much as possible.

2.2.2 Smelting and Converting

In this step of the extraction process, the sulphide concentrate is then smelted
(heated beyond melting points of the metals) and converted into a molten con-
verter matte, rich in PGEs (0.2 to 0.4 %), containing some base metals impurities
(metallic sulphides of Fe, Cu, Co and Ni). The produced molten converter matte is
further processed by removing, as a slag, all unwanted metallic impurities (gangue
materials), in order to obtain an insoluble concentrate or residue of PGMs alone.
This additional upgrade of PGMs can be achieved through two process routes, as
discussed by Crundwell et al. 2011a:

• Slow-cooling of molten converter matte, followed by magnetic separation to
produce the PGMs concentrate; and

• Whole leaching of converter matte.

Figure 2.2 gives a generalized flowsheet of the PGMs separation process, involv-
ing the slow-cooled and magnetic concentration process (Crundwell et al. 2011a).

The slow-cooling and magnetic concentration process for separating PGMs
from base metals is only used by Anglo American Platinum’s refinery in Rusten-
burg (South Africa), which is the world’s largest producer of PGMs (Crundwell
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Figure 2.1: Generalized PGMs Extraction Flowsheet (Crundwell et al. 2011c)

et al. 2011a). In this process, molten converter matte is allowed to cool over sev-
eral days, such that crystals of copper and nickel sulfides (Ni3S2, Cu2S), as well
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Figure 2.2: Slow-cooled and magnetic concentration process

as metal alloys can develop. Because the PGMs content of the matte concentrate
is in the alloy phase, the alloys can easily be separated from the metallic sulfides
to be further processed and purified at the precious metals refinery (PMR). The
remaining major producers of PGMs use the whole matte leaching process.

2.2.3 Refining of PGMs Concentrate

This is the final major step of the PGMs extraction process, it takes place at
the PMR. This process is described by Crundwell et al. 2011d and Crundwell et
al. 2011c. At this point, separation of PGMs is achieved by sequential isolation
of the metallic elements, whereby the concentrated PGMs residue is dissolved in
a solution of Aqua regia, made up of strong concentrated nitric and hydrochloric
acids (Moore 1911). The solution produced (the leach) containing dissolved metals
of Pt, Pd, Au and the insoluble residue of Ru, Rh, Ir and Os, is further treated and
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CHAPTER 2. THEORETICAL BACKGROUND 11

purified to concentrations greater than 99.9 %. This is done through a combination
of various hydro-metallurgical techniques from precipitation, solvent extraction,
ion-exchange, vaporisation or distillation and reduction.

Rhodium Refining

The complete cycle of treatment is complex and can only be briefly outlined. The
separation and refining of rhodium is achieved by dissolving the PGMs concentrate,
obtained from the slow-cooling and magnetic separation of the converter matte in
either a solution of aqua regia or hydrochloric acid, in the presence of chlorine gas.
The dissolved metals form stable complexes with chloride ions in solution (leach).
The leach contains the larger quantity of platinum, palladium and traces of gold,
as well as a residue of the more insoluble metals of iridium, rhodium, osmium and
ruthenium. The full process involves successive stages of dissolution and precipi-
tation of rhodium as complex aqueous salts, as well as filtration. This is followed
by reduction and calcination, done under carefully controlled conditions, in elec-
trically heated furnaces, to produce pure rhodium sponges or powders suitable for
melting and further processing (Crundwell et al. 2011d, Gouldsmith et al. 1963).

Selective extraction of the remaining PGMs is achieved similarly, and all taking
place in either batch or semi-batch reactors. Figure 2.3 on page 12 shows an
example of the complete flow diagram of the refining process (Ssennis 2014), where
the six PGMs are produced in their final form, as sponges or powders to a purity
of about 99.9 % to 99.99 % (Crundwell et al. 2011d).
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Figure 2.3: Selective refining of PGMs, (Ssennis 2014)
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CHAPTER 2. THEORETICAL BACKGROUND 13

2.3 Chemical Batch Reactor Modelling

Modelling, or scientific modelling, is the activity whose objective is to make a par-
ticular part, feature or system of the world easier to understand, define, quantify,
visualise, or simulate. It refers to the process of generating a model as a con-
ceptual, simple and yet accurate enough representation of some phenomenon or
real system (Basnet et al. 1990, Vangheluwe 2001). It is a substitute for direct
measurement and experimentation. There are several types of models as a result
of the various objectives of scientific modelling (Ritchey 2012).

Conceptual models. Those are made of the composition of concepts, which
are used to help people know, understand, or simulate a subject the model
represents.

Operational models. Those are used to operationalise or define a variable or
object in terms of a process (or set of validation tests) needed to determine
the model’s existence, duration and quantity.

Mathematical models. Those models give a description of a system by quan-
tifying relationships between its inputs and outputs, using mathematical
concepts and language.

Graphical models. Those are probabilistic models, for which a graph denotes
the conditional dependence structure between random variables.

Literature covers three types of mathematical models which have been developed
for batch and semi-batch reactors of chemical processes. They are empirical models
(EM), first-principle models (FPM) and hybrid models (HM) (Pierri 2006).

2.3.1 Empirical models

Empirical models (EM), also known as data-driven black box models, are models
developed from a model identification platform that uses experimental data of a
real system to formulate or derive its mathematical model (Pierri 2006). Empiri-
cal models may often include static and dynamic, linear and nonlinear regression
models that are families of basic ARX (Auto Regressive models with exogenous
inputs) or NARX (non-linear ARX) model structures (Czop et al. 2011). These
models are widely used in industry for the applications of model-based control,
fault detection, adaptive filtering etc. They are also commonly used for online
estimation of system parameters. Czop et al. 2011 and Pierri 2006 have presented
various advantages and disadvantages of empirical models.
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CHAPTER 2. THEORETICAL BACKGROUND 14

• Advantages of EMs:

They exhibit relatively low complexity, as they do not require any particular
knowledge of the dynamic behaviour of systems they describe. They do
not require knowledge of thermal dynamics, reaction kinetics, or key
parameters of heat and mass transfer coefficients.

They can be obtained or developed in a short space of time, with satisfactory
accuracy that meets the model purpose.

They can easily be used to develop artificial intelligence model structures
of fuzzy logic, neural networks systems etc.

They are a convenient and practical alternative for modelling a system that
cannot be otherwise modelled with a rigorous mathematical description.

• Disadvantages of EMs:

They require extensive sets of data in order to generate a good and accurate
model.

Purely empirical models are not very reliable for systems with significant
non-linear behaviour.

They are not adaptable to regions of variable operating conditions that are
not covered by the data sets used to generate them. Any changes in
system conditions will require treatment of new sets of data, hence a
new model needs to be identified.

2.3.2 First-principle models

In contrast to empirical models, first-principle models (also known as white box
models) are those based on physical knowledge of the system, where understanding
of the system’s underlying physics and chemical relations are used to derive their
mathematical representation (Czop et al. 2011). Pierri 2006 has described it as
the preferred approach for modelling batch reactors. It is a mechanistic approach,
based on stoichiometric and kinetic knowledge. First-principle models (FPMs) use
the fundamentals of the transport phenomena of energy and mass transfers to cap-
ture the dynamics of chemical systems. In a batch reactor, the kinetic dynamics
describe the effect that the system’s temperature and concentrations have on the
rates of all reactions. The energy and mass balances relate the states (e.g. temper-
atures, moles, concentrations and volumes) to the system’s manipulated variables
(inlet streams) and possible disturbances (Pierri 2006). Like empirical models, the
works of Czop et al. 2011 and Pierri 2006 have presented numerous advantages
and disadvantages of FPMs.
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• Advantages of FPMs:

They offer great ability to predict the performance of a system because they
provide profound insight into the behaviour of the system they describe.

They can easily be adapted and rolled out to other systems of similar char-
acteristics (e.g similar chemical processes).

Their validity is not constrained to specific operational regions of a process
since they are constructed on first-principle knowledge. Only the basic
assumptions upon which they are formulated determine their validity.

They enable system understanding and can be used for diagnostics and
training simulators.

• Disadvantages of FPMs:

They are expensive and difficult to build, since they may require special
expertise to derive accurate equations from physical laws.

Their derivation can be very time-consuming and unrealistic for large sys-
tems of complex dynamics and industrially-relevant reaction systems
(e.g. polymerisation).

They cannot be derived in the presence of unknown side-reactions and by-
products.

They might lead to highly complex model that cannot be useful for online
applications such as real-time optimisation and control.

They require some unknown key parameters to be determined on the basis
of experimental data, or estimated either by trial-and-error, which can
lead to non-optimal results, or by off-line optimisation techniques for
optimal results.

2.3.2.1 Steps in First-principle modelling

The activity of developing a FPM often consists of the following steps, (Czop et al.
2011, Van Lith et al. 2002):

Basic modelling. This constitutes the inception of the modelling activity. At
this point, the model is conceptualised in the form of a verbal, graphical,
or other mental description involving the system to model and experiment
conditions.

Model experimentation. The conceptualised model is then translated into a
description of causal dependencies among defined variables. In this step, all
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CHAPTER 2. THEORETICAL BACKGROUND 16

mathematical relations describing the dynamic effects of physical and chem-
ical phenomena occurring in the system are analysed and presented. There
may be several candidate models to formulate and choose from, depending
on the purpose of the required model.

Parameter estimation. Process measurements are the most important source
of information of a specific process, as they are required to identify a suitable
process model. In the absence of measurements, parameter estimation can be
used. This step is concerned with the parameterisation of the system, which
involves finding values for certain unknown key parameters of a system (e.g.
in a chemical process: reaction kinetics, heat and mass transfer coefficients).
Identification methods of trial-and-error, or the more systematic linear or
non-linear optimisation techniques can be used to that effect.

Expanded modelling. This step is concerned with calibrating or adjusting the
model. The task allows the simplest models that are not falsified by experi-
mental (or estimated) data to be found. The step involves fitting to the data
and testing for significance. Czop et al. 2011 have described this process in
two phases, where the first involves simulating the model by solving differen-
tial equations numerically, and the second involves numerical optimisation of
the model’s parameters with respect to an error-related objective function.
The results allow uncertainty and credibility to be evaluated, and usually
cause a return to the previous step.

Model validation. This step enables the model to be confronted with indepen-
dent data. Those are compared to the generated outputs from model simu-
lations. Validation should be performed in accordance with the intended use
of the model (Subathra et al. 2011). If the calibrated model is more complex
than the purpose required, then it must be reduced.

First-principle models are often developed as lumped parameter systems for which
the physical properties of their chemical species are assumed constant, rather than
distributed over some area or volume. For those systems, the dependent (output)
variables of interest denoted yk are a function of time (t) alone and are repre-
sented as yk(t). These models can be formulated as systems of ordinary differential
equations (ODEs), amongst other possible mathematical formulations, and solved
numerically (Bilbao et al. 2014).

2.3.2.2 Ordinary Differential Equations

This section gives a general overview of ordinary differential equations (ODEs)
from which, the specific application to chemical engineering systems is given in
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CHAPTER 2. THEORETICAL BACKGROUND 17

the following section 2.3.3, for the modelling of the ideal batch reactor.

A differential equation can be defined as a relationship between a finite set of
functions and its derivatives (Ionascu 2006, Grigorian 2008, Soetaert et al. 2012),
an equation containing one or more derivatives of a single unknown function of one
or more variables. Differential equations involving derivatives of a function of a
single dependent real variable are called ODEs (Burkard 2014, Soetaert et al. 2012).

The functions appearing in those equations depend on a single independent vari-
able. Equations 2.1 and 2.2 give the general forms of an implicit and explicit
ODEs, respectively (Grigorian 2008).

f(t, y, ẏ, ÿ, . . . , y(n)) = 0 (2.1)

f(t, y, ẏ, . . . , y(n−1)) = y(n) (2.2)

where,
f = Function
n = Maximum order of equation
t = Independent variable
y = Dependent variable
ẏ = Derivative of y

Equation 2.1 can be reduced into Equation 2.3 to give the implicit form of a
differential equation of a polynomial.

dn

dtn
y(t) = 0 (2.3)

where,
n = Order of equation
t = Independent variable (time)
y = Dependent variable

Equation 2.3 can also be represented as one simple function f , for which vari-
able y is a function of t (Equation 2.4). ODEs describe the change of a state
(dependent) variable y as a function f of one independent variable t.

dny

dtn
= f(yn, t) (2.4)

Equation 2.4 is called an explicit ordinary differential equation of order n. It can
further be expanded to several functions (Equation 2.5), known as a system of
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differential equations (Ionascu 2006) :

dny1
dtn

= f1(y
n, t)

dny2
dtn

= f2(y
n, t)

...
dnyk
dtn

= fk(yn, t)

(2.5)

A solution to the implicit ODE equation 2.3 would be any arbitrary function y of
t with maximum oder of n− 1 that satisfies it (Equation 2.6).

y(t) = a1t
n−1 + a2t

n−2 + . . .+ an (2.6)

One can distinguish between linear and non-linear differential equations. Equation
2.7 gives the general form of a linear ODE, where function F is written as a linear
combination of the derivatives of y.

F (t) = a0(t)y
n(t) + a1(t)y

n−1(t) + . . .+ an(t) (2.7)

If the function F is zero, the equation is called homogeneous linear differential
equation. Otherwise, it is an non-homogeneous linear differential equation. Any
representation of a differential equation that is different from that of Equation 2.7
is termed a non-linear differential equation.

ODEs are often used as mathematical models of physical phenomena. Formulating
ODE problems in engineering often requires the combination of conservation laws
(mass and energy transfers), constitutive equations (equations of state, pressure
drops, heat transfer etc) and design constraints. Implementation of those is often
easier and much more efficient, by keeping the relations separate. This leads to a
set of differential and algebraic equations (Biegler 2000).

2.3.3 Modelling the Ideal Batch Reactor

A quantitative analysis of the batch reactor can be obtained by mathematical
modelling. The model of the jacketed batch reactor is built from the physical
principles of mass balances for all species involved in the reaction and energy
balances in the reactor as well as in the jacket. The resulting differential equations
are mostly solved numerically. (Caccavale et al. 2011, Luyben 1990b, Donati
1999a). The modelling task can help formulate some general assessment of the
reactor behaviour, depending on the complexity of the reaction kinetic schemes
considered (Caccavale et al. 2011, Pierri 2006). Various works of Heinzle 2009,
Luyben 1990b and Pierri 2006 have presented the modelling of the ideal batch
reactor as given in the following sections.
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2.3.3.1 Mass Balance

The conservation principles of mass and energy balances state that mass and energy
entering a system must leave it or accumulate in it (Luyben 1990b). The mass
balance in its general form must be written as:

IN - OUT = ACC (2.8)

where,
IN = Mass flow into system
OUT = Mass flow out of system
ACC = Accumulation term, or time rate of change of mass inside the system

The terms IN and OUT must be positive. Equation 2.8 applies when no reaction
takes place in a continuous or semi-batch system. However, when reaction occurs,
the above equation can be extended to include a production or consumption term
(PROD), that can either be positive or negative and is presented as:

IN + PROD = OUT + ACC (2.9)

For the case of a batch system for which there are no input and output terms,
Equation 2.9 reduces to:

PROD = ACC (2.10)

The general equation of component mole balance for all chemical species involved
in the reaction, for the batch system with variable volume, can be written as:

d

dt

∫
V

CidV =

∫
V

ridV (2.11)

where,
V = Volume of solution in the reactor (m3)
Ci = Concentration of a given ith chemical species (mol/m3)
ri = Rate of reaction at which the ith species is produced (ri>0) or consumed
(ri<0), (mol/(m3.s))

In the case of a constant volume reaction, primarily in liquid phase, Equation
2.11 becomes

dCi

dt
V =

dNi

V

dt
V =

dNi

dt
= riV (2.12)
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The term ri is written as

ri = xi ·Rr (2.13)

where,
Ni = Number of moles of ith species (mol)
xi = Stoichiometric coefficient of the ith species
Rr = Rate of reaction (mol/(m3.s))

The rate of reaction (Rr), given in Equation 2.14, depends on the concentrations
of the chemical species reacting and the reaction rate constant, which itself, is tem-
perature dependent and calculated according to the Arrhenius law (Equation 2.15).

Rr = k(T )
∏
i

Cni
i (2.14)

k(T ) = A · exp
(
− Ea

RT

)
(2.15)

where,
k = Arrhenius rate constant (s-1)
T = Reaction temperature (K)
Ci = Concentration of the ith reactants (mol/m3)
ni = Order of reaction with respect to ith reactants
A = Pre-exponential (or frequency) factor of the reaction (s-1)
Ea = Activation energy of the reaction (J/mol)
R = Universal gas constant (J/(mol.K))

2.3.3.2 Energy Balance

Under the assumption of a constant volume and liquid phase reaction, where the
density of the reactor solution is kept constant; the general energy equations of the
reactor and jacket sides of a semi-batch jacketed reactor can be written as given
in the following section:

Reactor Side

The energy balance for the reactor side is introduced, as in Equation 2.16:

ρrxC
rx
p Vrx

dTrx
dt

= ρrxC
rx
p

(
F0T0 − FTrx

)
+QG +Qc (2.16)
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where,
ρrx = Overall mole or mass density of solution in the reactor (mol/m3)
Crx

p = Specific heat capacity (kJ/(kg.K))
Vrx = Volume of solution into the reactor (m3)
F0 = Inlet volumetric flow rate of reactants (m3/s)
F = Outlet volumetric flow rate of products (m3/s)
T0 = Temperature of inlet flow streams of reactants (K)
Trx = Reaction temperature (K)
QG = Total heat generated due to reaction (J/s)
Qc = Heat transferred between jacket and reactor compartments (J/s)

The term QG is either positive (QG > 0) when the reaction is heat-generating
(exothermic) or negative (QG < 0), when the reaction is heat-consuming (en-
dothermic). For a given Species i, the term QG can be written as

QG = −λ · k(Trx)Cni
i · Vrx = −λ · rrxVrx (2.17)

where,
λ = Molar heat of reaction (J/mol), with λ<0 (for exothermic reaction) & λ>0
(for endothermic reaction)
rrx = Rate of reaction (mol/(m3.s)).
ni = Order of reaction with respect to ith reactants

The heat transferred between jacket and reactor compartments is introduced by
Equation 2.18

Qc = UA
(
Trx − Thx

)
(2.18)

where,
U = Overall heat transfer coefficient (W.m-2.K-1)
A = Area of heat transfer (m2)
Trx = Reaction temperature (K)
Thx = Jacket temperature (K)

For a purely batch reactor system, Equation 2.16 reduces to Equation 2.19

ρrxC
rx
p Vrx

dTrx
dt

= QG +Qc

dTrx
dt

=
QG

ρrxCrx
p Vrx

+
Qc

ρrxCrx
p Vrx

(2.19)
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Jacket Side

The hot and cold utilities (usually steam and cooling water) are pumped into the
system through the jacket. They are used to regulate the reactor temperature.
The energy balance of the solution in the jacket is given as shown in Equation 2.20

ρhxC
hx
p Vhx

dThx
dt

= Qc + ρhxC
hx
p Futility

[(
T in
utility − Tref

)
−
(
Thx − Tref

)]
dThx
dt

=
Qc

ρhxChx
p Vhx

+
Futility

Vhx

(
T in
utility − Thx

)

dThx
dt

=
UA

ρhxChx
p Vhx

(
Trx − Thx

)
+
Futility

Vhx

(
T in
utility − Thx

)
(2.20)

where,
ρhx = Overall mole or mass density of solution in jacket (mol/m3)
Chx

p = Mass or mole specific heat capacity in jacket (kJ/(kg.K))
Vhx = Volume of solution in jacket (m3)
Futility = Utility flow rates in and out of the jacket (m3/s)
Tref = Reference temperature of system (K)
Thx = Jacket temperature (K)
T in
utility = Temperature of utility as it enters the jacket (K)

2.3.4 Review on FPMs of Batch and Semi-batch Processes

Literature covers a considerable amount of work that has been done on the devel-
opment of mathematical first-principle models of various chemical batch and semi-
batch processes, ranging from polymers production, pharmaceuticals, biochemical,
biotechnological, petroleum refining etc. Regardless of the chemical process stud-
ied, the dynamics of their reactions kinetics, as well as their mass and energy
dynamics were all captured similarly in order to describe the process model. A lot
of interest has also been shown towards the development of hybrid models, which
provide a combination of first-principle knowledge and empirical dynamic relations.

On searching, no publication could be identified in the literature that has re-
ported on the development of first-principle models of batch and semi-batch chem-
ical processes of PGMs. However, the work of Singh et al. 2010 has reported on
a control study based on an empirical model of a batch reactor operating a PGM
process. The selected review on previous works related to first-principle modelling
of batch and semi-batch processes, presented below, seeks to emphasize that the
method of capturing the transport phenomena of heat and mass transfers, as seen
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in section 2.3.3 describing the first-principle modelling of the ideal batch reactor,
can be applied similarly when modelling any chemical batch or semi-batch process,
including those of PGMs.

For instance, Hvala et al. 2013 have developed a detailed dynamic FPM of a real-
life industrial semi-batch vinyl acetate polymerisation exothermic reaction. The
mass balance of the model was captured with a set of differential and algebraic
equations, that were solved by means of iterative numerical methods. The model
was used to estimate the non-measurable conditions of conversion, polymerisation
rate, viscosity, and solids content inside the reactor. Those unknown conditions
were further used to develop control strategies on the reactor.

Similar works on first-principle modelling of various batch (semi-batch) processes
have been done, where the transport phenomena of mass and energy transfers of
those processes were all captured, by deriving appropriate differential equations of
batch processes (Nabi et al. 2014, Aller et al. 2014, Arora et al. 2010, Aller et al.
2009, Prokopova et al. 2009, Miteva et al. 2008b, Miteva et al. 2008a, Arora et al.
2007, Tyner et al. 2007, Nystrom 2007 and Zavala et al. 2005).

Donati 1999b has given a short review of batch reactor theory and practice,
where the development of the mathematical set of equations describing the time-
dependent behaviour of a batch reactor was reported. The equations were based
on unsteady state mass and energy balances.

Mathematical first-principle modelling has also been applied for batch and semi-
batch reactors of biochemical and pharmaceutical processes (Nystrom 2007, Ed-
wards 2000, Le Lann et al. 1999).

In biotechnology, Zapata et al. 2010 have developed a purely mathematical FPM,
describing the dynamic behaviour of limonene epoxidation with aqueous hydrogen
peroxide, in the presence of catalyst PW-Amberlite. The process was a constant
volume heterogeneous catalytic reaction, carried out in a batch reactor set up at
laboratory scale. The model was written with three major equations. A mole
balance equation describing the time rate of change (in ODE form) of limonene
conversion into limonene epoxide, as well as two energy balance equations; the one
describing the dynamics of the temperature of the solution in the reactor, and the
other describing the dynamics of the temperature of liquid in the jacket. The pro-
posed model was also used for optimisation work, where optimal non-isothermal
temperature profiles of the system were succesfully predicted. The model was val-
idated using experimental limonene conversion data.
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In petroleum refining, Ahmed 2012 developed a dynamic FPM of a batch reac-
tor that processed the alkylation of mono-olefins, with benzene to produce linear
alkylbenzene. The model was validated against some pilot plant measurements
and based on a set of nonlinear equations of mass and energy balances describing
the dynamics of the batch process, where the mass balance equations described
the change in concentration of mono-olefins reactant over time, and the energy
equations described the dynamics of the temperatures of the reactor and jacket
contents, respectively. The model was primarily developed to obtain key parame-
ters of the system, that were then used to design tuning parameters of the adaptive
self-tuning controller implemented on the reactor.

Chemical engineering processes often exhibit highly nonlinear behaviour with com-
plex dynamics. Those properties can be difficult to capture in a purely quantita-
tive analysis. As such, effective and practical modelling of such systems is often
based on hybrid models (Nabi et al. 2014, Oliveira 2003), due to the fact that
they integrate more knowledge than the classical FPMs, achieve higher accuracy
with fewer iterations, and are usually cheaper and more cost-effective to develop
(Oliveira 2003). Numerous hybrid models (with first-principle contribution) of
chemical engineering batch or semi-batch systems have been developed (Simon
et al. 2007, Van Lith 2002).

Nabi et al. 2014 has presented a structured procedure to construct hybrid fuzzy
first-principles models from process data, using a simulated fed-batch bioreactor
as the testing system. The model consisted of a framework of dynamic mass bal-
ance equations (introduced as ODEs), supplemented with one algebraic equation,
which accounted for its first-principle contribution. It also had two fuzzy equations
accounting for its empirical contribution. The first-principle part of the model de-
scribed the states of the biomass, substrate and product concentrations, as well as
volume and the substrate consumption rate (the algebraic equation). The fuzzy
logic or empirical part of the model was used to estimate important parameters of
the system.

In a similar way, Oliveira 2003 proposed a general framework of a bioreactor dy-
namic hybrid model that combines first-principles modelling with artificial neural
networks (ANNs). It was valid for a wide class of problems applicable to bioreac-
tor modelling of batch, semi-batch or continuous biochemical processes involving
cellular catalysis. The system was described by a set of mass balance equations
(ODEs), that constituted basic mechanistic knowledge, and the cell population
system, represented by an adjustable mixture of neural network and mechanistic
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representations.

2.4 Implementation and Numerical Integration

First-principle models require an efficient modelling and simulation language, suit-
able for model implementation (Czop et al. 2011). Those models consist of dif-
ferential equations that must be integrated. However, for many practical appli-
cations in science and engineering, systems of differential equations cannot be
integrated to give an analytical solution. Rather, they need to be solved numer-
ically (Soetaert et al. 2010, Czop et al. 2011, Soetaert et al. 2012). For that
reason, modelling and simulations are often done in numerical languages such as
MATLAB & Simulink, Python etc. Models can also be developed independently
from such platforms as Modelica, which is a language that enables creation of
open code that can be executed in numerous third party simulation environments
like CATIA Systems, Dymola, LMS Imagine.Lab AMESim, JModelica, MapleSim,
MathModelica, OpenModelica, SCICOS, SimulationX (Czop et al. 2011). Explicit
and implicit integration methods are commonly used to find numerical solutions
of first-principle models (Soetaert et al. 2012).

2.4.1 Explicit methods

Explicit integration methods are those that involve explicit calculation of solu-
tions of differential equations at every time step with no iteration (Luyben 1990b,
Soetaert et al. 2012). This is done by numerical integration of differential equa-
tions, where the system’s derivatives are evaluated at the current time (t) and new
values of variables are predicted at the next step in time (t+∆t). This process is
repeated at every time step of the simulation, with constant or variable incremen-
tal step size ∆t (Soetaert et al. 2012, University of Colorado 2014a).

Explicit methods are known under various names in the engineering literature.
They have been referred to as step-by-step, Initial-value, Marching, Purely Incre-
mental or Predictor-only methods (University of Colorado 2014b). This is because
they make no attempt to correct the accuracy of the converged solutions. Those
methods are commonly used for dynamic analysis of linear and/or non-linear com-
putationally intensive systems (Soetaert et al. 2012).

Although there is a large number of different explicit methods (algorithms) with
various levels of complexity in the literature, two are very popular, self-starting
and easy to use. They are the first-order Euler and the fourth-order Runge-Kutta
methods (Soetaert et al. 2012), of which only the Euler algorithm is recalled below:
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Euler Algorithm

This has been reported as the simplest numerical integration and the most useful
algorithm to use (Luyben 1990b, Soetaert et al. 2012). It is represented in its
general form as given in Equation 2.21.{

xn+1 = xn + f(xn,tn) · δt
tn+1 = tn + δt

(2.21)

where,
f = General differential function
x = State variable
t = Time
n = Current time step
δt = Integration step size

Advantages and disadvantages

Explicit methods present many advantages. For instance, they are useful when
solving systems of complex dynamics, they can offer accurate results and are not
computationally intensive. However, a big disadvantage is that they are prone
to numerical instability, because the computed solutions can diverge from correct
values if small enough step sizes are not taken. As a result of that, it is often nec-
essary to use very small step sizes, such that systems of processes containing both
fast and slow dynamics in their equations can be correctly integrated numerically.
Such systems are known as systems of stiff differential equations. They slow down
the computational speed of integration methods, with a possibility of generating
inaccurate results (Luyben 1990b, Soetaert et al. 2012).

2.4.2 Implicit methods

Implicit integration methods are those involving the use of algorithms that result
in implicit equations that must be solved for the new values at the next time
step (Luyben 1990b). These methods are also known as Corrective, Predictor-
corrector, or Incremental-iterative methods. They work in much the same way
as their explicit counterpart to predict new values of variables at the next time
step t+∆t, except for the fact that they use Newton-Raphson iterations as the
corrective action of the algorithm, in order to enforce the computation of correct
solutions. This is achieved by adjusting the computed solutions as they drift away
from correct values, even when large integration step sizes are taken. At each
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time step, the incremental formula of the algorithm operates as a predictor that
provides a starting point for the corrective iteration action. The purpose of this
iteration is to eliminate (or at least reduce) the error contained in the converged
solution (Soetaert et al. 2012, University of Colorado 2014a).

The first-order explicit Euler algorithm (Equation 2.21) can be modified for an
implicit formulation as given in Equation 2.22 (Luyben 1990b.{

xn+1 = xn + f(xn+1,tn+1) · δt
tn+1 = tn + δt

(2.22)

where,
f = Differential function
x = State (dependent) variable
t = Time
n = Current time step
δt = Step size

The difference between Equation 2.21 and Equation 2.22 is that, in the latter,
the differential function f (or derivative) is evaluated at the next step in time
(t+δt) where the value of variable xn+1 is not known. Therefore, the unknown
variable xn+1 appears on both sides of the equation. The implicit formula solves
for the unknown xn+1 based on itself and on the current value xn.

Advantages and disadvantages

Implicit integration methods offer various advantages and disadvantages. The
biggest advantages are that, they do not become numerically unstable regard-
less of the value of step size chosen; the possibility of choosing larger step sizes
with little effect on stability allows for faster computation of solutions than with
explicit methods; they are very useful for stiff systems of differential equations.
However, the disadvantages are that they are more complicated to program and
debug when implemented in numerical platforms, and they become slower and
more difficult to use with large systems of hundreds of differential equations. This
is a common occurrence in most engineering systems and models with non-linear
dynamics (Luyben 1990b).

2.4.3 Stiff Differential Equations

There is no unique nor universally accepted definition of stiffness in the literature
(Shampine et al. 2007), where various definitions have been proposed.
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In Weierstrass Institute 1995, systems of stiff differential equations have been pre-
sented as those characterised by the existence of both slow (smooth) and fast
(transient) changing solutions, when certain initial conditions are applied to it.
That is, in solutions of differential equations describing the system, there exist
some components which decay faster than others. Many of such are common in
chemical engineering systems that handle reactions processes. In those systems,
the reacting components of faster dynamics arrive in a very short time to their
equilibrium state, whereas the slowly changing components are more or less fixed
in comparison to the former, hence they are termed stiff.

Lambers 2009 has defined an ODE as a stiff differential equation if its exact solu-
tion y(t) includes a term that decays exponentially to zero as t increases, but whose
derivatives are much greater in magnitude than the term itself. Hairer et al. 1999
has also presented stiff systems of differential equations as those characterised by
the fact that the numerical solution of slow movements is considerably perturbed
by nearby rapid solutions.

Brydon et al. 1998 has defined stiff differential equations as those for which two or
more disparate time scales are important. Systems of those equations are governed
by enormously varying time scales, for which existing methods, though specially
developed to integrate them, are inefficient, and produce spurious solutions.

2.4.4 Numerical solvers

There is a number of general-purpose numerical solvers that are available in the
MATLAB Software. They each have various specific capabilities and can be used
to integrate systems of differential equations. Solver ode15s was used in the work
presented in this dissertation.

Solver Ode15s: This is a multi-step and variable-order solver based on the
numerical differentiation formulas (NDFs), of which the simplest form is
known as the Newton’s difference quotient (seen in Equation 2.23).

f(x+ 1)− f(x)

h
(2.23)

It optionally uses the backward differentiation formulas (BDFs) that are usually
less efficient, and first-order through fifth-order optimisation algorithms to solve
systems of equations, converging to solutions with low to medium order of accuracy
(Mathworks 2015a). It is suitable for solving systems of stiff differential algebraic
equations (DAEs) and ODEs (NC State University 2015, Mathworks 2015b).
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2.5 Dissolution of Gases in Aqueous Solutions

The concept of gas dissolution in aqueous solutions was of particular importance
to this project. This is because the dissolution of Cl2(g) in the reactor solution had
a significant effect on the dynamics of the modelled reactor pressure. This will
be further discussed in section 3.1 of Chapter 3, describing the chemical process
studied in this work.

The dissolution of gases into aqueous solutions is a chemical process that is well
described by Henry’s law (Sander 2015). It gives a direct relationship between the
concentration of a chemical species in an aqueous solution, the partial pressure of
that chemical species in the gaseous phase under equilibrium condition with the
aqueous solution, and the appropriate Henry’s law constant corresponding to the
system considered. There are many variants of Henry’s law constants which can
all be classified into two fundamental types (Sander 2015): Henry’s law solubility
constant and Henry’s law volatility constant, given by Equations 2.24 and 2.25
respectively.

HCP =
Ci

Pi

(2.24)

where,
HCP = Henry’s law solubility constant (kmol/(m3.kPa))
Ci = Concentration of species i dissolved into aqueous solution (kmol/m3)
Pi = Partial pressure of gaseous species i under equilibrium condition (kPa)

KPC
H =

Pi

Ci

=
1

HCP
(2.25)

where,
KPC

H = Henry’s law volatility constant (m3.kPa/kmol)

Equations 2.24 and 2.25 can be re-arranged to express the solubility of a chemical
species in terms of the partial pressure of that species in the gas phase. Under the
assumption that the gas in a system displays ideal behaviour, the total pressure
of the gas can be derived from the Ideal gas law.

2.5.1 Ideal Gas Law

The ideal gas law, given by Equation 2.26, describes the mathematical relationships
between the properties of pressure, volume, moles and temperature of gases. It
can be used to calculate the pressure of a gas in a closed system when all the other
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properties are known. Under certain operating conditions, gases for which those
properties are accurately described by the ideal gas law are said to exhibit ideal
behaviour (College 2015).

PV = nRT (2.26)

where,
P = Pressure of gas (kPa)
V = Volume of gas (m3)
n = Moles of gas (kmol)
R = Universal gas constant (kJ/(kmol.K))
T = Temperature of gas (K)

The ideal gas law applies well under conditions of low pressures (typically be-
low 1 atm) and high temperatures (above 1000 K), for which gases are said to
approach ideal behaviour. However, this is very often not the case under condi-
tions of high pressures and low temperatures, for which significant deviations from
ideal gas behaviour do occur (College 2015).

2.5.2 Deviation from Ideal Gas Law

A modified gas law known as the van der Waals equation has been introduced as
given by Equation 2.27 (College 2015). It accounts for the non-ideal behaviour
observed for many gases, at relatively high pressures and low temperatures, for
which the relationships between pressure, mole, volume, and temperature are not
accurately described by the Ideal Gas Law.

PV = nRT →
(
P +

an2

V 2

)(
V − nb

)
= nRT (2.27)

where,
a = Strength of attraction between molecules of a particular gas.
b = Size of the molecules of a particular gas.

Values of the van der Waals constants “a” and “b” are often determined experimen-
tally. The term “ an2

V 2 ” added to the pressure in the ideal gas law is the correction
for molecular attraction, and the term “nb” subtracted from the volume in the
ideal gas law is the correction for volume of gas molecules.
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Chapter 3
System Description and Modelling

This chapter presents the description of the process, along with the equations
of the chemical reactions taking place in the semi-batch reactor system. It gives
the method used to develop the first-principle model of the rhodium dissolution
process. This is a detailed account of all steps followed in modelling the process, to
which, a background is also given of the initial version of the model we had inher-
ited from. This is to clarify what we have contributed to this modelling work, from
the initial version of the model as inherited from Mr. Carel van Dam, to the final
version of the developed first-principle model of the rhodium dissolution process,
presented in this dissertation. The chapter further elaborates on the description
of the model by giving the key assumptions made in the reactor system, the model
equations developed and the numerical integration method (solver) used to inte-
grate those equations. Also given are the limitations encountered with the model,
the method used to verify the accuracy, and stability of its simulated responses
and their validation.

31
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3.1 System Description

The system is a jacketed semi-batch reactor in which two exothermic reactions
take place simultaneously in the presence of chlorine gas. They are the dissolution
of some crude rhodium sponge (Rh(s)) in an aqueous solution of hydrochloric acid
(HCl), to produce a solution of aqueous rhodium(III) chloride (RhCl3.H2O) and
the reaction of Cl2(aq) with water (H2O) to produce some more HCl(aq) and some
hypochlorous acid (HClO(aq)), (Hsia 2015, Sherrill et al. 1931). Cl2(aq) is formed
from Cl2(g) that partly dissolves into the reactor solution during the reaction phase.
Equations 3.1 and 3.2 show the chemical reactions of the process, believed to be
taking place in the semi-batch reactor system, shown in Figure 3.1 below.

Rh(s) + 3HCl(aq) +H2O(l) → RhCl3(H2O)(aq) + 3H+
(aq) + 3e− (3.1)

Cl2(aq) +H2O(l) ↔ HCl(aq) +HClO(aq) (3.2)

 Air (g)

H2O(l)

Liquid

Rh(s)

Steam

Condensate

H2O (g)

Cooling Water

Cooling Water 
Return

HCl(aq) 

Total  Gas

Cl2(g) Vent
(Draught)

 Heat Transfer

T

P

L

929-PI-114/199
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Further 
Processing
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Water
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Figure 3.1: Semi-batch reactor of rhodium dissolution
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It should be clearly noted that we do not know the exact chemistry of this pro-
cess, in the form of the correct equations of the chemical reactions taking place in
the reactor. This is because no documentation clearly providing that information
was available to us. However, we gained some good understanding of the process
from information provided in the operational procedure document of the plant re-
actors that was made available to us, as well as some more references (Crundwell et
al. 2011b, Crundwell et al. 2011c, Crundwell et al. 2011a, Crundwell et al. 2011d)
which have provided a more general description of the PGMs reaction processes. In
all documentation at our disposal, only information of the chemical species used as
reactants is known with no clear specification of what the products are, other than
the fact that a liquor of rhodium compound, whose chemical content is unclear to
us, is formed after reactions. Therefore, Equation 3.1 was written according to the
general descriptions given the above-mentioned references and Equation 3.2 was
written as given by Alkan et al. 2005 and Hsia 2015.

In this process, the hot and cold utilities of steam and cooling water were the
input variables used to regulate the reactor temperature, whilst the flowrate of
Cl2(g) pumped into the reactor was the input variable used to regulate the pressure
requirement inside the reactor. There is no knowledge of possible side reactions
occuring or gaseous substances produced. The reaction process taking place in the
semi-batch reactor can be described over five operational phases.

The first phase of the process involves loading the reactor with all the reactants,
composed of 29 kg of crude rhodium sponge (Rh(s)) and 546 L of an aqueous solu-
tion of hydrochloric acid (HCl) at a concentration of 11.5 kmol/m3. Crude rhodium
sponge is a solid and porous form of rhodium metal, with a purity greater than
99.98 % of rhodium (Crundwell et al. 2011d). Those initial quantities of reactants
correspond to some molar amounts of 0.27 kmol of Rh(s) and 6.28 kmol of HCl(aq).

The second phase is the chlorination, whereby an initial amount of Cl2(g) is pumped
into the reactor, in which some of it dissolves into solution to form some Cl2(aq).
During this phase, Cl2(g) is added until the reactor reaches an initial gauge pressure
of 150 kPa.

The third phase involves an initial temperature control where steam is pumped
into the jacket until the reactor temperature reaches 40 ◦C, at which point steam
is cut off, the reactor temperature controller is set to a target of 50 ◦C. From this,
minor reactions starts and cooling water is activated when the reactor temperature
reaches the controlled target of 50 ◦C.
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Fourth is the reaction phase. It involves simultaneous temperature and pressure
control in the reactor. During this phase, more Cl2(g) is pumped until the reactor
pressure rises to a gauge pressure of 300 kPa (equivalent to 400 kPa absolute).
Cl2(g) serves to maintain the reactor at the required absolute pressure of 400 kPa
during this phase. At this point the exothermic reactions fully proceed, steam
and cooling water are activated alternately into the jacket in order to regulate the
temperature of the dissolution reaction at around 50 ◦C until its completion.

The fifth phase is the depressurisation (de-chlorination) during which, after the
dissolution reaction has completed, some plant air is sparged into the reactor so-
lution to remove Cl2(aq) and to depressurise the reactor by displacing Cl2(g) out of
it until the end of the batch.

At the end of each batch, Cl2(g) contained in the reactor is vented and directed
to a scrubbing column for further cleaning. The reactor is then discharged safely,
decommissioned and recommissioned for the next batch.

3.2 Modelling Method

This section presents the method followed to model the chemical process, which we
refer to as the reactor model from this point onward. It covers the key assumptions
made in the model, the size of the developed model (number of equations), the
numerical method (solver) used to integrate those equations and the limitations
encountered during simulations. It also presents how the model was validated, as
well as the method used to verify the accuracy and stability of its responses.

The modelling work was entirely done in version 7.10.0.499 (R2010a) of the
MATLAB computational environment. The process was taken as a lumped pa-
rameter system, for which the physical properties of its chemical substances were
only a function of time, and not spatially distributed throughout the reactor vol-
ume (see section 2.3.2.1 of Chapter 2). The simulations were run on a computer,
with the processor specifications of Intel(R) Core(TM) i5-3337U CPU, 1.80 GHz
and an installed memory (RAM) of 6 GB.

This section is presented in two main parts that aim at clarifying the contribution
made to this modelling work by the candidate presenting this dissertation:

• The first part gives a background of the initial model that was developed as
a system of fully-implicit differential algebraic equations (DAEs), which the
candidate presenting this dissertation work had inherited from. Of particular
importance discussed in this part are, the initial objective of the work, the
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chemical process modelled, the mathematical formulation and size of the
model, and finally the major limtations encountered with this model version.

• The second parts elaborates on the work that has been done to solve the
various limitations encountered in the initial model, and the efforts made to
significantly improve the consistency of the model. The fully-implicit DAEs
model had been revised by simplifying the description of the reactor system,
correcting the equations and explicitly rewriting the sets of equations in an
equivalent system of Ordinary Differential Equations (ODEs).

3.2.1 Model of Fully-implicit DAEs

Initial Objective of Project

The initial orientation of this work was to develop a generic model of a semi-batch
reactor that could be used to describe any chemical process of PGMs dissolution.
To that end, Mr. Carel van Dam had initially done some work on the modelling
of dynamic systems with known data, using a simple tank system, for which he
had proposed an object-oriented modelling platform as a proof of concept. That
platform was to investigate how optimization problems of parameter estimation
could be integrated in modelling languages (van Dam et al. 2012). In order to
meet the objective of developing a generic model, he then attempted to refocus
his work to the development of a first-principle model of a semi-batch reactor
operating a ruthenium dissolution process, as requested by the project’s industrial
partners. However, his work was incomplete since it had not successfully generated
any meaningful simulations and was therefore subject to significant improvement.

Chemical Process Modelled

The initial model described the simultaneous exothermic reactions of dissolution
(Equation 3.3) of ruthenium (Ru(s)) in a solution of Cl2(aq) to produce an aqueous
solution of ruthenium tri-chloride (RuCl3(aq)). And the evaporation (Equation 3.4)
of RuCl3(aq), in the presence of sodium chlorate (NaClO3(aq)), used as the oxidizing
agent, to produce ruthenium tetroxide (RuO4(g)) as the main product, with sodium
chloride (NaCl(aq)) and hydrochloric acid (HCl(aq)) as by-products.

2Ru(s) + 3Cl2(aq) → 2RuCl3(aq) (3.3)
2H2O(aq) + 2RuCl3(aq) + 2NaClO3(aq) → 4HCl(aq) + 2RuO4(g) . . .

+ Cl2(g) + 2NaCl(aq) (3.4)
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Mathematical Formulation and Model Size

This reactor was modelled as a system of fully-implicit differential algebraic equa-
tions (DAEs), with a total of 150 differential algebraic equations describing the
dynamic behavior of 150 process variables (25 states and 125 algebraic relations).
Equation 3.5 gives the mathematical formulation of the fully-implicit DAEs model.

Model of Fully − implicit DAEs :


f1(t, y1, ẏ1) = 0

f2(t, y2, ẏ2) = 0
...

f150(t, y150, ẏ150) = 0

(3.5)

where,
t = Independent variable (Time)
y = Process variable
ẏ = Derivative of y
f = Function f, or differential algebraic equation of y

Major Limtations of Model

Upon inheriting the model, the new candidate presenting this work had invested
significant efforts to troubleshoot and correct the model equations. The model
displayed the following major limitations as observed:

• Consistent initial conditions for all 150 variables of the model equations could
not be found. This was necessary to ensure that equations would all be fully
satisfied at least at the initial time step (t0) of the simulation.

• There was significant modelling errors in some model equations as many
thermodynamic and reactions dynamics were incorrect. For instance, reactor
and jacket temperatures did not respond at all to hot and cold utilities inputs.

• The nonlinearity combined with the presence of stiffness in model equations
(as discussed in section 2.4.3 of Chapter 2) would cause the fully-implicit
DAE solver used, ode15i, to often break and prematurely stop simulations.

• It was believed that the size of the model and its fully-implicit DAE formula-
tion made it rather difficult for the only fully-implicit solver ode15i, available
in the MATLAB version used, to correctly integrate all 150 DAEs of the sys-
tem. This is because model responses still showed some inconsistency since
many numerically integrated solutions were still incorrect. The 150 solutions
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of all equations had to be iterated, all at the same time and at every time
steps, until they would eventually converge towards correct solutions that
would fully satisfy the statement of Equation 3.5, that every model equation
must be equal to zero at every time steps of the simulation. This was difficult
to achieve, especially during phases of dynamic changes in the model inputs
variables of flowrates of utilities and Cl2(g).

3.2.2 Model of Explicit ODEs

As a result of the various difficulties encountered with the initial fully-implicit
DAE model of the ruthenium process, a decision was made to simplify the model
to a form that would make it a lot easier to solve and simulate. To that effect,
the model was revised and many parts of it rewritten. The size of the ruthenium
model was reduced to fewer process variables and the model equations corrected
and rewritten as an explicit system of ordinary differential equations (ODEs),
whose mathematical formulation is given by Equation 3.6.

Model of Explicit ODEs :


dny1
dtn

= f1(y
n
1 , t)

dny2
dtn

= f2(y
n
2 , t)

...
dnyk
dtn

= fk(ynk , t)

(3.6)

where,
t = Independent variable (Time)
y = Process variable
n = Order of equation
k = kth equation
f = Function f, or ordinary differential equation of y

The greatest benefit of the ODE mathematical formulation in contrast to the
DAE formulation is that, systems of ODEs can only become zero when the process
they describe is at steady state. Therefore, it is only at steady state that one can
have a good appreciation of the extent of errors existing in model equations. This
is because, at steady state, process variables are expected to be reasonably con-
stant with negligeable dynamics over the simulation time span. However, during
the transient phase of the system, considerable dynamics of process variables can
be seen as their ODEs cannot be constrained to zero.

Later on, another suggestion had been made from one of the project industrial
partners to rather convert the model from the ruthenium to the rhodium dissolu-
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tion process, for which more plant data of process inputs variables (utilities and
Cl2(g) flowrates) and outputs variables (temperature and pressure) were readily
available for the validation task. The first-principle model of the rhodium reactor
was then rewritten as an explicit system of ODEs from the chemical reactions
given in equations 3.7 and 3.8.

Rh(s) + 3HCl(aq) +H2O(l) → RhCl3(H2O)(aq) + 3H+
(aq) + 3e− (3.7)

Cl2(aq) +H2O(l) → HCl(aq) +HClO(aq) (3.8)

3.2.2.1 Model Assumptions

The model developed was subject to the following assumptions:

• The reactor solution was perfectly mixed.

• There was negligible heat loss to the surroundings.

• The thermal resistance of the reactor wall, separating the jacket and reactor
compartments, was neglected in order to allow direct energy transfer between
the jacket and reactor compartments of the reactor. This was done because
it was observed that the energy equation of the wall displayed the same exact
dynamics as that of the jacket temperature. Therefore, it did not add any
useful contribution to the model, but was simply an additional equation with
little dynamic effect. This reduced the number of equations of the model,
hence the number of function evaluations during numerical integrations.

• The solutions were ideal in the model. That is, the chemical substances in
solution obeyed Equation 3.9 of Raoult’s Law (Luyben 1990a), for which the
properties of the solutions were expressed in terms of molar concentrations
or partial pressures instead of activity coefficients.

P =
NC∑
j=1

xjP
S
j (3.9)

where
P = Total pressure of gas.
Pj

S = Vapour pressure of pure jth component.
xj = Mole fraction of jth component in solution.

• Ideal behaviour of gases, for which the gaseous chemical species obeyed Equa-
tion 3.10 of Dalton’s Law (Luyben 1990a).

Pj = P · yj (3.10)
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where
P = Total pressure of gas.
Pj = Partial pressure of jth component in the vapour.
yj = Mole fraction of jth component in gaseous phase.

3.2.2.2 Size of Model

The reactor was modelled by keeping track of 10 counts of elements taking part in
the reactions. The reactor side of the system contained a total of seven elements
of which, a solid element (Rh), two in the gas phase (H2O and Cl2) and four
in the aqueous solution (HCl, H2O, Cl2 and RhCl3.H2O). To simplify the model,
hypochlorous acid (HClO(aq)) was not taken into account because it was considered
to be a by-product of the reactions.The jacket side of the system contained three
elements, water and air in the gas phase and only water in the liquid phase.
Figure 3.2 below shows the chemical species (in their various phases) captured in
the model.

The model was therefore written with a total of 92 equations and variables,
of which 14 differential equations described the dynamic behaviour of all state
variables and the remaining 78 equations, described the algebraic equations of the
system.

3.2.2.3 Model Limitations

The major limitations encountered during the modelling process were as follows:

Consistent initial conditions of model variables. It was difficult to come
up with a stable method of automatically computing consistent initial con-
ditions for all 14 state variables of the model. This is because it was found
that the actual molar amounts of reactants, loaded into the reactor at the
begining of each batch, were not all solutions of the model’s 14 differential
equations during numerical integrations. Those were necessary to ensure
that the integration of all equations was starting from known initial values
of correct solutions, which would fully satisfy all model equations at t0.

Stiffness in model equations. There was presence of stiffness (discussed in sec-
tion 2.4.3 of Chapter 2) in some of the model’s differential equations, which
created both fast and slow dynamic changes in those equations at various
time steps during numerical integrations.
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Figure 3.2: Chemical Species in the Model

Stiffness was a consequence of the nonlinearities in the model. It would often
cause solver ode15s to fail and prematurely stop numerical integrations, at
certain time steps during simulations with certain batches. This is because
the appearance of fast dynamics would often generate large derivatives in
the equations, which in turn would require the solver to take infinitesimal
integration step sizes, in order to successfully integrate those large deriva-
tives. The problem with solver ode15s taking very small step sizes was that,
at certain time steps during simulations, those small step sizes would violate
the solver’s minimum allowable integration step size (tolerance). However,
numerical solvers cannot violate their step size tolerance when integrating
equations. When that happens, the solver fails to integrate the equations
and the simulation prematurely stops. This problem was constantly occur-
ing during simulations and was a serious inconvenience, since no meaningful
model responses could be obtained.
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3.2.2.4 Model Equations

The full set of model equations written as a system of ODEs and algebraic equa-
tions can be seen in Appendix A. The equations were numerically integrated using
MATLAB solver ode15s.

The mathematical model presented in this work was written from first-principle
as an attempt to capture the essential dynamic behaviour of the chemical, thermo-
dynamic and major transfer phenomena taking place in the real semi-batch reactor
system. The simulated responses of the model’s temperature and pressure were of
particular importance in this study. This is because those were the only output
variables for which real plant data was available for model validation.

Computation of Consistent Initial Conditions

In the effort to correctly integrate the model differential equations, ensure that
simulations started from correct initial solutions of the equations and that good
model performance could be achieved; it was necessary to find consistent initial
conditions for all states (derivative) variables of the model. That is, values of
all states variables that were true solutions of the model differential equations
at the initial time step t0 had to be found. To that end, the MATLAB solver
FSOLVE (The Mathworks 2017) was used to compute consistent initial conditions
of the model variables. It finds a solution x for a system (function) of nonlinear
equations such that Equation 3.11 applies.

F (x) = 0 (3.11)

where
F = A function or system of nonlinear equations that returns a scalar value or a
vector of values
x = A solution value or a vector of solution values

In our experience writing this model, it was found necessary to constantly con-
duct trial-and-error adjustments of certain key options, used as input arguments
to the FSOLVE routine, in order have it converge towards such values that were
true solutions (consitent initial conditions) of the model equations. This task was
critical towards achieving good model performance. The following options were
interacted with (The Mathworks 2017):

1. Algorithm: The optmization algorithm “trust-region-reflective” was used
amongst the other two available choices of “levenberg-marquardt” and “trust-
region-dogleg”.
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2. DiffMaxChange: A positive scalar selected as the maximum change in
variables for finite-difference gradients.

3. DiffMinChange: A positive scalar selected as the minimum change in vari-
ables for finite-difference gradients.

4. MaxFunEvals: A positive scalar selected as the maximum number of func-
tion evaluations allowed.

5. MaxIter: A positive scalar selected as the maximum number of iterations
allowed.

6. TolFun: A positive scalar selected as the termination tolerance on the func-
tion value.

While searching for consistent initial conditions for a set of equations variables,
FSOLVE can stop for the following reasons among others (The Mathworks 2017):

• FSOLVE converged to a solution.

• Change in integration step size is too small.

• Change in residual norm of function evaluation is too small.

• Computed search direction is too small.

• Too many function evaluations or iterations.

• Converged to a point that is not a solution.

• Line search of the optimization algorithm failed.

Default settings of FSOLVE options did not always help obtain good model
performance. As a result, they had to be adjusted continuously until good initial
conditions were obtained. Whenever consistent initial conditions were not found,
the model showed poor simulations performance, and at times, solver ode15s com-
pletely failed to integrate the nonlinear equations as it stopped simulations. This
task having been done by trial-and-error, better model performance could still be
achieved with better tuning of FSOLVE options.
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Model of Reactor Pressure

Of critical importance to this model was the mathematical description of the pres-
sure exerted by the total gas in the reactor system, which we refer to as reactor
pressure. Ideal behaviour of the total gas (consisted of Cl2(g) and H2O(g)) in the
reactor was assumed in this work, from which the reactor pressure was modelled
according to the Ideal Gas Law (Equation 3.12).

PV = nRT (3.12)

where
P = Pressure of reactor model (kPa)
V = Volume of total gas in reactor model (m3)
n = Total moles of gas in reactor model (kmol)
R = Universal gas constant (kJ/(kmol.K))
T = Temperature (K)

As presented in Section 3.1 describing the chemical process in the reactor sys-
tem, it was understood that Cl2(g) was pumped into the reactor to maintain its
pressure to the required value of 300 kPa (gauge) during the reaction phase. As
Cl2(g) was added into the reactor, some of it dissolved into the reactor solution of
HCl(aq) to form some Cl2(aq), which in turn reacted with H2O(l) to produce some
more HCl(aq). Modelling the the solubility of Cl2(g) into the reactor solution has
been a major difficulty in this work. This is because various first-principle ap-
proaches were followed in an effort to capture the mass transfer of Cl2 from the
gas to the solution phases. We experienced some unsatisfactory behaviour of the
model as solver ode15s would often fail to integrate the model equations and pre-
maturely stop simulations due to issues related to nonlinearity in the model.

As discussed in Section 2.3.2.1 of Chapter 2, presenting the various steps in
first-principle modelling, the work of developing first-principle models can often
require significant efforts of trial-and-error, as various candidate models can be
suggested until satisfactory model responses are obtained.

First Approach to Modelling Cl2(g) Solubility:

The solubility of Cl2(g) into the reactor solution was initially modelled as presented
in Equation 3.13, where the molar quantity of Cl2(g) dissolving into the reactor
solution was written as follows:

FCl
2(l−g)

= kCl2 · (PCl
2(g)
− PCl

2(aq)
) (3.13)
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where
FCl2(l−g)

= Flow rate of Cl2(g) dissolving into reactor solution (kmol/min)
kCl2 = Mass transfer coefficient (kmol/kPa)
PCl2(aq) = Vapour pressure created by evaporated solute Cl2(aq) from reactor so-
lution into gaseous phase (kPa)
PCl2(g) = Total partial pressure of Cl2(g) present into reactor (kPa)

With Equation 3.13, solver ode15s failed to integrate the model equations as
it stopped simulations prematurely. The variables PCl2(aq) and PCl2(g) were respec-
tively modelled from Raoult’s law (Equation 3.14), from which PCl2(aq) is directly
proportional to a measure of concentration (mole fraction) of Cl2(aq) that builds
up in the reactor solution during the reaction phase; and Dalton’s law (Equation
3.15), which relates PCl2(g) to the mole fraction of Cl2(g) in the reactor, as de-
scribed by Luyben 1990a. Those equations were written in accordance with the
basic model assumptions made, that the solution and vapour phases in the model
displayed ideal behaviour (see Section 3.2.2.1 of Model Assumptions).

PCl2(aq) = x
Cl2(aq)

· P o
Cl2(g)

(3.14)

PCl2(g) = y
Cl2(g)

· P(gas) (3.15)

Po
Cl2(g)

= Vapour pressure of pure Cl2(g) at standard conditions (kPa)
x

Cl2(aq)
= Mole fraction of Cl2(aq) in reactor solution

y
Cl2(g)

= Mole fraction of Cl2(g) in the reactor gas
P(gas) = Total pressure of gas in reactor (kPa)

Second Approach to Modelling Cl2(g) Solubility:

Alkan et al. 2005 have conducted a study on the solubility of Cl2(g) in aqueous
hydrochloric acid solutions from which, an empirical model of the solubility of Cl2(g)
was proposed and written in terms of the concentration of HCl(aq) and temperature
of the solution, as presented in Equation 3.16.

CCl2(aq) = 4.46 · 10−8exp
(2927

T

)[
− 10.73(CHCl)

3/2 + 63.55(CHCl)− . . .

89.41(CHCl)
1/2 + 92.02

]
(3.16)

CCl2(aq) = Solubility of Cl2(g) in HCl(aq) solution (kmol/m3)
CHCl = Concentration of HCl(aq) solution (kmol/m3)
T = Temperature of solution (K)
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Their experimentation was conducted at constant atmospheric pressure of 81.33
kPa in Erzurum (Turkey), for concentrations of HCl(aq) varying from 0 kmol/m3

to 7 kmol/m3 and temperatures varying from 20 ◦C to 70 ◦C. Though an inter-
resting study, the conditions at which it was conducted did not quite match those
of our reactions which took place at a HCl(aq) concentration of 11.5 kmol/m3,
and especially at a much higher pressure of 300 kPa (gauge). Because of those
considerable differences in process conditions, we could not effectively make use
of their empirical model as a reliable estimate for the solubility of Cl2(g) in our
reactor solution of HCl(aq). However, we still attempted to run our reactor model
with Equation 3.16, but no simulated results could be obtained as the simulation
ran for about 2 hours and the MATLAB session froze to the point where we had
to abort it. We believe that this behaviour was due to numerical problems aris-
ing from the occurence of possible modelling errors, inapropriate options settings
of the FSOLVE numerical optimization routine, and difficulties encountered by
FSOLVE to converge to consistent initial conditions of the model state variables.

No further attempt was then made to troubleshoot the reactor model such that
it could work with Equation 3.16. Instead, we kept looking for alternative methods
of modelling the solubility of Cl2(g) that would enable the model to run with little
to no complications.

Third Approach to Modelling Cl2(g) Solubility:

Another approach followed was that described by Henry’s law, discussed in sec-
tion 2.5 of Chapter 2, from which it is known that the solubility of a gas into a
solution is affected by the pressure exerted by the gas onto the solution. Therefore,
the solubility of Cl2(g) in the reactor solution of HCl(aq), to generate a concentra-
tion of Cl2(aq), can be derived as a fucntion of the partial pressure of Cl2(g) and its
corresponding Henry’s law solubility constant (Equation 3.17):

CCl2(aq) = HCP · PCl2(g) (3.17)

where
HCP = Henry’s law solubility constant (kmol/(m3.kPa))
CCl2(aq) = Concentration of Cl2(g) dissolved into HCl(aq) solution (kmol/m3)
PCl2(g) = Partial pressure of Cl2(g) into reactor (kPa)

However, the issue with Equation 3.17 was that an estimate of the Henry’s law
solubility constant (HCP ) of Cl2(g) dissolving into the HCl(aq) solution must have
been evaluated at similar conditions to our reactions processes. This constant HCP

was not available to us since we could not obtain information of an estimate of it
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from litterature, and did not conduct any laboratory experiments to estimate it.

Some trial runs of the model were done with Equations 3.17, using the Henry’s law
solubility constant of Cl2(g) in water, but the simulations stopped as solver ode15s
failed to integrate the model. An example of warning messages we obtained read
as follows:

“Warning: Failure at t = 4.110822. Unable to meet integration tolerances with-
out reducing the step size below the smallest value allowed (1.421085e-014) at t.”

The simulation time for this particular batch was only 4 minutes instead of the
normal 191 minutes (about 3 hours and 18 minutes). The warning message above
informed us that solver ode15s could not integrate certain differential equations of
the model, which we could not clearly identify, beyond the simulation time step
of 4 minutes. The numerical integration failed because some equations had fast
nonlinear dynamics within infinitesimal integration step sizes. The solver step size
tolerance of 1.421085 × 10−14 was reached and could not be violated during the
numerical integration of the model.

Fourth Approach to Modelling Cl2(g) Solubility:

After numerous trial-and-error efforts to adjust the solubility equation of Cl2(g)
and to find good consistent initial conditions of model equations, we successfully
estimated the solubility of Cl2(g) into the reactor solution. This was achieved by
modelling the molar flowrate of Cl2(g) dissolving into solution as the difference
between the molar quantities of Cl2(g) and Cl2(aq) inside the reactor, as shown in
Equation 3.18.

FCl
2(l−g)

= CCl
2(g)
· Vgas − CCl

2(aq)
· Vsol (3.18)

where
FCl2(l−g)

= Flowrate of Cl2(g) dissolving into reactor solution (kmol/min)
CCl2(aq) = Molar concentration of Cl2(aq) in solution (kmol/m3)
CCl2(g) = Molar concentration of Cl2(g) in gas phase (kmol/m3)
Vgas = Total volume of gas in reactor (m3)
Vsol = Total volume of solution in reactor (m3)

Equation 3.18 worked well for model simulations and the benefits of implementing
it were the following:

• The numerical solver ode15s could integrate the model equations and gen-
erate simulated responses over the full simulation time span of every batch,
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without the solver failing and prematurely stopping the simulations due to
numerical problems and nonlinearity in the model.

• The equation could be directly used as an additional term to the molar
differential equations of Cl2 in both gaseous and solution phases, as given in
Equations 3.19 and 3.20:

dNCl
2(g)

dt
= F In

Cl
2(g)
− FCl

2(l−g)
(3.19)

dNCl
2(aq)

dt
= −1

2
r2Vsol + FCl

2(l−g)
(3.20)

where
FIn
Cl2(g)

= Input data of Cl2(g) flow rate pumped into reactor (kmol/min)
r2 = Rate of reaction of Cl2(aq) with H2O(l) (kmol/(m3.min))
N = Moles of chemical species (kmol)

• The modelled concenrations of the Cl2 in the gas and solution phases were
affected by the solubility of Cl2(g) in the reactor solution (Equation 3.18).

• At last, model simuations generated sensible responses for most states and
algebraic variables of the system, since they displayed such dynamic trends
that were consistent with the input variables of utilities and Cl2(g) flow rates
the model was subjected to.

3.2.2.5 Accuracy of Model Responses

When simulating the model, it was necessary to verify the consistency of its re-
sponses. The model had to demonstrate good qualitative and quantitative re-
sponses, following the dynamics of the various input variables to which it was
subjected. An important part of verifying the model’s consistency was to ensure
that solver ode15s converged towards correct solutions of the equations. This was
done through validation, by qualitatively observing how well the model simulated
responses compared to the real plant data. The more stable and closer the model
responses were to plant data, the more accurate the integrated solutions of model
equations were deduced.

An estimate of the overall model performance, the mean absolute error of model
responses was used as an index to quantify the accuracy of the model responses
in comparison to plant data. This was computed as shown in Equations 3.21 and
3.22, where the latter was calculated by subtracting the mean absolute error of
Equation 3.21 from the point of perfect accuracy of 100 percent.
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Mean Absolute Error =
100 %

N

N∑
t=1

|Data(t)−Model Response(t)|
|Data(t)|

(3.21)

Model Accuracy = 100 % −Mean Absolute Error (3.22)

Where
N = Length of the simulation time span
t = Time steps
Data = Batch measurements

3.2.2.6 Model Validation

The model was validated by comparing the simulated response of temperature of
reactor and that of pressure of gas, to some plant data sets covering 45 batches
of the real reactor’s operation. The concentrations of all chemical species in the
model could not be confronted with real plant data because they were not available
to that effect. However, consistent and reasonable simulated responses of the moles
of all chemical species present in the reactor solution were obtained, as shown in
the next chapter.
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Chapter 4
Results and Discussion

This chapter covers the results obtained from the various simulation runs of the
model, along with their discussion. It presents two cases of some of the good model
responses that were generated, where the simulation responses compared well to
the data sets of two batch runs of the real reactor. The chapter also gives an
example of a batch which generated poor simulation responses. This is to give an
account of the model limitations as seen through its performance.

49
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4.1 Model of Explicit ODEs

This section discusses the performance of the model in terms of stability of the
temperature and pressure responses, as well as how well they tracked the sets of
real plant measurements they were compared to during validation. The quality of
the model responses was used to deduce the correctness of the numerically inte-
grated solutions of all differential equations. The concentrations of the chemical
species in the reactor were not validated, since no data was available to that effect.

Since the full set of results for all 45 batches of plant data at our disposal could
not be presented in this report, this section only covers the results for two cases
of the good simulations obtained. In those simulations, the model demonstrated
good prediction of temperature and pressure data. The section also presents a case
of a poor simulation obtained, in which the model responses (especially pressure)
showed large deviations from the batch data. However, in order to account for
the model performance with the full set of 45 batches of data used to validate it,
the chapter lastly presents the percentage accuracy of the model temperature and
pressure responses for all simulations done.

4.1.1 Good Simulation Responses

Amongst all simulation runs, the two cases of batches 33 and 34 were selected to
present and discuss the good performance of the model responses. The simula-
tions were run on a computer, with processor specifications of Intel(R) Core(TM)
i5-3337U CPU, 1.80 GHz and an installed memory (RAM) of 6 GB.

The dynamic responses of the main variables (temperature and pressure) of
interest for validation are given. Also presented are: an evaluation of the consistent
initial conditions of the model derivative (state) variables; the dynamics of the
two reaction rates of the chemical process; the molar dynamics of all chemical
species interacting in the reactor (reactants and products); the thermodynamic
contribution of the exothermic reactions to the reactor temperature dynamics;
and finally a measure of the absolute error, resulting from the model temperature
and pressure responses, together with their accuracies as compared to plant data.

4.1.1.1 Case 1

This case presents the validation of model temperature and pressure responses,
covering about four hours of operation. In this run, the model was simulated with
the same input plant data of steam, cooling water and chlorine gas flow rates
as that of batch 33, which generated the plant output data of temperature and
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pressure, which the model responses were compared to. The simulation ran for
about 4 minutes on computer, throughout the full simulation time span of 236
minutes of this batch, without solver ode15s stopping the simulation run.

Consistent Initial Conditions

Initial values of the model states variables determine the starting points of the
dynamic behaviour of these variables, as discussed in Section 3.2.2.4 of Chapter
3. Table 4.1 below shows a comparison of 3 sets of the initial values of the states
variables in the reactor compartment of the system.

Table 4.1: Initial Conditions of Reactor State Variables

State Variables Values of Initial Conditions
Guessed Consistent Integrated

moles of Rh(s) (kmol) 0.2693 0.2693 0.2334
moles of HCl(aq) 6.2790 0.0000415 0.0000337
moles of H2O(l) 2.0930 2.0930 1.9457
moles of Cl2(aq) 1.0465 0.5432 0.5170
RhCl3(H2O)(aq) 0.0010 0.0010 0.0370
moles of H2O(g) 0.0001 0.0010 0.0010
moles of Cl2(g) 0.0398 0.5433 0.5172
Treactor (K) 290.9189 290.8944 290.9156

The first column of values shows guessed values assigned to the model states
variables based on information known of the process. The moles of Rh(s) were cal-
culated from the amount of Rhodium sponge that was loaded into the reactor (29
kg), as well as the moles of HCl(aq) (546 L at a concentration of 11.5 kmol/m3), the
moles of Cl2(g) read from its flowrate plant data and the reactor temperature read
from data. The values of these 4 variables were calculated from information of the
process and were known to be correct, the remaining variables were all estimated.

The second column shows the consistent initial values of the state variables,
as computed from the FSOLVE routine of MATLAB. During this task, FSOLVE
converged to values that were correct solutions to the differential equations, as
it can be seen from Figure 4.1, in which the system being at steady state at the
initial time step (t0), all differential equations became zero when evaluated at those
values. However, from the columns of guessed to consistent values, considerable
differences could be seen in the molar values of HCl(aq) which dropped from 6.27
kmol (actual amount loaded into the reactor) to a very small value.
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Figure 4.1: Function Evaluation at Initial Conditions

The moles of Cl2(g) significantly inceased from 0.0398 kmol (read from data)
to 0.533 kmol. It will be seen in the model responses that those changes which
occurred during simulations have affected the dynamics of the model responses.
An attempt was made to run the model with the initial guessed values from the
first column of values in Table 4.1, but solver ode15s stopped the simulation as
it could not integrate the equations due to the occurence of large derivatives at
certain simulation time steps, which were believed to be caused by the nonlineari-
ties in the model equations. This was a reccuring numerical difficulty that we had
experienced in this work.

The third column shows solver ode15s numerically integrated solutions of the
model equations at t0. They were seen to be much closer to those of the sec-
ond column. This proves that the integrated solutions of model equations were

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



CHAPTER 4. RESULTS AND DISCUSSION 53

greatly affected by the consistent intial values (conditions) of the state variables
of a system, expected to be true solutions to the model equations. A possible
interpretation of the significant changes seen in the molar values of HCl(aq) and
Cl2(g) accross the three columns of values could be that, the mathematical equa-
tions describing the dynamics of those two chemical species might be incomplete
for the real system they are trying to mimic. This effectively means that their
equations, as written in the model, might not be the correct ones for which the
actual molar amounts of HCl(aq) (6.279 kmol) and Cl2(g) (0.0398 kmol), calculated
from the amounts of reactants known to have been loaded into the reactor, could
be true solutions of. This could also result from the fact that we did not know the
exact chemistry of this process as already discussed in Section 3.1 of Chapter 3.

Rates of Reactions

The reaction rates r1 and r2 of the two chemical reactions taking place in the reac-
tor, namely the dissolution of the crude rhodium sponge (Rh(s)) in the solution of
HCl(aq) and the reaction of Cl2(aq) with H2O(aq) to produce HCl(aq), were modelled
as given by Equations A.22 and A.23 respectively, in Section A of Model Equations
in Appendix A. The reaction rate constants (kr1, kr2), used in both reaction rates
equations were modelled according to the Arrhenius Law given by Equation A.20.
Values for the reaction kinetics parameters of activation energies (Ea1, Ea2) and
frequency factors (k1, k2), used in the Arrhenius Law, were all assumed as we could
not get information about their estimated values in litterature. They are presented
in Table B.3 of Section B.3 in Appendix B. Figure 4.2 presents the dynamics of
the reaction rates that were generated during this simulation run. Both reaction
rates were seen to display similar dynamics over time, with the rate of HCl(aq)
formation (r2) being almost three times that of the rate of Rh(s) dissolution (r1).

Molar Dynamics of Chemical Species

Figure 4.3 displays the molar dynamics of all the chemical species interacting in
the reactor solution. The model demonstrated stable molar responses, for which no
negative values of moles were generated, and the simulated moles of reactants and
products showed consistent and realistic dynamic trends. The moles of H2O(l) and
Rh(s) decreased over time as H2O(l) reacted with Cl2(aq) to produce more HCl(aq)
and Rh(s) dissolved into the reactor solution of HCl(aq). However, the moles of
HCl(aq) and Cl2(aq) showed increasing trends over the simulation time span, similar
to those of the rates r1 and r2 of the two reactions of the process given in Fig-
ure 4.2. This is because, although consumed in the dissolution reaction, HCl(aq)
was also a product of the second reaction of Cl2(aq) and H2O(aq). The moles of
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Figure 4.2: Reaction Rates

Cl2(aq) increased because gaseous Cl2(g) dissolved into the reactor solution during
the reaction phase of the process. Therefore, the simulated moles of HCl(aq) and
Cl2(aq) shown in Figure 4.3 were the overall amounts generated from all chemical
reactions and phase transfer dynamics occuring in the reactor.

As already discussed in the section of consistent initial conditions, the plot of
molar responses also showed very small amount of HCl(aq) (about 4.2 ×10−5) at
the initial time step, instead of the calculated actual amount of 6.279 kmol that
is known to have been loaded into the real reactor. This is because the model
could not reproduce that same molar amount of HCl(aq) that was initially loaded
into the reactor, since that value was found not to be a consistent (true) solution
to the modelled differential equation of HCl(aq). It was written, according to the
dynamics of the two chemical reactions of this process, as shown by Equation A.30
in Appendix A. Finally, Figure 4.3 also shows the molar dynamics of rhodium(III)
chloride (RhCl3(H2O)(aq)) to increase over the simulation time span as expected.
This species was the main product of the dissolution reaction of crude rhodium
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sponge (Rh(s)) in HCl(aq).
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Figure 4.3: Moles of Chemical Species in Reactor Solution

Temperature Response

The simulated responses of the reactor and jacket temperatures are seen in Fig-
ure 4.4. The plant data of steam and cooling water flowrates was passed as inputs
variables into the model during simulations. Steam was kept at a fixed tempera-
ture of 115 ◦C (388 K), whereas the temperature of cooling water was read from
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the data and passed to the model as an additional input variable. The values of
supplied cooling water temperature varied between 19 to 22 ◦C for this batch.

A few observations can be made from the temperature responses obtained.
The reactor temperature showed a good qualitative response as compared to its
plant data. The simulated temperature increased when steam was added into the
jacket and dropped when cooling water was pumped in order to cool the reac-
tor. Those temperature dynamics occurred within almost similar time intervals
as the plant temperature data. Figure 4.4 also shows that the dynamics of the
jacket and reactor temperatures were faster than those of the temperature data.
This is seen from the fact that unlike temprature data, the modelled temperatures
showed no dead time in their responses as utilities were pumped into the jacket.
This result could be due to the fact that the thermal dynamics of the reactor wall
were neglected, in an effort to reduce the size of the model to a simpler system of
fewer equations, which we could easilly solve numerically and had already man-
aged to run succesfully without solver ode15s prematurely stopping the simulation.

Another possible explaination to the responses observed could be that there
may have been some mathematical limitation in the modelled equation of jacket
temperature, which we have formulated to the best of our understanding of the
process. Because the modelled reactor temperature has shown to be quite respon-
sive to the dynamics of the jacket temperature, we believe that a more realistic
numerical implimentation (modelling and integration) of the jacket temperature
differential equation, could possibly generate a reactor temperature response that
would demonstrate better prediction of the temperature data of the real reactor.
Finally, the reactor temperature was also seen to show noticeable deviation from
the plant temperature data, from the time step of about 180 minutes. This was
due to the effect of heat generated from the reactions, as seen in the next section.

Thermodynamic Contribution of Reactions

The detailed thermodynamic contribution of the exothermic reactions of the pro-
cess is given in Figure 4.5. The figure shows two subfigures: in the first, Figure
4.5a, gives the overall thermodynamic contributions of both the exothermic chem-
ical reactions (heat generated) and the utility inputs to the reactor temperature
dynamics; the second, Figure 4.5b, gives the heat generated by each chemical
species interacting in the reactions, which all contributed to the total heat gener-
ated by the reactions (seen in the second bottom subplot of Figure 4.5a). Figure
4.5a shows that the reactions have generated significant energy during the reaction
phase. This can explain the observation made earlier about the simulated reactor
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Figure 4.4: Dynamics of Jacket and Reactor Temperatures

temperature deviating from its plant data at the time step of about 180 minutes.
The utilities in the second subplot of Figure 4.5a showed realistic dynamics as heat
transferred from the jacket to the reactor compartment of the reactor decreased
over time as steam was pumped into the jacket. The cooling water cold utility ab-
sorbed more heat over time as it cooled the reactor. A closer look at Figure 4.5b
revealed that the chemical species of Cl2(aq), RhCl3(H2O)(aq) and Rh(s) generated
the most energy in the process. Whereas, the species of H2O(aq) and HCl(aq), as
well as the vaporized water made the smallest contributions to the process overall
heat of reactions.
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Figure 4.5: Contributions of Process Heat of Reactions
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Pressure Response

Figure 4.6 shows in two subfigures the detailed dynamics of all the variables that
affected the simulated pressure response of the reactor model. The first subfigure,
Figure 4.6a, gives the molar dynamics of the gaseous species of Cl2(g) and H2O(g) in
the reactor; the second subfigure, Figure 4.6b, presents three subplots of simulated
dynamics, from which the top subplot shows the dynamics of the flowrate data of
Cl2(g) passed into the model as an input variable, as well as the modelled solubility
of Cl2(g) as it dissolved into the reactor solution during the reaction phase. The
middle subplot from the top, displays the model pressure response plotted against
the pressure plant data of this batch. And the bottom subplot displays the simu-
lated dynamics of the pressure equation, derived from the Ideal Gas Law equation,
without the effect of the simulated reactor temperature.

It should be emphasized that since the reactor pressure was modelled according
to the Ideal Gas Law equation, the pressure response was directly affected by the
dynamics of the model temperature as well as those of the total moles of gaseous
species (Cl2(g) and H2O(g)) in the reactor. Furthermore, in all our simulations
with the full set of 45 batches of plant data available to us, the model generated
such values of consistent initial conditions of the moles of Cl2(g) that were different
from the actual values read from plant data. As already discussed in the section of
consistent initial conditions, the value of 0.5433 kmol was found to be the solution
to the differential equation describing the moles of Cl2(g) in the reactor, instead of
the actual value of 0.0398 kmol read from the flowrate data of Cl2(g) at the inital
time step (t0). The consequence of this change in the moles of Cl2(g) at t0 was
that, the pressure response was generated with an offset value of about 700 kPa in
this simulation. This means that the simulated pressure response actually started
from 800 kPa, with an offset value of 700 kPa above the pressure data. However,
we did not succeed to correct this offset from the simulated pressure, as it was
directly created by the computed consistent initial molar value of 0.5433 kmol of
Cl2(g). In the end, in order to be able to compare the dynamics of the model
pressure response to the plant data more efficiently, the offset value was manually
subtracted from the simulated pressure response, as an attempt to align it to the
same starting value of 100 kPa as the data it was compared to.

The middle subplot of Figure 4.6b shows that the model has demonstrated
good qualitative response of the reactor pressure. However, some quantitative de-
viations could be noticed between the simulated pressure and the pressure data.
The model pressure showed to be quite affected by the dynamics of the simulated
temperature. This can be seen from the fact that the simulated pressure started
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Figure 4.6: Pressure Simulation

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



CHAPTER 4. RESULTS AND DISCUSSION 61

rising at the simulation time step of 30 minutes, similar to the simulated tem-
perature, where no flowrate of Cl2(g) was even introduced into the model. It also
showed similar dynamics as temperature at time steps of 180 minutes and beyond.
This behaviour was quite remarquable and we believed it to be expected because
of the assumption made, that the pressure of the reactor model obeyed the Ideal
Gas Law, which describes that the pressure of a gas is directly proportional to its
temperature. However, this assumption was not applicable to the temperature and
pressure dynamics of the real reactor, for which deviation from ideal behaviour of
the real reactor gas content could be expected, as seen from the plant data of both
temperature and pressure.

In order to further support the argument that the assupmtion of ideal gas be-
haviour has affected the simulated pressure of the reactor, the third subplot of
Figure 4.6b shows the dynamics of the pressure equation without the effect of the
simulated temperature. Its trend clearly reveals some noticeable differences to the
simulated pressure response of the middle subplot, and is seen to display similar
dynamics to the total moles of gas inside of the reactor model (seen in the bottom
subplot of Figure 4.6a).

Finally, of particular importance to the pressure response was the depressur-
ization of the reactor. The plant data of pressure shows depressurization of the
reactor from the time step of 200 minutes, as the reactions reached completion.
This drop in pressure could not be due to Cl2(g) dissolving into the reactor solution
at the end of the batch, since the input data of Cl2(g) flowrate showed no evidence
of such a possibility. Therefore, the pressure drop seen in the plant data of reactor
pressure was probably due to some plant air that was sparged into the reactor in
order to depressurize it. We did not have data for this plant air available in order
to reproduce the depressurization phase of the reactor.

Absolute Error and Model Accuracy

Figure 4.7 gives a quantitative indication of the model performance by displaying
the dynamics of generated errors and accuracy of the model simulated temperature
and pressure responses, with respect to their plant data. It contains two subfigures,
Figure 4.7a displays the errors generated from the simulated temperature and pres-
sure responses, and Figure 4.7b displays the resulting accuracy achieved in those
responses. They were calculated at every time step (t) of the simulation time span.

Successful validation of the model was determined by how well the model sim-
ulated responses of pressure and temperature tracked their respective plant data.
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The absolute error of the model is the idex that we have used to measure the
model performance, in terms of the percentage deviation of its simulated temper-
ature and pressure responses from their data. The absolute error is a consequence
of the model performance, in terms of stability of its responses and accuracy of
the numerically integrated solutions of all equations. Equation 4.1 below gives the
method we used to compute it.

Model Absolute Error = 100 %×

∣∣∣∣∣Data(t)
∣∣− ∣∣Model Response(t)

∣∣∣∣∣∣∣∣Data(t)
∣∣∣ (4.1)

Figure 4.7a displaying the dynamics of the model errors, reveals that the model
generated better tracking of temperature data than pressure data. This can be
seen from the fact that, the simulated temperature response has generated smaller
errors, on average, than the pressure response. The model temperature never
reached the point of maximum error that was fixed at 100 %, with its maximum
error reaching the value of only about 46 %, in comparison to the pressure response
that reached the limit of maximum error of 100 % at various time steps.

In addition to the absolute error, the percentage accuracy of the model re-
sponses was computed as the numerical index representing the overall accuracy of
the model. Equation 4.3 shows the method followed to estimate that index. It was
calculated by subtracting the mean absolute error of Equation 4.2 from the point
of perfect accuracy of 100 percent. The interpretation of this index was that the
smaller the mean absolute error the more accurate the model responses.

Mean Absolute Error =
100 %

N

N∑
t=1

|Data(t)−Model Response(t)|
|Data(t)|

(4.2)

Model Accuracy = 100 % −Mean Absolute Error (4.3)

Where
N = Length of the simulation time span
t = Time step
Data = Plant measurements

The model responses of this simulation run achieved on average, 89% accuracy
in the reactor temperature response and 79% accuracy in the reactor pressure
response.
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4.1.1.2 Case 2

This section presents the validation of the model temperature and pressure re-
sponses with batch 34 input and output data of the real process. This simulation
was run with this batch input data of steam, cooling water and chlorine gas flow
rates, which generated the temperature and pressure output data that the model
responses were compared to. The simulation ran for about 3 minutes on computer,
covering the full simulation time span of 181 minutes (about 3 hours), without
solver ode15s stopping the simulation run. This batch is presented in this section
in order to observe how the model performed with a batch that displayed different
dynamics of the plant’s real input and output data from those presented in the
results of batch 33.

Consistent Initial Conditions

Table 4.2 gives the selected (or guessed) initial values, the computed consistent
initial conditions and the integrated solutions, at the initial simulation time step
(t0), of the states variables of the reactor temperature, and moles of all chemical
species contained in the reactor compartment of the model.

Table 4.2: Initial Conditions of Reactor State Variables

State Variables Values of Initial Conditions
Guessed Consistent Integrated

moles of Rh(s) (kmol) 0.2693 0.2693 0.2419
moles of HCl(aq) 6.2790 0.000042 0.000023
moles of H2O(l) 2.0930 2.0930 1.9799
moles of Cl2(aq) 1.0465 0.5432 0.5241
RhCl3(H2O)(aq) 0.0010 0.0010 0.0284
moles of H2O(g) 0.0001 0.0011 0.0010
moles of Cl2(g) 0.0398 0.5433 0.5242
Treactor (K) 291.6684 291.6440 291.6640

The same observation made with the initial conditions of batch 33 can also
be made with this batch. The computed consistent initial conditions of HCl(aq)
(0.000042 kmol) and Cl2(g) (0.5433 kmol), which FSOLVE converged to as true
solutions to their differential equations, were found to be very different from the
actual amounts known to have been loaded into the reactor at the beginning of
the batch (seen in the column of guessed values). As it was already seen in Case 1,
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this will result in the simulated model responses to start at those consistent initial
conditions of the model which FSOLVE converged to.

Evaluating the model at the computed consistent initial conditions given in
Table 4.2 generated near zero function values to the magnitude of 10−4, as seen
in Figure 4.8. It is important to evaluate the model at t0 in order to verify the
correctness of the computed solutions, when the reactor model is at steady state
and no dynamic changes to its input variables are applied to it.
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Figure 4.8: Function Evaluation at Initial Conditions

The small maginute of those function values confirm that the computed initial
consistent values of the model states variables were all solutions to their respective
differential equations. The negative values of function evaluations seen can be
interpreted, as being the result of minor numerical instability that has occurred in
the evaluation of the model equations, at the computed consistent initial conditions
of model states variables.
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Rates of Reactions

Figure 4.9 below displays the simulated dynamics of the rates of the rhodium
dissolution reaction (r1) and that of HCl(aq) formation (r2). As with all other
simulations that we have run, the reaction rate constants (kr1, kr2), used in both
reaction rates equations were modelled according to the Arrhenius Law.
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Figure 4.9: Reaction Rates

Both reaction rates demonstrated similar dynamics over time, with the rate
of HCl(aq) formation (r2) being almost three times larger than the rate r1, of the
rhodium dissolution reaction.

Molar Dynamics of Chemical Species

The molar dynamics of all chemical species interacting, as reactants and products,
in the reactor system of the model are given in Figure 4.10 below:
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Figure 4.10: Moles of Chemical Species in Reactor Solution

The model has demonstrated stable behaviour of all chemical species presented
in Figure 4.10. This is because no negative values could be seen in those responses.
Furthermore, the model has generated such responses that were seen to be con-
sistent with the dynamics of the reaction processes, whereby the molar amounts
of reactants species Rh(s) and H2O(l) decreased over time, as they were consumed
during the reaction phase. Whilst the molar amounts of product species of HCl(aq)
and RhCl3(H2O)(aq) increased over time. The moles of Cl2(aq) presented were the
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net molar amounts which remained into the reactor solution after Cl2(g) had dis-
solved into solution and the HCl(aq) formation reaction had occurred.

Temperature Response

Figure 4.11 showing the simulated response of the model temperature reveals that,
although the model demonstrated a good qualitative response of temperature, as
compared to the temperature plant data of this batch, some noticeable deviations
from data could still be seen. This is because the model temperature dynamics
responsed accordingly to the jacket temperature, which demonstrated very fast
dynamics. This has resulted in the model reactor temperature displaying faster
dynamics than the plant temperature data.
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Figure 4.11: Dynamics of Jacket and Reactor Temperatures
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Thermodynamic Contribution of Reactions

Figure 4.12 gives the thermodynamic contributions of the heat of reactions to the
dynamics of the modelled reactor temperature. The overall energy contributions
of the steam and cooling water utilities, as well as that of the two reactions are
given in Figure 4.12a. The reactions showed to have generated sufficient energy
which had a significant effect on the dynamic trend of the reactor temperature.
The simulated energy dynamics of the cooling phase were also seen to be quite
adequate, since the reactor temperature dropped upon addition of cooling water
fluid into the jacket compartment of the reactor model.

Figure 4.12b gives the individual contributions of each of the chemical species
reacting in the system, from which the species of Rh(s), Cl2(aq) and RhCl3(H2O)(aq)
generated the most energy in the process, whereas H2O(aq) and HCl(aq) generated
the least amount of energy.

Pressure Response

The reactor pressure response is given by Figure 4.13, which displays two subfig-
ures, namely Figure 4.13a and Figure 4.13b. The former gives the simulated molar
dynamics of the gaseous species affecting the reactor pressure dynamics (H2O(g)

and Cl2(g)); and the latter gives the simulated pressure response, as derived from
the Ideal Gas Law, together with the dynamics of the same pressure equation
without the effect of temperature to it. It could be clearly seen from Figure 4.13
that the dynamics of all gaseous species, together with the modelled temperature,
had some considerable effect to the dynamics of the pressure response.

The middle subplot of Figure 4.13b shows a good qualitative response of the
simulated pressure, with a similar order of magnitude as the pressure data. How-
ever, it also reveals some clear quantitave deviations of the pressure response from
the plant data, at certain time steps. This is because, the dynamics of the reac-
tor pressure were directly affected by those of both the temperature response and
the total moles of gaseous species in the reactor. The deviations observed partly
resulted from the assumption of ideal behaviour of the total gas in the reactor,
as decribed by the Ideal Gas Law. The pressure started increasing from the time
step of 10 minutes (similar to the temperature response), and continued rising
between the simulation time steps of 40 minutes up to about 90 minutes. This
was in clear contrast to the plant data, which showed a decrease within the same
time span. Furthermore, by observing the pressure response without the effect of
temperature to it (bottom subplot of Figure 4.13b), and that of the moles of Cl2(g)
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(middle subplot of Figure 4.13a), we could clearly notice the effect that the moles
of gaseous species in the reactor had on the pressure response. This effect suggests
that, there may be a limitation to the equation we have used to mathematically
describe the dissolution of Cl2(g) into the system. Finally, the reactor was depres-
surized at the time step of 150 minutes, as seen from plant data, in contrast to the
model response which did not display similar depressurisation. This is because no
data of the plant air flowrate that was used to that effect was available to us, such
that we could attempt to mimic the depressurization of the reactor.

Absolute Error and Model Accuracy

Figure 4.14 displays the errors (in Figure 4.14a) and accuracies (in Figure 4.14b)
of the simulated temperature and pressure responses of the model, with respect to
their respective plant data, at every time step of the simulation time span of 180
minutes.

The displayed dynamics of model errors and accuracies at every time steps, were
found to be quite satisfactory, since they were consistent and correlated well to the
dynamics of the simulated temperature and pressure responses observed in Figure
4.11 and Figure 4.13b. The model generated, on average, a smaller error in the
temperature response in comparison to the pressure response. For this simulation,
the model demonstrated a better performance in temperature than pressure, for
which the simulated temperature response achieved an average accuracy of 87 %
against 73 % for the pressure response.
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Figure 4.14: Model Error and Accuracy
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4.1.2 Poor Simulation Response

Although on average, the model has generated such responses of temperature and
pressure, which demonstrated good tracking of their respective plant data with
many batches, some poor performance was also observed with a few batches. Model
simulations with 10 batches of plant data generated incorrect model responses of
temperature and pressure, as large deviations were seen from their respective plant
data. This was due to the combined effects of possible limitations in some model
equations, the FSOLVE solver failing to converge to consistent initial conditions
of the model variables, and solver ode15s failing to converge to correct solutions
of the model equations.

This section presents the responses obtained from simulating the model with
the plant data of batch 12 from the data set of 45 batches that was available to us.
Similarly to previous simulations, the plant input data of utility flowrates, as well
as Cl2(g) flowrate of this batch were also passed as input variables to the model in
this simulation.

Consistent Initial Conditions

Similarly to the previous two cases of simulation results already presented, Table
4.2 below gives the initial values of the model variables, describing the quantities
of chemical species present in the reactor compartment of the system.

Table 4.3: Initial Conditions of Reactor State Variables

State Variables Values of Initial Conditions
Guessed Consistent Integrated

moles of Rh(s) (kmol) 0.2693 0.2693 0.2231
moles of HCl(aq) 6.2790 0.000031 0.000044
moles of H2O(l) 2.0930 2.0930 1.9047
moles of Cl2(aq) 1.0465 0.5441 0.5111
RhCl3(H2O)(aq) 0.0010 0.0010 0.0473
moles of H2O(g) 0.0001 0.0013 0.0014
moles of Cl2(g) 0.0398 0.5445 0.5113
Treactor (K) 294.5565 294.5413 296.2631

As already seen and discussed in the previous two cases of results presented,
the same observation can be made about the noticeable difference between the
actual (guessed) initial molar values of HCl(aq) and Cl2(g), known to have been
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loaded into the real reactor during this batch at the initial time step (t0), and
the computed initial values that were consistent (true solutions) to the differential
equations, describing their dynamics. Those differences in the initial values will
have the same results of the model displaying a very small amount of HCl(aq) in
the reactor solution, and a much higher quantity of Cl2(g) in the reactor, than was
actually pumped into it at t0. The evaluation of the model differential equations
at every computed consistent initial values of the model 14 differential equations
are given in Figure 4.15.
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Figure 4.15: Function Evaluation at Initial Conditions

Although the function values were seen to be zero, which is an indication
that they were solutions to the model equations, their magnitude evaluated to an
accuracy of only 2 decimal figures (10−2) was noticeably larger than those of the
previous 2 simulations presented, which were evaluated to an accuracy of 4 decimal
figures (10−4). This result suggests that some inconsistencies or difficulties could
arise during simulations. That is, convergence towards incorrect solutions of the
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model equations could possibly occur, during numerical integration of the model
equations. This was seen in the model responses that follow.

Rates of Reactions

The rates of the two reactions (seen in Figure 4.16) displayed such dynamic trends
that were similar to one another. Again in this simulation, the rate of the dis-
solution reaction was about 3 times smaller than that of the HCl(aq) formation.
However, unlike the previous cases of simulation results discussed, the dynamics
of these reaction rates did not display a sequential, gradual increase over the sim-
ulation time span. Instead, the rates were seen to decrease during about the first
180 minutes of the simulation. The simulated responses of the moles of HCl(aq)
and Cl2(aq) will better explain this behaviour, since the equations describing the
rates of the two reactions were written in terms of the concentrations, hence the
moles of those chemical species.
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Figure 4.16: Reaction Rates
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Molar Dynamics of Chemical Species

The molar dynamics of HCl(aq) and Cl2(aq), seen in Figure 4.17, revealed that the
concentrations of those chemical species decreased continuously over the simulation
time until about 190 minutes. Those trends were seen to be quite different from
those of the previous 2 cases of simulations results already discussed, for which
the molar amounts of HCl(aq) and Cl2(aq) increased sequentially over time. These
decreasing trends correlate well with the fact that the dynamics of reactions rates
in Figure 4.16 decreased over the first 180 minutes of simulation time.
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Besides HCl(aq) and Cl2(aq), the remaining chemical species in the reactor solu-
tion displayed such dynamics that were consistent to the way they were understood
to interact in the reaction processes. The reactants species of Rh(s) and H2O(aq) de-
creased, whereas the main product species of RhCl3(H2O)(aq) increased over time,
as reactions took place. Futhermore, no species showed such unstable dynamics
for which negative values of moles were generated.

Temperature Response

Figure 4.18 shows the temperature response of this simulation run. The model
response shows faster response than the plant data it was plotted against. The
middle plot of Figure 4.18 shows a significant deviation of the simulated temper-
ature response from the temperature data.
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Figure 4.18: Dynamics of Jacket and Reactor Temperatures

This is because the reactions have not reproduced such energy production that
would achieve a similar temperature rise as that seen in the plant data between the
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time steps of 100 and 150 minutes. Such a behaviour could be attributed to the
facts that, either the numerical solver ode15s used to integrate the model differ-
ential equations converged to incorrect solutions, or there was some considerable
limitations to the differential equation of the reactor temperature, or a combination
of both. It was already observed in the previous cases of results presented that, the
model temperature was very responsive to the dynamics of the jacket temperature
and hence, to the flowrates of utility inputs. This result show once again that
the dynamics of the hot and cold utilities have had a considerable impact on the
energy generated by the reactions, hence the reactor temperature.

Thermodynamic Contribution of Reactions

The overall energy generated by the reactions is given in Figure 4.19.
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The simulated energy dynamics of the process cold and holt utilities (in the
second subplot from the top), together with those of the heat generated by the
reactions further explain the dynamics seen in the simulated temperature. The
model failed to replicate the temperature rise seen in the plant data, between the
simulation time steps of 100 and 150 minutes. This behaviour could also well be
a limitation inherent to the way the temperature equation was modelled, whereby
the energies generated by each of the reacting chemical species and that of the
phase transfers of H2O(aq) and Cl2(g), in the reactor solution, were summed up as
the overall energy of reactions, together with the heat of utilities transferred from
the jacket into the reactor compartment (see Equation A.10 in Appendix A).

Pressure Response

The pressure response of this simulation run can be seen in Figure 4.20, which
contains 2 subfigures. At the top, Figure 4.20a gives the molar dynamics of the
gaseous species of H2O(g) and Cl2(g) contained in the reactor. The total amount
of moles of those gaseous species (in the bottom subplot of Figure 4.20a) showed
a dynamic trend that was not similar to that of pressure data. This is unlike the
trends of total moles of gases that were seen in the previous cases of simulation
results presented. At the bottom of Figure 4.20 is Figure 4.20b, which displays the
simulated pressure response, plotted against the pressure data of the real reactor.

In this simulation run, the pressure of the reactor model has demonstrated
very poor qualitative and quantitative responses with respect to plant data. This
is because large deviations of the simulated pressure from pressure data could be
seen in the middle subplot of Figure 4.20. This behaviour was greatly due to the
fact that the model had failed to reproduce the dissolution of Cl2(g) into the reactor
solution at the time span ranging from about 48 to 51 minutes, although signifi-
cant dissolution of Cl2(g) was achieved at the time steps of 200 and 223 minutes (as
seen in the top subplot of Figure 4.20b). This in turn had affected the dynamics
of Cl2(g) moles in the model, which was understood to have a considerable effect
on the dynamics of the reactor pressure, as Cl2(g) was pumped into the system in
order to maintain the reactor pressure. This result suggests that the integration
solver ode15s converged to such values that were incorrect solutions to the differ-
ential equation, describing the moles of Cl2(g), as well as the algebraic equation
describing the pressure in the reactor.

The pressure response in this simulation run has shown to be a typical example
of failure of the numerical solver to correctly integrate the model equations.
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Figure 4.20: Pressure Simulation
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Absolute Error and Model Accuracy

The errors generated from the simulated responses of temperature and pressure of
the reactor model are shown in Figure 4.21. As seen in the simulated pressure and
temperature responses of the previous section, the pressure response generated
large errors as it deviated from the plant data it was compared to, hence reducing
the overall accuracy of the model in its pressure response (see Figure 4.21b). The
magnitudes of errors and accuracies seen in Figure 4.21a and Figure 4.21b were
found to be consistent with the dynamics seen in the temperature and pressure
responses discussed earlier.

The model achieved an overall accuracy of 76 % in temperature response, and
an overall accuracy of 32 % in pressure response.

4.1.3 Model Accuracy for Full Set of Batches

The performance of the model in tracking the full set of 45 batches of data that was
available to us, for model validation could not be entirely presented in this report.
As a result of that, only the overall model performance for all batch simulations
done are presented in this section. The average accuracies of the model simulated
responses of reactor temperature and reactor pressure were evaluated as shown by
Equation 4.4 and Equation 4.5.

Mean Absolute Error =
100 %

N

N∑
t=1

|Data(t)−Model Response(t)|
|Data(t)|

(4.4)

Model Accuracy = 100 % −Mean Absolute Error (4.5)

Where
N = Length of the simulation time span
t = Time steps
Data = Batch measurements

Figure 4.22 gives the statistics of the model performance of reactor temperature
and pressure responses, with 44 batches of the full set of 45 batches available. This
is because solver ode15s failed to integrate the model equations, when simulated
with the input plant data of one of the batches. It can be seen from Figure 4.22
that the model has achieved a better performance of temperature responses than
pressure responses. A total of 35 batch simulations achieved a percentage accuracy
of at least 80 % in temperature responses, against only 7 batch simulations which
generated pressure responses in a similar accuracy range. The pressure responses
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Figure 4.21: Model Error and Accuracy
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of the remaining 37 batches achieved such percentage accuracies that ranged from
10 % to 78 % , against 9 batches with temperature responses in the same accuracy
range. Out of the 44 batches of plant data the simulated responses were compared
to, the model has achieved an avarage temperature accuracy of 80 % against an
avarage pressure accuracy of 60 %.
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Figure 4.22: Overall Model Accuracy
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Chapter 5
Conclusions and Recommendations

The following conclusions can be drawn from the work presented in this disserta-
tion, based on the development of a first-principle model of a rhodium dissolution
process taking place in a semi-batch reactor.

5.1 Model Equations and parameters

The first-principle model of the rhodium dissolution process was developed by
capturing the dynamic behaviour of the transport phenomena of mass and energy
transfers, occuring in the semi-batch reactor system. The model was mathemat-
ically formulated as a system of explicit ordinary differential equations (ODEs),
which was entirely solved in the MATLAB computational environment. It has
been quite challenging to get this first-principle model to, at least, simulate cor-
rectly throughout the simulation time spans of various batches, without solver
ode15s failing. This is because this modelling work has required continuous trial-
and-error adjustments of some model equations and solvers options, in search for
stable and consistent simulation responses.

The differential and algebraic equations describing the dynamics of the tem-
perature and pressure of the reactor have demonstrated good qualitative responses
of the model. Simulations with 35 data set of plant input data, from the set of 45
batches of data available to us, showed some good tracking of the plant tempera-
ture data with a percentage accuracy of at least 80 %, whereas simulations with
the plant input data of only 7 batches showed similar percentage accuracy in the
pressure response of the model. Some noticeable deviations were still seen between
plant data and model responses of temperature and pressure, since the model re-
sponses did not perfectly track their respective plant data. This was attributed
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to the fact that there was always the possibility of some conceptual limitations in
the temperature and pressure equations, as written in the model. For instance,
the simulated temperature always showed faster responses than temperature data,
possibly due to the fact that some real deadtime element of the system had not
been captured, since the dynamics of the reactor wall separating the jacket and
reactor compartments of the system were neglected, in order to simplify the model.
In addition to that, when comparing the dynamics of the simulated pressure to
those of the plant data, it was seen that the assumption made about the modelled
reactor pressure, for which the gaseous species in the reactor model were to assume
ideal behaviour, showed to be inconsistent with the pressure dynamics of the real
reactor system. This is because the dynamics of the modelled reactor pressure
were seen to be greatly affected by those of the total moles of gases in the model,
as well as the modelled temperature. This behaviour was not seen between both
the plant data of temperature and pressure of the real reactor.

Of particular concern was the modelling of the phase transfer equations describ-
ing the dissolution of Cl2(g) into the reactor solution and the evaporation of H2O(l)

from the reactor solution into the gas phase. Various possible models of those phase
transfer equations were investigated through numerous runs of the model by trial-
and-error, until the model could eventually run successfully throughout the full
simulation time spans of each batch, without solver ode15s stopping simulations.
During numerical integration of the model, solver ode15s would often prematurely
stop simulations due to the appearance of large derivatives in the model differ-
ential equations at certain time steps. Those large derivatives were believed to
be due to the presence of nonlinearities in the model equations. Furthermore, it
was important to achieve stable computations of consistent initial conditions of
the model states (derivative) variables, which were correct solutions to the model
differential equations. This was achieved in most batches by adjusting some key
options (discussed in section 3.2.2.4) of the MATLAB built-in FSOLVE solver,
such as the maximum number of iterations allowed, the termination tolerance of
the function values and the solver’s optimization algorythm, amongst others. The
model showed that the moles of HCl(aq) and Cl2(g) had such computed initial values
that were different from the actual amounts known to have been initially loaded
into the reactor. This inconsistency was believed to be due to the possibility
that the differential equations describing those dynamics were incomplete. This
was another limitation to the model since the exact chemistry of the reactions oc-
curring in the process was not fully known in order to be captured more rigorously.

The key parameters of heat and mass transfer coefficients, namely Arrhenius
reaction constants and activation energies of the two reactions, were all estimated
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by trial-and-error because no estimates resulting from similar works could be ob-
tained from literature. They were further tuned until the model temperature and
pressure responses achieved some good fits of plant data. Those parameters were
not optimised because we had already obtained good enough responses of tempera-
ture and pressure with the values used, which undoubtedly could still be improved
through parameter estimation using various optimization algorithms. This task
would require more time to develop and implement since it would have to be writ-
ten as a computer programme and tested for the full data set of 45 batches at our
disposal.

5.2 Numerical Integration

Although the numerical integration solver ode15s managed to integrate the model
differential equations throughout the full simulation time span for most batches of
plant data, some significant deviations and inconsistencies could still be seen with
some simulated responses, especially those that demonstrated poor model perfor-
mance. This was particularly seen in the simulated pressure response of batch 12
(in Figure 4.20b), which was presented as part of the case of results accounting for
poor model performance. The responses presented in Figure 4.20b clearly showed
that the model failed to correctly simulate the dissolution of Cl2(g) into the reactor
solution at an earlier simulation time span ranging from 48 to 51 minutes, after
which, it eventually showed some Cl2(g) dissolution at the later time steps of 200
and 223 minutes. That result had illustrated a typical example of failure in the
numerical integration of the differential equations describing the molar species of
Cl2(g) and Cl2(aq).

It was then believed that the difficulties encountered during numerical integra-
tions of the model could very much have been due to the presence of nonlinearities
in the model equations which, at certain time steps during simulations, could have
led to solver ode15s compute large derivative values (equation evaluations), which
may have been incorrect solutions to certain equations, or could simply have caused
the solver to stop numerical integrations. For instance, no simulation of the model
could be done with the plant input data of batch 32. This is because solver ode15s
failed to integrate the model equations as it prematurely stopped the simulation
at the initial integration time step of that simulation.
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5.3 Model Validation

The model responses of temperature and pressure in the reactor were validated
against their respective sets of plant data. The model has shown to be more suc-
cessful in predicting the dynamics of reactor temperature than those of reactor
pressure, from first-principle. The mass balance of the process was seen to be sta-
ble since no unreal (negative) values in the molar responses of all chemical species
interacting in the process were obtained. Furthermore their simulated dynamics
were mostly consistent with the description of the process, whereby amounts of
reactants species decreased over the simulation time span, and those of products
species increased. However, no plant data of those variables were available for
comparison with model responses.

The temperature responses of the model, as simulated with input plant data
of 44 batches, tracked the plant data of reactor temperature with an average
percentage accuracy of 80%. Whereas the simulated pressure responses achieved
an average accuracy of 60 % in tracking their corresponding plant data of reactor
pressure. Those average figures of model performance have revealed that there are
still considerable opportunities for performance improvement of this model, which
set the basis for further work going forward.

5.4 Recommendations

Following the various limitations experienced in this study, it is believed that more
work should be done to the model in order to achieve better results, from which
the model could demonstrate more accurate predictions of the reactor temperature
and pressure dynamics. To that end, the following recommendations can be made:

For all practical purposes, because the work of first-principle modelling can be
time-consuming and somewhat difficult to achieve correctly, as it has been experi-
enced in this work, a more systematic and realistic approach should be followed in
order to correctly capture the dynamics of the dissolution of Cl2(g) into the reactor
solution, or merely the dynamics of the reactor pressure. This could be achieved by
developing an empirical model, describing the exact dynamic relationship between
the flowrate of Cl2(g) pumped into the reactor (input variable) and the resulting
pressure that builds up in the reactor (output variable). This empirical equation
may then have to conveniently be massaged into a mathematical formulation that
would make it easier to add to the system of first-principle equations to be solved
altogether.
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A thorough investigation should be conducted that would help establish a more
stable and accurate method to correctly compute the consistent initial conditions
of the states (derivative) variables of the model equations. In this work, this task
has proved to be fundamental in the numerical integration of our system of equa-
tions, hence simulations of the model, since it has computed the initial amounts
of material from which simulations started. Those initial values should ideally be
solutions to the model differential equations, and consistent with the exact de-
scription of the system, from which all amounts of reactants and variables initially
set to the real system are known.

Also, some more effort should be invested towards rigorously describing the
exact chemistry of the process, with the full set of chemical reactions and the pos-
sible side reactions known to be taking place in the process.

Lastly, estimation of the key parameters of the model, by means of nonlinear
optimisation techniques could also be done. This would help assess how much
immediate improvement could be achieved in the model performance, as presented
in this dissertation. More precisely, this could help investigate the effect that
optimised parameters might have on the accuracy of the numerical integrations,
and correctness of the computed solutions.
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Appendix A
Model Equations

The model was written to describe the dynamic behaviour of some of the chemical
species present in the system. The crude rhodium sponge (Rh) was the solid
element; the species of H2O, Cl2, RhCl3(H2O) and HCl, made up the aqueous
solution in the reactor; and the species of H2O and Cl2 were in the gas phase. For
simplicity sake, Hypochlorous acid (HClO(aq)) was not taken into account when
modelling the system because it was considered to be a by-product of the reactions.

The following equations describe the exothermic chemical reactions of disso-
lution of crude rhodium sponge (Rh(s)) and formation of HCl(aq), taking place
simultaneously in the reactor:

Reaction of Dissolution
Rh(s) + 3HCl(aq) +H2O(l) → RhCl3(H2O)(aq) + 3H+

(aq) + 3e− (A.1)

Reaction of HCl Formation
Cl2(aq) +H2O(l) → HCl(aq) +HClO(aq) (A.2)

To model the reactions, a total of 92 equations were used, of which 78 algebraic
equations and 14 differential equations.

A.1 Algebraic Equations

A total of 78 algebraic equations were solved simultaneously, with the 14 differ-
ential equations. The equations were written for each of the reactor and jacket
compartments of the system.

90
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A.1.1 Reactor Side

Total Moles

N tot
rx

(s)
= NRh

(s)
(A.3)

N tot
rx

(aq)
= NH2O(aq)

+NCl
2(aq)

+NRhCl3·H2O(aq)
+NHCl

(aq)
(A.4)

N tot
rx

(g)
= NH2O(g)

+NCl
2(g)

(A.5)

Mole Fractions

xRh
(s)

=
NRh

(s)

N tot
rx

(s)

(A.6)

The mole fractions of H2O(aq), Cl2(aq), RhCl3.H2O(aq), HCl(aq) as well as those of
the gas species of H2O(g) and Cl2(g) were calculated as Equation A.6.

Mass

mRh
(s)

= NRh
(s)
·MRh

(s)
(A.7)

The masses of all other aqueous and gas species in the system were calculated in
a similar way as Equation A.7.

Heat Capacity

Cprxl = xH2O(aq)
· CpH2O(aq)

∣∣∣
Trx

(l)

+ xCl
2(aq)
· CpCl2(aq)

∣∣∣
Trx

(l)

. . . (A.8)

+ xRhCl3·H2O(aq)
· CpRhCl3.H2O(aq)

∣∣∣
Trx

(l)

+ xHCl
(aq)
· CpHCl(aq)

∣∣∣
Trx

(l)

The total heat capacities of the solid and gas species in the reactor were calculated
as Equation A.9 above.

Volumes

V tot
rx

(aq)
=

NH2O(aq)

ρH2O(aq)

∣∣∣
Trx

(l)

+
NCl

2(aq)

ρCl
2(aq)

∣∣∣
Trx

(l)

+
NRhCl3·H2O(aq)

ρRhCl3·H2O(aq)

∣∣∣
Trx

(l)

. . . (A.9)

+
NHCl

(aq)

ρHCl
(aq)

∣∣∣
Trx

(l)
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The total volumes of the solid and gas in the system were calculated in a similar
way to that of liquid above.

Molar Densities

ρrx
(aq)

=
N tot

rx
(aq)

V tot
rx

(aq)

(A.10)

The molar densities of all solid, aqueous and gaseous species were calculated as
shown in Equation A.10.

Molar Concentrations

CRh
(s)

=
NRh

(s)

V tot
rx

(s)

(A.11)

The molar concentrations of all aqueous and gaseous species were calculated as
shown in Equation A.11.

Heights

hrx
(s)

=
V tot
rx

(s)

Arx

(A.12)

hrx
(aq)

=
V tot
rx

(s)
+ V tot

rx
(aq)

Arx

(A.13)

hrx
(g)

=
V tot
rx

(g)

Arx

(A.14)

Pressures

P tot
rx

(g)
=
N tot

rx
(g)
·R · Trx

(g)

V tot
rx

(g)

(A.15)

PH2O(g)
= xH2O(g)

· P tot
rx

(g)
(A.16)

P vap
H2O(aq)

= xH2O(aq)
· P vap

H2O

∣∣∣
Trx

(l)

(A.17)

Equation A.16 was used to calculate the partial pressures of all gaseous species
in the system, whereas Equation A.17 was used to calculate the vapor pressure
exerted by Cl2(aq), RhCl3.H2O(aq) and HCl(aq).
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Flow rates of Phase Changes

FH2O(l−g)
= kH2O · (PH2O(aq)

− PH2O(g)
) (A.18)

FCl
2(l−g)

= CCl
2(g)
· Vgas − CCl

2(aq)
· Vsol (A.19)

Arrhenius Reaction Rate Constants

kr1 = k1 · exp
( Ea1

R · Trx
(l)

)
(A.20)

kr2 = k2 · exp
( Ea2

R · Trx
(l)

)
(A.21)

Rates of Reactions

r1 = kr1 · CHCl
(aq)

(A.22)

r2 = kr2 · CCl
2(aq)

(A.23)

A.1.2 Jacket Side

The jacket contained the species of liquid water, as well as water vapor and air. The
algebraic relations of total moles, mass, mole fractions, heat capacities, volumes,
molar densities, molar concentrations, heights of liquid and gas, total and partial
pressures of the liquid and gas species, in the jacket, were calculated similarly to
the equations shown for the reactor compartment of the system.

Flow rates of Phase Changes

FH2O(l−g)
= kH2O · (PH2O(aq)

− PH2O(g)
) (A.24)

Enthalpy Transfers

Hrx
(l−l)

= (hrx
(s)

+ hrx
(aq)

) · (2π) · (rrx + wrx) · U(l−l) · (Thx
(l)
− Trx

(l)
) (A.25)

Hrx
(l−g)

= hrx
(g)
· (2π) · (rrx + wrx) · U(l−g) · (Thx

(l)
− Trx

(g)
) (A.26)

Hrx
(g−g)

= hrx
(g)
· (2π) · (rrx + wrx) · U(g−g) · (Thx

(g)
− Trx

(g)
) (A.27)

Hrx
(g−l)

= (hrx
(s)

+ hrx
(aq)

) · (2π) · (rrx + wrx) · U(g−l) · (Thx
(g)
− Trx

(l)
) (A.28)
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A.2 Differential Equations

The differential equations are as follows:

A.2.1 Reactor Side

Moles
dNRh

(s)

dt
= −r1Vrx

(l)
(A.29)

dNHCl
(aq)

dt
= −3r1Vrx

(l)
+ r2Vrx

(l)
(A.30)

dNH2O(l)

dt
= −r1Vrx

(l)
+ r2Vrx

(l)
− FH2O(l−g)

(A.31)

dNCl
2(aq)

dt
= −1

2
r2Vrx

(l)
+ FCl

2(l−g)
(A.32)

dNRhCl3·H2O(aq)

dt
= r1Vrx

(l)
(A.33)

dNH2O(g)

dt
= FH2O(l−g)

(A.34)

dNCl
2(g)

dt
= F In

Cl
2(g)
− FCl

2(l−g)
(A.35)

Temperatures

dTrx
(l)

dt
=

1

Cprxl ·N tot
rx

(aq)

·

(
(−r1Vrx

(l)
) · (CpRh(s)

∣∣∣
Trx

(l)

· (Trx
(l)
− Tref )) . . . (A.36)

+ (−3r1Vrx
(l)

+ r2Vrx
(l)

) · (CpHCl(aq)

∣∣∣
Trx

(l)

· (Trx
(l)
− Tref )) . . .

+ (−r1Vrx
(l)
− r2Vrx

(l)
− FH2O(l−g)

) · (CpH2O(aq)

∣∣∣
Trx

(l)

· (Trx
(l)
− Tref )) . . .

+ (−1

2
r2Vrx

(l)
+ FCl

2(l−g)
) · (CpCl2(aq)

∣∣∣
Trx

(l)

· (Trx
(l)
− Tref )) . . .

+ (r1Vrx
(l)

) · (CpRhCl3.H2O(aq)

∣∣∣
Trx

(l)

· (Trx
(l)
− Tref )) . . .

+ FH2O(l−g)
·HH2 O

v +Hrx
(l−l)

+Hrx
(g−l)

)
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HH2O
v = Heat of vaporization of water (J/kmol)

Hrx(l−l)
= Enthalpy transfer from reactor solution to jacket solution (J/kmol)

Hrx(g−l)
= Enthalpy transfer from reactor gas to jacket solution (J/kmol)

dTrx
(g)

dt
=

1

Cprxg ·N tot
rx

(g)

·

(
F In
Cl2(g)

· CpCl2(g)

∣∣∣
T In
rxg

· (T In
rx

(g)
− Tref ) . . . (A.37)

− FCl
2(l−g)

· CpCl2(g)

∣∣∣
Trx

(g)

· (Trx
(g)
− Tref ) . . .

+Hrx
(g−g)

+Hrx
(l−g)

)
A.2.2 Jacket Side

Moles
dNH2O(aq)

dt
= F In

CW − FOut
CW − FH2O(l−g)

(A.38)

dNH2O(g)

dt
= F In

Steam − FOut
Steam + FH2O(l−g)

(A.39)

dNair

dt
= F In

air − FOut
air (A.40)

Temperatures
dThx

(l)

dt
= (A.41)

1

Cphxl ·N tot
hx

(aq)

·

(
F In
utility · CpH2O(aq)

∣∣∣
T In
utility

· (T In
utility − Tref )...

− FOut
utility · Cphxl · (Thx(l) − Tref ) . . .

+ FH2O(l−g)
·HH2O

v

∣∣∣
Thx

(l)

−Hrx
(l−l)

)
dThx

(g)

dt
= (A.42)

1

Cphxg ·N tot
hx

(g)

·

(
F In
utility · CpH2O(g)

∣∣∣
T In
utility

· (T In
utility − Tref )...

− FOut
utility · Cphxg · (Thx(g) − Tref ) . . .

+ FH2O(l−g)
·HH2O

v

∣∣∣
Thx

(g)

−Hrx
(g−g)

)
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Appendix B
Model Parameters and Properties

B.1 Reactor Vessel Dimensions

Table B.1: Reactor Vessel Dimensions

Reactor Dimensions
Names Values Units

Reactor Side

Reactor Inner Radius 0.6 m

Vessel Height 1.9 m

Steel Wall Thickness 0.013 m

Glass Wall Thickness 0.003 m

Total Wall Thickness 0.016 m

Reactor Inside Wall Area 7.8 m2

Steel Wall Cross Area 0.0566 m2

Glass Wall Cross Area 0.4481 m2

Total Wall Cross Area 0.5047 m2

Reactor Cross Area 1.0347 m2

Reactor Volume 1.9 m3

continued on the next page
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Table B.1 continued from previous page
Names Values Units

Total Wall Volume 0.1248 m3

Jacket Side

Jacket Wall Thickness 0.016 m

Jacket Cross Area 1.131 m2

Jacket Volume 0.294 m3

B.2 Heat and Mass Transfer Coefficients

Table B.2: Transfer Coefficients, The Engineering Toolbox 2015

Transfer Coefficients
Names Values Units

Heat Transfer

Uliquid-liquid 4000 W/m2K

Uliquid-gas 90 W/m2K

Ugas-gas 90 W/m2K

Ugas-liquid 3800 W/m2K

Mass Transfer

kH2O 1

kCl2 1

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



APPENDIX B. MODEL PARAMETERS AND PROPERTIES 98

B.3 Reaction Kinetics Parameters

Table B.3: Arrhenius Law Constants

Arrhenius Constants (NOTE: Assumed Values)
Names Values Units

Activation Energy

Ea1 250 kJ/kmol

Ea2 250 kJ/kmol

Frequency Factor

k1 1.8791 min−1

k2 1.8791 min−1

B.4 Physical Properties

The physical properties we used were taken from Perry et al. 2007. The properties
presented in this section have been converted to the International System (SI)
units wherever applicable, to maintain dimensional consistency in the model.

Molar Masses (kg/kmol)

MRh = 109.9 (B.1)

MH2O = 18 (B.2)

MCl2 = 70.9 (B.3)

MHCl = 36.46 (B.4)

MRhCl3.H2O = 234.27 (B.5)

(B.6)
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Molar Densities (kmol/m3)

ρRh
(s)

=
12.41× 1000

MRh

(B.7)

ρH2O(l) =
5.459

0.30542

(
1+(1− T

647.13
)0.081

) × (T < 333.15
)

+ . . . (B.8)

4.9669(
2.7788× 10−1

)(1+(1− T
6.4713×102

)1.8740×10−1
) × (T ≥ 333.15 & T ≤ 403.15) + . . .

4.3910(
2.4871× 10−1

)(1+(1− T
6.4713×102

)2.5340×10−1
) × (T > 403.15 & T < 647.13)

ρHCl
(aq)

=
3.342

0.27291+(1− T
324.65

)0.3217
(B.9)

ρCl
2(aq)

=
2.23

0.276451+(1− T
417.15

)0.2926
(B.10)

ρRhCl3H2O(aq) = ρRh
(s)

+
3

2
ρCl

2(aq)
+ ρH2O(l) (B.11)

Critical Temperature point of H2O (K)

T c
H2O

= 647.13 (B.12)

Heat of Vaporisation (J/kmol)

HH2O
v = 5.2053× 107 ×

(
1−

( T

T c
H2O

))(0.3199−0.212×( T
Tc
H2O

)+0.25795×( T
Tc
H2O

)2
)

(B.13)
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Heat Capacity at Constant Pressure (J/kmol.K)

CpRh(s) = 240×MRh (B.14)

CpH2O(l) = 2.7637× 105 − 2.0901× 103 × T + 8.125× 100 × T 2 . . . (B.15)
− 1.4116× 10−2 × T 3 + 9.3701×−6× T 4

CpHCl(l) = (4.73× 104 + 9× 10× T + 0× T 2 + 0× T 3 + 0× T 4) (B.16)

CpCl2(l) = 480×MRh (B.17)

CpRuCl3(l) = CpRh(s) +
3

2
CpCl2(aq) + CpH2O(l) (B.18)

Vapor Pressure (kPa)

P vap
H2O

=
e(73.649−

7258.2
T

−7.3037×log(T )+4.1653×10−6×T 2)

1000
(B.19)

P vap
Cl2

=
e(71.334−

3855
T

−8.5157×log(T )+1.2378×10−2×T 2)

1000
(B.20)

Henry Constants

hCl2
= 9.1× 10−2 × e

(
2500×

(
1

T−1
298.15

))
(B.21)

hHCl = 11.9× 10× e

(
9000×

(
1

T−1
298.15

))
(B.22)
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