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Abstract 

This paper analyzes to what extent a selection of leading indicators are able to 

forecast U.S. recessions by means of both dynamic probit models and Support Vector 

Machines (SVM) models, using monthly data from January 1871 to June 2016. The 

results suggest that the probit models foresee U.S. recession periods more closely than 

SVM models for up to 6 months ahead, while the SVM models are more accurate at 

longer horizons. Furthermore, SVM models appear to discriminate between 

recessions and tranquil periods better than probit models do. Finally, the most 

accurate forecasting models include oil, stock returns and the term spread as leading 

indicators.  
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1. Introduction 

In September 2010, the NBER’s Business Cycle Dating Committee announced that 

the last expansion in the U.S. economy began in June 2009. The same Committee 

determined in December 2008 that a peak in economic activity occurred in December 

2007, delimiting, thus, that the last U.S. recession took place between December 2007 

and June 2009. Economic recessions are accompanied by a higher probability of 

unemployment, lower wage growth, lower stock returns and decreases in lifetime 

earnings, which justifies the interest of households, businesses and policymakers to 

infer the current and future states of the economy. For example, and according to the 

U.S. Bureau of Labor Statistics, the U.S. unemployment rate increased from 5% 

(December 2007) to 10% (October 2009) during the recession, while the number of 

job openings decreased 44 percent. In the wake of this Great Recession, which was 

considered as the worst global recession since World War II by the International 

Monetary Fund (IMF, World Economic Outlook, April 2009), a lot has been said 

about the failure of economic models to forecast recessions (Ng and Wright, 2013; 

Gadea and Perez-Quiros, 2015), raising the interest of accurately forecasting future 

recessions.  

 Despite the recent increasing concern about this topic, a large amount of 

literature has tried to find leading indicators of future U.S. economic activity since the 

late eighties (Harvey, 1988, 1989; Stock and Watson, 1989; Estrella and Hardouvelis, 

1991; Estrella and Mishkin, 1997, 1998; Hamilton and Kim, 2002; Estrella et al., 

2003; Giacomi and Rossi, 2006; Berge and Jordá, 2011; Levanon et al., 2015; Berge, 

2015; Liu and Moench, 2016). However, regardless of the great volume of papers on 

this topic, accurately predicting business cycle turning points is still a pertinent 

research topic, whose interest has increased in the wake of the largely unpredicted 

more recent recession. According to the literature, the specific accuracy of the 

predictions depends on the choice of the leading indicators, on the employed 

methodology and, on the time period analysed in the empirical studies.   

 First, and as far as the leading indicators are concerned, the academic literature 

has proposed a wide variety of variables to predict the U.S. recessions. The slope of 

the yield curve, that is, the difference between long-term and short-term interest rates 
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has been found to be one of the most informative leading indicators to predict U.S. 

recessions (Harvey, 1988; Bernanke, 1990; Estrella and Hardouvelis, 1991; Bernanke 

and Blinder, 1992; Dueker, 1997; Hamilton and Kim, 2002; Stock and Watson, 2003; 

Ang et al., 2006; Rudebusch and Williams, 2009; Liu and Moench, 2016). According 

to these papers, a flat curve indicates weak growth, and conversely, a steep curve will 

be followed by stronger growth. Other variables that have also been considered as 

informative leading indicators are stock prices (Estrella and Mishkin, 1998; Hamilton, 

2011; Killian and Vigfusson, 2013), the index of leading economic indicators (Stock 

and Watson, 1989; Berge and Jordá, 2011), the credit market activity (Levanon et al., 

2015) or financial intermediary leverage indicators (Liu and Moench, 2016), among 

others. For example, and according to Hamilton (2005), nine out of ten of the U.S. 

recessions since World War II were preceded by a spike up in oil prices, which 

explains the view of oil prices as one of the leading indicators to predict U.S. 

recessions. Furthermore, Hamilton (2011), Engemann et al. (2010) and Killian and 

Vigfusson (2013) also find that oil prices have considerable predictive power for U.S. 

recessions. On the other hand, Estrella and Mishkin (1997, 1998) find that stock 

returns are an informative leading indicator, mainly in the short run. In order to 

account for the monetary policy, the literature has also included the short-term interest 

rate (Estrella and Hardouvelis, 1991) or different monetary aggregates (Hamilton and 

Kim, 2002) as additional explanatory or leading variables. In this paper, and based on 

the above economic literature, we will analyse the information content of several 

leading indicators, such as the yield curve (which we will decompose into an expected 

short-term interest rate and a term premium component) and nominal and real stock 

and oil prices.  

 Second, regarding the methodology, the specific accuracy of the predictions 

will also depend on the prediction variable. While many papers have focused on 

predicting continuous variables, such as GNP, GDP, industrial production or 

investment growth rates (Estrella and Hardouvelis, 1991; Estrella and Mishkin, 1997), 

most papers use the business cycle chronology proposed by the National Bureau of 

Economic Research (NBER), a binary variable, to define recessions. The NBER 

defines a recession as “a significant decline in economic activity spread across the 

economy, lasting more than a few months, normally visible in real GDP, real income, 

employment, industrial production, and wholesale-retail sales”. Given the nature of 
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the variable, much of the empirical literature uses nonlinear probit models to obtain 

recession forecasts (Estrella and Mishkin, 1998; Dueker, 2005; Kauppi and 

Saikkonen, 2008; Berge, 2015; Liu and Moench, 2016). This paper will use the U.S. 

Business Cycle Expansions and Contractions data provided by the NBER as the 

predicting variable, and non-linear dynamic probit models and non-linear Support 

Vector Machines (SVM) models to forecast U.S. recessions. While dynamic probit 

models have been widely used in the literature, SVM models have hardly been used to 

predict recessions. Among the few papers using this methodology, Gogas et al. (2015) 

applied Support Vector Machines (SVM) methodology to analyze the ability of the 

yield curve to forecast US output fluctuations around its long-run trend, using 

quarterly data for the period 1976:Q3-2011:Q4. Their results show that the SVM 

methodology outperformed classic econometric models (probit models) on overall 

forecast accuracy. In this paper, we use both probit and SVM models to analyze the 

ability of different leading indicators to forecast U.S. recessions and evaluate the 

prediction accuracy of each of the methods.  

 Finally, the sample period may influence the results as well. Although many 

economic variables (i.e., yield curve) have provided useful information about future 

states of the economy, the relationships between these indicators and the state of the 

economy might have changed over time (Ng and Wright, 2013). Thus, a number of 

studies have shown that the predictive power of some leading indicators such as the 

yield curve have declined since the 1980s (Gertler and Lown, 1999; Estrella et al., 

2003; Mody and Taylor, 2003; Rossi and Sekhposyan, 2011). For example, Stock and 

Watson (2003) and Estrella et al. (2003) document evidence of instability in the 

relationship between economic activity and leading indicators over time. Moreover, 

Stock and Watson (2003) and Chauvet and Potter (2002, 2005) found evidence of 

structural breaks in the relationship between the yield curve and economic activity, 

and conclude that the credibility of the monetary policy is behind this general result 

that the predictive power of the yield curve varies over time. Independently of the 

reasons of these changes, the prediction ability of each of the models will depend on 

the sample period. In this paper we propose to use a very long time period of data, 

January 1871-June 2016, which include very distinct monetary policy regimes, and 

covers nearly the entire history of available data on U.S. recessions.  
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In this context, the objective of this paper is to determine to what extent a 

selection of leading indicators are able to forecast U.S. recessions by means of both 

dynamic probit models and classification methods, such as the linear and non-linear 

Support Vector Machines (SVM) models, using monthly data from January 1871 to 

June 2016. The main contributions of the paper are the following. First, the paper uses 

an ample selection of leading indicators, such as the yield spread, oil price shocks, 

stock returns and the term premium, and analyze the forecasting ability of each of 

them. Second, the paper uses both the probit and the SVM models to predict U.S. 

recessions and compare the accuracy of the predictions obtained with each of the 

methodologies. Third, and in order to evaluate the accuracy of the predictions, the 

paper analyzes both in-sample and out-of-sample Quadratic Probability Score (QPS, 

Diebold and Rudebusch, 1989) for each of the models. Finally, the paper analyzes a 

long period of data, 1871:01- 2016:06, which include very distinct episodes in the 

U.S. economy.  

The remainder of the paper is structured as follows. Section 2 describes the 

data and discusses the methodology used in the paper. Section 3 shows the empirical 

analysis. Section 4 summarizes the main findings. 

 

2. Data and Methodology 

2.1  The Data 
 

Hamilton and Kim (2002) suggest that the spread between the 10 year and 3 month 

interest rates is a leading indicator of future U.S. economic activity. Moreover, 

Hamilton (2011) and Killian and Vigfusson (2013) find that both real and nominal 

stock and oil price returns possess predictive power over the future state of the 

economy. Overall, we compile a dataset of monthly observations spanning the period 

January 1871 to June 2016 that covers almost the entire history of available 

information on U.S. recessions. 1 The dataset consists of the S&P500 index, zero-

coupon Treasury bills with maturity of 3 months and 10 years, and West Texas 

Intermediate (WTI) oil prices. The data on the stock price and long-term interest rates 

                                                 
1 Data on U.S. recessions available at: http://www.nber.org/cycles.html starts from 1854. 



6 

 

are obtained from the website of Professor Robert J. Shiller: 

http://www.econ.yale.edu/~shiller/data. The CPI data used to inflate both the nominal 

stock and oil prices to create their respective real counterparts, is also obtained from 

the same website. The WTI oil price is obtained from the Global Financial Database, 

while the short-term interest rate is obtained from the website of Professor Amit 

Goyal at: http://www.hec.unil.ch/agoyal/ till 2015:12, and then updated from the 

FRED database of the Federal Reserve Bank of St. Louis.   Moreover, we decompose 

the yield curve in an expected short-term interest rate and a term premium component, 

following Hamilton and Kim (2000): 

∑                                                   (1) 

and equivalently 

∑                                       (2) 

where  ∑  

where  denotes the long-term interest rate, 	the one period short-term interest rate, 

	 is the maturity of the long-term interest rate, ∑  the future 

expected short-term interest rate at  periods ahead and  the term premium. 

Equation (2) can be estimated using instrumental variables regression with 	 	  

as instruments. In Figure 1 we depict the term spread and the decomposed expected 

short-term interest rate and the term premium component.  
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Figure 1: The term spread is depicted with the (green) continuous line, the dotted (blue) line with the 
circle markers depicts the expected short term interest rate and the (red) dashed line without markers 
depicts the term premium. Grey areas denote NBER recessions. Colors refer only to the online version 
of the paper. 

As we observe from Figure 1, the term spread exhibits a declining trend during 

the period 1925 -1975. After 1975, the fluctuation of the term spread is higher, with 

the term premium reaching a significant positive percentage as a result of the high 

inflation of the period. In other words, due to the high inflation rates of that period, 

investors demanded a high compensation in order to hold Treasury Bills of long 

maturity. Interestingly, in the post Volcker administration period the inflation targeted 

policies of the Federal Reserve push the term premium towards negative, while the 

short term expected interest rate is stable after the 2008 financial crisis at around 4%. 

The reversal between the two term spread components could be attributed to a “flight-

in-quality” phenomenon that is common during periods of recession; investors prefer 

to trust their capital in government bonds that are unlikely to default, than use it in the 

open market. Thus they push the short-term interest rate up, while they are indifferent 

to a positive term premium.  

In Table 1 we report descriptive statistics and unit root tests for all variables. 

As we observe, we reject the null hypothesis of normality (Jarque – Bera test) for all 

variables. Thus, stock prices indices and oil prices are transformed into their natural 

logarithms. Moreover, we reject the null hypothesis of non-stationarity at the 5% level 
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of significance for the term spread and real oil prices, but we cannot reject the null of 

unit root for stock prices (real or nominal) and term premium. The unit root test 

results are inconclusive regarding the inclusion or not of a trend term in the unit root 

test for the nominal oil prices and the expected interest rates, so we also consider them 

as non-stationary. In all cases where the variables are found to follow a unit root 

process we use first differences; nominal oil prices, real and nominal stock prices, 

term premium, short and long-term interest rates and the expected short-term interest 

rate2.  

Table 1: Descriptive Statistics and Unit Root tests of monthly data 

 Mean 
Standard 
Deviation 

Skewness Kurtosis 
Jarque–
Bera test 

 

Augmented Dickey-
Fuller test 

 

Phillips–Perron test 
 

Constant 
Constant 

and 
trend 

Constant 
Constant 
and trend 

S&P500 3.58 1.93 0.69 2.14 193.06** 0.98 -1.87 -0.81 -1.95 
Real SP500 2.78 0.58 0.61 2.41 131.04** -0.70 -2.60 -0.82 -2.62 

WTI 1.47 1.37 0.75 2.48 185.13** -0.87 -3.77* -0.74 -3.58* 
Real WTI 0.67 0.45 0.50 2.61 84.86** -4.29** -4.59** -4.02** -4.31** 

Term Spread 0.92 1.39 -0.64 5.25 488.73** -5.69** -7.27** -6.56** -8.11** 
Term premium -0.54 2.27 1.84 6.79 2032.54** -1.65 -1.60 -1.75 -1.71 

Note: ** and * denote rejection of the null hypothesis at 1% and 5% levels of significance.  

2.2  Methodology  

2.2.1 Support Vector Machines 

The Support Vector Machines is a supervised machine learning method used for data 

classification. Roughly, the basic concept of an SVM is to select a small number of 

data points from a dataset, called Support Vectors (SV) that can define a linear 

boundary separating the data points into two classes. When the problem is not 

linearly-separable, then SVM is coupled with a nonlinear kernel function, projecting 

the data points to a higher dimensional space, called feature space, where a linear 

separation in feasible. In the following we describe briefly the mathematical 

derivations of the SVM theory. 

We consider a dataset (vectors) x ∈ 	 1,2, … ,  belonging to 2 classes 

(output vectors or targets3)	 ∈ 1, 1 .  If the two classes are linearly separable, 

then we define a separator as: 

f 0,											y f 0∀ 																	 3 	

                                                 
2 The lag order of the unit root tests are determined according to the minimum SIC criterion and are 
available upon request from the authors. 
3In the SVM jargon. 
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																																																											 6 	

, ∈ 																																																						 7 	

where : 0  is the set of the support vector indices. 

In order to allow for a predefined level of error tolerance in the training 

procedure Cortes and Vapnik (1995) introduced non-negative slack variables 

0, ∀  and a parameter C describing the desired tolerance to classification errors. 

Equation (4) is now defined as: 

min
, ,
max

1
2
‖ ‖ 1 							 8 	

where ξi measures the distance of vector xi from the hyper plane when classified 

erroneously. 

The hyper plane is then defined as: 

																																																															 9 	

b , ∈ 																																																											 10 	

where : 0  is the set of the support vector indices. 

When the two class dataset cannot be separated by a linear separator then the 

SVM classification is paired with kernel methods. The concept is quite simple: the 

dataset is projected though a kernel function into a richer space of higher 

dimensionality (called feature space) where the dataset is linearly separable. In Figure 

3 we depict a dataset of two classes that are not linearly separable at the initial 

dimensional space (left graph). With the projection in a higher dimensional space 

(right graph) the linear separation is feasible. 
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∑ log 1 log	 1                     (15) 

where                                     
	

 

 

 

2.3 Dynamic Probit models 

The majority of empirical studies in the field exploit Markov switching models. 

Although the specific category of models has the advantage of providing state-

dependent inferences, the main drawback is that it is based on an unobservable 

Markov switching process and an unobservable state variable. In our study we 

consider a binary response model that predicts recessions as a binary time series 

response that is directly observable. We denote the binary state variable as	 : 

1,			 	 	 	 	 	 	 	
0,				 	 	 	 	 	 	 	 										 16  

for t 1,2,……,n the range of the monthly observations.  

Denoting the conditional expectation |Ω  in the information set Ω  at 

time t‐1, the conditional probability at time t	 that the market is in a recession is: 

	 |Ω 1 Φ 																								 17  

where  is a linear combination of variables and Φ ∙  is the normal cumulative 

distribution function. Naturally, the conditional probability of a recession is the 

complement of the probability that the economy is not in recession	 0

1 . In order to predict the linear function  we study static and dynamic models. 

We use as benchmark the univariate probit model (Chen, 2009): 

                                             (18) 

where 	is a constant, 	is the coefficients vector and  a matrix of predictive 

regressors. The index h denotes the forecasting horizon. The popular static model can 

be extended by adding lags of the state variable  resulting in the dynamic 

autoregressive model 

                                             (19) 

or by adding lags of the dependent variable , leading to the autoregressive dynamic 

model (Kauppi and Saikkonen, 2008): 
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                                             (20) 

By recursive substitution, equation (18) can be seen as an infinite order static 

equation (17) where the whole history of the values of the predictive variables has an 

effect  on the conditional probability. Thus, if the longer history of explanatory 

variables included in  are useful to predict the future market status, the 

autoregressive equation (19) may offer a parsimonious way to specify the predictive 

model. A natural extension would be the dynamic autoregressive model: 

                              (21) 

Forecasts on the future state of the economy based on a probit model follow 

the basic principles discussed in Kauppi and Saikkonen (2008). Of course one could 

consider higher order lags of variables 	 	 , but as argued in Kauppi and 

Saikkonen (2008) a first order lag structure usually suffices in forecasting. In general 

a forecast of the state variable	  at time t‐h is the conditional expectation	 . 

According to the law of iterated conditional expectations and equation (17): 

Φ 	 																																												 22  

In order to compute the linear model of equation (18) or the autoregressive 

model of equation (20) we just have to plug the linear model into the conditional 

expectations expression (22). For instance for h 2 the autoregressive model (20) is 

given by recursive substitution from equation: 

1      (23) 

which shows that the dependent  depends only on past information. Nevertheless, 

when the lagged values of the state variable  are considered, the case is more 

complicated since we depend upon the past values and the possible paths of the state 

variable that is unknown at the time of the forecast. To illustrate that, lets consider 

again two periods ahead forecasts as: 

Φ 																			 24  

                                            given  
Φ 0 , if		 0

									Φ 1 ,				if	 1						
 

where Φ 0  and Φ 1  are two possible outcomes depending on the value of the state 

variable at t‐1.  With a little manipulations, equation (24) can be written as  
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1 Φ 0 Φ 0 																											 25  

As we observe, the forecasted probability is conditioned upon the probability 

of the possible outcomes of the previous periods. When the forecasting horizon 

extends to more than two periods ahead, the conditional probability becomes very 

complicated since we have to calculate the probability of all possible outcomes.  For 

instance for six periods ahead forecasting we have to compute the probabilities for all 

27=128 possible combinations. In order to overcome this obstacle, we use several one-

period ahead models, trained iteratively in order to obtain forecasts of the value of the 

 and then we return to the initial forecasting model with h 1 and obtain direct 

forecasts. 

3.  Empirical Results 

We build our forecasting models starting from a simple model of only a constant term 

and add the real (or nominal) oil price and stock returns, the term spread, the future 

expected term spread and the term premium.  Thus, following the notation of the 

probit models, the regressors’ matrix and the coefficients’ vector would be 

, Δ ln , Δ ln 500 , , , 	  and 1, , , , ,  

included recursively to the model. For the oil and stock prices we considered either 

real or nominal prices. 

In order to measure the statistical significance of each model we perform a 

recursive Likelihood Ratio (LR) test, comparing the log-likelihood between the 

constrained “poorer” model with less regressors against a ”richer” unconstrained 

model where we consider more explanatory variables. The null hypothesis is that the 

restricted model predicts better than the unrestricted one. 

We forecast recessions for	h 1,	3,	6,	12,	24	and	36	months ahead. All models 

are trained in the period January 1871 - December 1945 (901 observations), while the 

period January 1946 - June 2016 (845 observations) is kept aside during training for 

out-of-sample forecasting. We evaluate the forecasting accuracy of each model 

according to the quadratic probability score (QPS, Diebold and Rudebusch, 1989): 

∑ 2                                   (26) 
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where Φ . QPS can be seen as the equivalent to Mean Square 

Error for classification models. It ranges from 0 to 2 with the smallest prices denoting 

the smallest forecasting error. In Table 2 we report the in-sample QPS statistic for the 

static and the dynamic probit models that are statistically significant at 5% level of 

significance. 

Table 2: In- sample QPS of probit models 
Variables (  Model h=1 h=3 h=6 h=12 h=18 h=24 h=36 

Real prices 

, Δ ln , Δ ln 500 	  

Static     0.494    0.495

AR Static   0.212        
Dynamic       0.495 

AR Dynamic 0.077  0.212        

, Δ ln , Δ ln 500 ,
	

 

Static 0.471  0.471  0.477  0.488  0.493  0.484  0.495 

AR Static 0.077  0.212  0.356  0.472  0.478  0.466  0.479 

Dynamic 0.397  0.414  0.441  0.483  0.442  0.444  0.495 

AR Dynamic 0.077  0.212  0.355  0.405     0.430 

, Δ ln , Δ ln 500 ,
, 	

 

Static         
AR Static        
Dynamic        

AR Dynamic 0.076         

, Δ ln , Δ ln 500 ,
, , 	

 

Static  0.429  0.430       
AR Static 0.076  0.204  0.338    0.441  0.425   

Dynamic 0.353  0.368  0.396    0.416    0.425 

AR Dynamic 0.076  0.204  0.341      0.351 

Nominal Prices 

, Δ ln , Δ ln 500 	  

Static     0.494    0.494

AR Static   0.212        
Dynamic        

AR Dynamic 0.077  0.213  0.356       

, Δ ln , Δ ln 500 ,
	

 

Static 0.460  0.462  0.472  0.487  0.493  0.486  0.494 

AR Static 0.077  0.212  0.354  0.461      
Dynamic 0.362  0.393  0.435  0.480  0.416     

AR Dynamic 0.077  0.212  0.354  0.393     0.403 

, Δ ln , Δ ln 500 ,
, 	

 

Static         
AR Static        
Dynamic        

AR Dynamic 0.076         

, Δ ln , Δ ln 500 ,
, , 	

 

Static 0.428  0.421  0.424       
AR Static 0.076  0.204  0.335  0.423      
Dynamic 0.326  0.352  0.390      0.421 

AR Dynamic 0.076  0.204  0.333      0.340 

Note: Static model corresponds to the model of equation (18), AR Static to the model of equation (19), Dynamic to model (20) 
and AR Dynamic to model (21). We report only the statistically significant results at 5% level of significance according to the 
LR test of model specification. We compare the log-likelihood between the constrained “poorer” model with less regressors 
against a ”richer” unconstrained model where we consider more explanatory variables following the augmentation of thee 
variable matrix in the order discussed in the Table. The null hypothesis is that the restricted model predicts better than the 
unrestricted one. We do not use tests based in the Mean Square Error (MSE) as Clark and West (2007) and McCracken (2007) 
since SVM models produce only directional forecasts where a MSE is not applicable. 

 

As we observe from Table 2, when we use as regressors the oil and stock 

returns we do not get models that outperform a model with only a constant with 

statistical significance. In contrast, the addition of the term spread (TS) leads to 

models that are statistically significant more accurate than only with the oils and stock 
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returns. The same applies for up to 6 months with the inclusion of the term premium 

(TP) and not with the expected term spread ( ).  Regarding the model 

structure, we observe that the dynamic AR model expressions of equations (19) and 

(22) (inclusion of the first lag of the state variable and both the state variable and the 

probability) outperform the static (18) and the dynamic AR (20) models (inclusion 

only of the lagged probability. Nevertheless, the true forecasting ability of a model is 

measured in out-of-sample forecasting (Table 3). 

Table 3: Out- of - sample QPS of probit models 
Variables (  Model h=1 h=3 h=6 h=12 h=18 h=24 h=36 

Real prices 

, Δ ln , Δ ln 500 	  

Static     0.435    0.439

AR Static   0.065        
Dynamic       0.426 

AR Dynamic 0.050  0.064        

, Δ ln , Δ ln 500 ,
	

 

Static 0.419  0.410  0.410  0.426  0.434  0.443  0.439 

AR Static 0.050  0.064  0.129  0.309  0.321  0.320  0.324 

Dynamic 0.438  0.431  0.439  0.448  0.505  0.503  0.428 

AR Dynamic 0.050  0.063  0.127  0.200     0.215 

, Δ ln , Δ ln 500 ,
, 	

 

Static         
AR Static        
Dynamic        

AR Dynamic 0.048         

, Δ ln , Δ ln 500 ,
, , 	

 

Static  0.541  0.497       
AR Static 0.048  0.057  0.128    0.476  0.463   

Dynamic 0.409  0.401  0.424    0.510    0.511 

AR Dynamic 0.048  0.057  0.127      0.290 

Nominal Prices 

, Δ ln , Δ ln 500 	  

Static     0.437    0.440

AR Static   0.065        
Dynamic        

AR Dynamic 0.050  0.064  0.125       

, Δ ln , Δ ln 500 ,
	

 

Static 0.402  0.395  0.401  0.422  0.437  0.448  0.440 

AR Static 0.050  0.064  0.127  0.276      
Dynamic 0.416  0.409  0.424  0.448  0.513     

AR Dynamic 0.050  0.063  0.125  0.185     0.199 

, Δ ln , Δ ln 500 ,
, 	

 

Static         
AR Static        
Dynamic        

AR Dynamic 0.048         

, Δ ln , Δ ln 500 ,
, , 	

 

Static 0.493  0.434  0.434       
AR Static 0.048  0.059  0.131  0.301      
Dynamic 0.367  0.358  0.390      0.502 

AR Dynamic 0.048  0.059  0.124      0.263 

Note: Static model corresponds to the model of equation (18), AR Static to the model of equation (19), Dynamic to model (20) 
and AR Dynamic to model (21). We report only the statistically significant results at 5% level of significance according to the 
LR test of model specification. We compare the log-likelihood between the constrained “poorer” model with less regressors 
against a ”richer” unconstrained model where we consider more explanatory variables following the augmentation of thee 
variable matrix in the order discussed in the Table. The null hypothesis is that the restricted model predicts better than the 
unrestricted one. We do not use tests based in the Mean Square Error (MSE) as Clark and West (2007) and McCracken (2007) 
since SVM models produce only directional forecasts where a MSE is not applicable. 

The reported QPS statistic is higher in longer forecasting horizons denoting 

higher forecasting error, as expected due to the higher uncertainty of  long –term 

forecasts over shorter ones. Again we observe that the most accurate forecasting 
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models are the ones that include the first lag of the state variable  as regressor. 

We find no significant difference in the forecasting error whether we include nominal 

or real prices of oil and stock returns. In contrast, a significant increase in the 

forecasting ability comes with the inclusion of the term spread.  

In Tables 4 and 5 we depict the QPS statistics of an SVM-linear model in in-

sample and out-of-sample forecasting, respectively. Motivated by the high accuracy 

of including first lag of the state variable  we train models only with the variables 

as regressors (coded Static) and with the inclusion of the state variable (coded AR). 

We also use the iterative approach in order to forecast the values of the first lag of the 

state variable when we forecast further than one month ahead. The reported results are 

all statistically significant at 5% level of significance according to the LR tests. 

Table 4:  In-sample QPS of SVM-linear models 
Variables (  Model h=1 h=3 h=6 h=12 h=18 h=24 h=36 

Real prices 

, Δ ln , Δ ln 500 	  
Static 0.478 0.472 0.482 0.494 0.495  0.496  0.497

AR  0.077  0.147  0.148  0.149  0.150  0.151  0.149 

, Δ ln , Δ ln 500 ,
	

 
Static 0.473  0.472  0.482  0.494  0.495  0.496  0.496 

AR  0.077  0.147  0.148  0.149  0.150  0.151  0.149 

, Δ ln , Δ ln 500 ,
, 	

 
Static 0.445  0.434  0.434  0.464  0.495  0.494  0.448 

AR  0.077  0.147  0.148  0.149  0.150  0.151  0.149 

, Δ ln , Δ ln 500 ,
, , 	

 
Static 0.439  0.429  0.429  0.458  0.481  0.461  0.437 

AR  0.077  0.147  0.148  0.149  0.150  0.151  0.149 

Nominal Prices 

, Δ ln , Δ ln 500 	  
Static 0.464 0.464 0.473 0.494 0.495  0.496  0.499

AR  0.077  0.147  0.148  0.149  0.150  0.151  0.149 

, Δ ln , Δ ln 500 ,
	

 
Static 0.460  0.462  0.473  0.494  0.495  0.496  0.500 

AR  0.077  0.147  0.148  0.149  0.150  0.151  0.149 

, Δ ln , Δ ln 500 ,
, , 	

 
Static 0.430  0.423  0.428  0.463  0.495  0.496  0.445 

AR  0.077  0.147  0.148  0.149  0.150  0.151  0.149 

, Δ ln , Δ ln 500 ,
, , 	

 
Static 0.427  0.419  0.423  0.456  0.485  0.467  0.439 

AR  0.077  0.147  0.148  0.149  0.150  0.151  0.149 

Note: Static denotes models that include the various variables as regressors, while AR denotes the additional inclusion of the first 
lag of the state variable . The reported are statistically significant at 5% level of significance according to an LR test of 
model specification. We compare the log-likelihood between the constrained “poorer” model with less regressors against a 
”richer” unconstrained model where we consider more explanatory variables following the augmentation of thee variable matrix 
in the order discussed in the Table. The null hypothesis is that the restricted model predicts better than the unrestricted one. We 
do not use tests based in the Mean Square Error (MSE) as Clark and West (2007) and McCracken (2007) since SVM models 
produce only directional forecasts where a MSE is not applicable. 
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Table 5:  Out-of-sample QPS of SVM-linear models 
Variables (  Model h=1 h=3 h=6 h=12 h=18 h=24 h=36 

Real prices 

, Δ ln , Δ ln 500 	  
Static 0.429 0.421 0.422 0.438 0.433  0.448  0.415

AR  0.051  0.099  0.099  0.099  0.099  0.099  0.099 

, Δ ln , Δ ln 500 ,
	

 
Static 0.425  0.427  0.421  0.436  0.435  0.448  0.440 

AR  0.051  0.099  0.099  0.099  0.099  0.099  0.099 

, Δ ln , Δ ln 500 ,
, 	

 
Static 0.335  0.295  0.273  0.327  0.438  0.436  0.350 

AR  0.051  0.099  0.099  0.099  0.099  0.099  0.099 

, Δ ln , Δ ln 500 ,
, , 	

 
Static 0.535  0.522  0.415  0.527  0.547  0.807  0.690 

AR  0.051  0.099  0.099  0.099  0.099  0.099  0.099 

Nominal Prices 

, Δ ln , Δ ln 500 	  
Static 0.408 0.401 0.407 0.435 0.438  0.451  0.460

AR  0.051  0.099  0.099  0.099  0.099  0.099  0.099 

, Δ ln , Δ ln 500 ,
	

 
Static 0.402  0.396  0.405  0.435  0.439  0.451  0.394 

AR  0.051  0.099  0.099  0.099  0.099  0.099  0.099 

, Δ ln , Δ ln 500 ,
, , 	

 
Static 0.312  0.284  0.266  0.318  0.433  0.440  0.338 

AR  0.051  0.099  0.099  0.099  0.099  0.099  0.099 

, Δ ln , Δ ln 500 ,
, , 	

 
Static 0.411  0.396  0.405  0.499  0.505  0.796  0.456 

AR  0.051  0.099  0.099  0.099  0.099  0.099  0.099 

Note: Static denotes models that include the various variables as regressors, while AR denotes the additional inclusion of the first 
lag of the state variable . The reported are statistically significant at 5% level of significance according to an LR test of 
model specification. We compare the log-likelihood between the constrained “poorer” model with less regressors against a 
”richer” unconstrained model where we consider more explanatory variables following the augmentation of thee variable matrix 
in the order discussed in the Table. The null hypothesis is that the restricted model predicts better than the unrestricted one. We 
do not use tests based in the Mean Square Error (MSE) as Clark and West (2007) and McCracken (2007) since SVM models 
produce only directional forecasts where a MSE is not applicable. 

 

The results of the SVR-linear model indicate the same pattern as in the 

dynamic probit models; the inclusion of the lagged state variable exhibits the smallest 

forecasting error. Since the linear kernel achieves quantitative similar forecasting 

accuracy with the most accurate probit models, we repeat our forecasting exercise 

based on the RBF kernel. The in-sample and out-of-sample QPS statistics for the 

SVM-RBF model are reported in Tables 6 and 7, respectively. 
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Table 6:  In-sample QPS of SVM-RBF models 
Variables (  Model h=1 h=3 h=6 h=12 h=18 h=24 h=36 

Real prices 

, Δ ln , Δ ln 500 	  
Static 0.472 0.472 0.461 0.483 0.491  0.454  0.469

AR  0.077  0.147  0.148  0.149  0.150  0.151  0.149 

, Δ ln , Δ ln 500 ,
	

 
Static 0.461  0.458  0.409  0.457  0.491  0.447  0.458 

AR  0.075  0.129  0.146  0.147  0.148  0.149  0.149 

, Δ ln , Δ ln 500 ,
, 	

 
Static 0.404  0.409  0.415  0.441  0.291  0.271  0.407 

AR  0.075    0.146  0.147  0.148  0.149  0.149 

, Δ ln , Δ ln 500 ,
, , 	

 
Static 0.351  0.342  0.358  0.416  0.022  0.037   

AR  0.076  0.147  0.148  0.148  0.150  0.151  0.148 

Nominal Prices 

, Δ ln , Δ ln 500 	  
Static 0.453 0.455 0.463 0.488 0.487  0.473  0.491

AR  0.077  0.148  0.148  0.149  0.150  0.151  0.149 

, Δ ln , Δ ln 500 ,
	

 
Static 0.401  0.416  0.450  0.475  0.489  0.467  0.477 

AR  0.075  0.146  0.146  0.147  0.148  0.149  0.149 

, Δ ln , Δ ln 500 ,
, , 	

 
Static   0.332  0.326  0.407  0.399  0.428  0.446 

AR  0.075  0.146  0.146  0.147  0.148  0.149  0.149 

, Δ ln , Δ ln 500 ,
, , 	

 
Static 0.397     0.414  0.291  0.220  0.424 

AR  0.076  0.147  0.148  0.149  0.150  0.151  0.149 

Note: Static denotes models that include the various variables as regressors, while AR denotes the additional inclusion of the first 
lag of the state variable . The reported are statistically significant at 5% level of significance according to an LR test of 
model specification. We compare the log-likelihood between the constrained “poorer” model with less regressors against a 
”richer” unconstrained model where we consider more explanatory variables following the augmentation of thee variable matrix 
in the order discussed in the Table. The null hypothesis is that the restricted model predicts better than the unrestricted one. We 
do not use tests based in the Mean Square Error (MSE) as Clark and West (2007) and McCracken (2007) since SVM models 
produce only directional forecasts where a MSE is not applicable. 

 

Table 7:  Out-of-sample QPS of SVM-RBF models 
Variables (  Model h=1 h=3 h=6 h=12 h=18 h=24 h=36 

Real prices 

, Δ ln , Δ ln 500 	  
Static 0.431 0.490 0.422 0.430 0.438  0.473  0.558

AR  0.051  0.099  0.099  0.099  0.099  0.099  0.099 

, Δ ln , Δ ln 500 ,
	

 
Static 0.412  0.402  0.422  0.427  0.438  0.448  0.591 

AR  0.051  0.133  0.099  0.099  0.099  0.124  0.100 

, Δ ln , Δ ln 500 ,
, 	

 
Static 0.324  0.299  0.278  0.312  0.480  0.482  0.538 

AR  0.051    0.099  0.099  0.100  0.101  0.100 

, Δ ln , Δ ln 500 ,
, , 	

 
Static 0.682  0.763  0.657  0.478  0.434  0.450   

AR  0.097  0.148  0.152  0.137  0.146  0.157  0.258 

Nominal Prices 

, Δ ln , Δ ln 500 	  
Static 0.386 0.383 0.398 0.423 0.433  0.444  0.439

AR  0.051  0.098  0.099  0.099  0.099  0.099  0.099 

, Δ ln , Δ ln 500 ,
	

 
Static 0.366  0.374  0.403  0.423  0.434  0.437  0.427 

AR  0.051  0.098  0.098  0.099  0.099  0.099  0.099 

, Δ ln , Δ ln 500 ,
, , 	

 
Static   0.336  0.318  0.338  0.444  0.403  0.339 

AR  0.051  0.098  0.099  0.099  0.099  0.099  0.099 

, Δ ln , Δ ln 500 ,
, , 	

 
Static 0.376     0.342  0.424  0.453  0.659 

AR  0.093  0.145  0.148  0.145  0.151  0.164  0.267 

Note: Static denotes models that include the various variables as regressors, while AR denotes the additional inclusion of the first 
lag of the state variable . The reported are statistically significant at 5% level of significance according to an LR test of 
model specification. We compare the log-likelihood between the constrained “poorer” model with less regressors against a 
”richer” unconstrained model where we consider more explanatory variables following the augmentation of thee variable matrix 
in the order discussed in the Table. The null hypothesis is that the restricted model predicts better than the unrestricted one. We 
do not use tests based in the Mean Square Error (MSE) as Clark and West (2007) and McCracken (2007) since SVM models 
produce only directional forecasts where a MSE is not applicable. 

 

The forecasting results based on the RBF kernel do not improve the 

forecasting accuracy over the probit or the SVR-linear models. Again the most 
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accurate models are the ones that include the first lag value of the state variable. 

Nominal prices of oil and the stock returns exhibit marginally higher out-of-sample 

forecasting accuracy than real prices in out-of-sample forecasting. Given the volume 

of the reported results, in Table 8 we present the models that exhibit the lowest 

forecasting error per forecasting horizon for the probit and SVR models. In doing so, 

we select the models with the highest out-of-sample forecasting accuracy. In cases 

where models exhibit similar forecasting accuracy, we follow an Occam’s razor 

approach selecting the models with the highest parsimony (less input variables) that 

exhibit the smallest forecasting error in in-sample and out-of-sample forecasting. 
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Note: AR Static to the model of equation (19), AR Dynamic to model (21) and AR denotes the additional inclusion of the first 
lag of the state variable  in the SVM models. When models exhibit similar forecasting accuracy, we follow an Occam’s razor 
approach selecting the models with the highest parsimony (less variables) and the best in-sample and out-of sample forecasting 
accuracy. 

 

As we observe from Table 8, the probit models foresee recession periods more closely 

than SVM models for up to 6 months ahead, while the SVM models are more  

accurate in longer horizons. The most accurate forecasting model is the one that 

includes oil and stock returns and the term spread, while the expected term spread and 

the term premium add to the forecasting ability of the best models only in short-term 

forecasting. Bearing in mind that there is a significant delay between the economy 

falling in recession and the imprint in the economic indicators of the monetary 

authority, short term forecasting less than 6 months is of limited practical interest. 

Thus the stability of the AR SVM-RBF models in forecasting seems ideal in using 

such a methodology in an early warning mechanism of future recessions. In figures 4 

and 5 we depict the forecasted probabilities of recession for the dynamic probit and 

SVM – RBF models of Table 8. 

Table 8: Most accurate models per horizon 

Horizon Variables (  Model 
In-sample 

QPS 
Out-of-sample 

QPS 
Probit 

1 
, Δ ln , Δ ln 500 ,

, 	
 AR Dynamic 0.076 0.048 

3 
, Δ ln , Δ ln 500 ,

, , 	
 

AR Static 
AR Dynamic 

0.204 0.057 

6 
, Δ ln , Δ ln 500 ,

, , 	
 AR Dynamic 0.333 0.124 

12 , Δ ln , Δ ln 500 ,  AR Dynamic 0.393 0.124 

18 , Δ ln , Δ ln 500 ,  AR Static 0.478 0.321 

24 , Δ ln , Δ ln 500 ,  AR Static 0.466 0.320 

36 , Δ ln , Δ ln 500 ,  AR Dynamic 0.403 0.199 

SVM 

1 , Δ ln , Δ ln 500 ,  AR RBF 0.075 0.051 

3 , Δ ln , Δ ln 500 ,  AR RBF 0.146 0.098 

6 , Δ ln , Δ ln 500 ,  AR RBF 0.146 0.098 

12 , Δ ln , Δ ln 500 ,  AR RBF 0.147 0.099 

18 , Δ ln , Δ ln 500 ,  AR RBF 0.148 0.099 

24 , Δ ln , Δ ln 500 ,  AR RBF 0.141 0.099 

36 , Δ ln , Δ ln 500 ,  
AR RBF  

AR Linear 
0.149 0.099 
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Both dynamic probit and SVM models forecast recession periods accurately, 

since they appear to have a probability of recession higher than 50% in each period. 

An exception is the 3-month ahead SVM model that forecasts more than actual 

periods as recessions. Interestingly, SVM models appear to discriminate between 

recessions and tranquil periods better than probit ones, since the forecasted 

probabilities between the two periods have a sharp difference.  

4. Conclusion 

The objective of this paper is to determine to what extent a selection of leading 

indicators are able to forecast U.S. recessions by means of both dynamic probit 

models and classification methods, such as the linear and non-linear Support Vector 

Machines (SVM) models, using monthly data from January 1871 to June 2016. As 

leading indicators,  we use an ample selection of leading indicators, such as the yield 

spread, oil price shocks, stock returns and the term premium, and analyze the 

forecasting ability of each of them. In order to define recessions, we use the business 

cycle chronology proposed by the National Bureau of Economic Research (NBER). 

As far as the methodology is concerned, the paper uses both the probit and the SVM 

models to predict U.S. recessions and compare the accuracy of the predictions 

obtained with each of the methodologies. Furthermore, and in order to evaluate the 

accuracy of the predictions, the paper analyzes both in-sample and out-of-sample 

Quadratic Probability Score (QPS, Diebold and Rudebusch, 1989) for each of the 

models.  

The main results suggest the following. First, concerning the methodology, the 

results suggest that the probit models foresee U.S. recession periods more closely than 

SVM models for up to 6 months ahead, while the SVM models are more accurate in 

longer horizons. Furthermore, the most accurate forecasting models include oil, stock 

returns and the term spread as leading indicators. Taking into account that there is a 

significant delay between the economy entering into a recession and the imprint in the 

economic indicators of the monetary authority, short term forecasting could be of 

limited practical interest. Furthermore, SVM models appear to discriminate between 

recessions and tranquil periods better than probit ones. Therefore, and according to 

our results, SVM models seem more appropriate to predict economic recessions than 

the usually employed probit models.  
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Finally, and in line with most of the literature, the results also suggest that the 

most accurate forecasting models include the oil prices, stock returns and the term 

spread as leading indicators.  
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