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ABSTRACT
Experimental and Numerical investigations were carried out on impingement jet cooling, for variable gap to diameter ratio Z/D ranging from 0.76 - 6.42 with varied Z, constant D and constant mass flux G of 1.93 kg/sm2bar, which is typical of G for regenerative backside cooling of gas turbine combustors. This is the cooling geometry relevant to reverse flow cylindrical combustors with low NOx burner where air used for film cooling increases the NOx. The geometries investigated were for 10 x 10 square array of impingement jet cooling holes at constant diameter D and pitch X, hence constant X/D ratio. The experimental results used the lumped capacity method to determine the locally surface average heat transfer with thermocouples spaced at 25.4 mm intervals in the direction of the single exit flow 152.4 mm long impingement gap. The target walls were 6.35 mm thick Nimonic-75 alloy materials that were electrically melted air temperature of 288 K. Conjugate heat transfer (CHT) computational fluid dynamics (CFD) were applied to the same geometries. The predicted CFD results agreed with the measured pressure loss, which indicates that the predicted aerodynamics were good. Also, the locally X2 and overall surface average heat transfer coefficients (HTC) h were well predicted, apart from at the lowest Z/D. The pressure loss increased significantly for Z/D <3 and h also increased but this was not a practical design due to the excessive pressure loss.

NOMENCLATURE

\begin{center}
\begin{tabular}{|l|l|}
\hline
A & Impingement hole porosity = [(π/4)D3]/X2 \\
D & Impingement air hole diameter \\
C_d & Discharge coefficient \\
G & Coolant mass flux \\
h & Heat transfer coefficient (HTC) \\
I & Cross-flow interference parameter \\
k & Thermal Conductivity \\
L & Test plates metal wall thickness \\
m' & Coolant mass flow rate per hole \\
\nu & Number of impingement hole/unit surface area \\
N & Number of upstream rows of impingement holes \\
Nu & Nusselt Number (hD/\kappa) \\
\Delta P & Impingement wall pressure loss \\
P & Coolant supply static pressure (approx. 1bar) \\
q' & Heat flux \\
R & Gas constant for air (287) \\
\hline
\end{tabular}
\end{center}

INTRODUCTION
Gas turbine (GT) combustor and turbine blade and nozzle metal walls operate in hot gas flow temperatures well above the metal melting point. The metal surface temperature is kept below the point of loss of strength by a combination of ceramic insulation, internal air cooling systems and external film cooling. Impingement cooling is one of the most common systems of internal air cooling [1] and has complex aerodynamics when used in the absence of associated film or effusion cooling, which are the subject of this conjugate heat transfer (CHT) computational fluid dynamics (CFD) investigation.

Cooling the combustor using wall backside regenerative impingement cooling is necessary in ultra-low NOx gas turbine combustors, as any air for film cooling is air not available for the low NOx primary zone which means that the primary zone operates hotter with higher NOx emissions [2]. Regenerative cooling of low NOx combustors has been adopted in industrial gas turbines [3] as part of ultra-low NOx combustor designs. Regenerative combuster cooling is the main application of the present work and the geometry and coolant flow rate studied are for this application.

Increasing the thermal efficiency of gas turbines with higher operating temperatures is reliant on more effective cooling of metal.
surfaces. The use of impingement air jet cooling technologies in GTs has been characterized by high heat transfer rates with better cooling effectiveness [4-6]. A feature of impingement cooling is the outflow from the impingement gap, as shown in Fig.1, which increases in velocity with distance along the gap. The ratio of the impingement gap Z, to impingement air hole diameter D (Z/D) is a key impingement heat transfer parameter, as it controls the jet velocity at the impingement wall as well as the crossflow velocity. As the gap size changes, both the jet velocity \( U_j \) on the impingement wall and the velocity of the cross flow \( U_c \) in the gap will change. However, experimental evidence shows that impingement heat transfer is relatively weak function of Z/D for Z/D < ~4 [1, 3-17].

One feature of impingement heat transfer that is difficult to understand is the influence of crossflow, shown schematically in Fig. 1. Although maximum heat transfer at the impingement points is observed, the additional effect of crossflow would be expected to increase the heat transfer over the entire plate surface. This is not the case in practice, as with high X/D or high impingement jet velocities the heat transfer deteriorates with axial distance [1, 5-11]. The crossflow velocity is inversely proportional to Z/D and so the adverse effect of crossflow on impingement heat transfer ought to be small when Z/D is high. However, this is not the case experimentally [9-11] and the present work was undertaken to better understand the influence of crossflow on impingement heat transfer. This crossflow effect limits the application of impingement cooling in gas turbine combustor wall cooling [3, 18], where longer cooling distances are used compared with turbine blades.

Several experimental investigations have shown that Z/D has little or no effect on the target wall heat transfer at low Z/D and there is a critical Z/D beyond which increases in Z/D lead to a reduction in heat transfer [10-11]. Andrews and Hussain [5] showed that flow maldistribution (an unequal distribution of coolant air mass flow in the jet holes, due to the pressure gradient in the impingement gap) becomes very important for the conditions where impingement jet deflections are likely to be significant. Varying the impingement gap also contributes to the influence of flow maldistribution as a result of the crossflow effect controlling the pressure loss along the impingement cooled duct.

![Fig.1: Multijet Impingement cooling geometry showing the coolant outlet direction crossflow](image)

**REVIEW OF LITERATURE**

**Impingement Gap to Diameter Ratio Z/D**

Freidman and Mueller [10] found that the impingement heat transfer coefficient, \( h \), depended on Z/D. Decreasing the jet diameter D at the same Z/D results in an increase in X/D and higher impingement jet velocities for the same G. For this same Z/D there is a smaller impingement gap Z and higher crossflow velocities [7] which gives more interaction with the impingement jets and greater reduction in heat transfer with axial distance. This shows that Z/D is not the most important impingement cooling design parameter. Huang [11] showed that for small Z/D, the \( h \) did not show any significant changes. Hollworth and Berry [12] showed that impingement heat transfer had little change in \( h \) for Z/D < 5. Haung [11] found an increase in \( h \) for increased Z/D without crossflow at constant jet Reynolds number. Saad et al. [13] found that \( h \) increased with Z/D, which is contrary to most other investigators.

Andrews et al. [15] reviewed the influence of Z/D on \( h \) for 1 < Z/D < 10 [15] and 1 < Z/D < 6 [1], they concluded that for an X/D of 11 Z/D had little influence on \( h \) up to a Z/D of 6. For higher Z/D \( h \) decreased slowly with increase in Z/D. The Z/D effect at variable Z and constant D was dominated by the influence of X/D. A greater effect on \( h \) was found for constant Z with variable D, which was primarily because this was achieved at constant X and hence the impingement X/D was decreased as D increased, which reduced the impingement jet velocity for the same G [17]. The impingement jet deflection was small as a result of the crossflow effect at large Z/D. With a smaller Z/D of 1.6 at constant X/D, crossflow was not a major factor due to the higher jet velocities [5].

Abdul Husain and Andrews [5] investigated the axial variation of the impingement heat transfer coefficient on the centreline between the impingement holes using a hot metal wall test rig. The results showed that for Z/D > 2, \( h \) decreased downstream of the impingement cooled wall due to the influence of the crossflow. For small Z/D the crossflow was greatest and this created the highest pressure loss along the impingement gap. This pressure loss can then create a flow maldistribution between the impingement holes. This is also influenced by the X/D as this controls the impingement jet velocity and impingement wall pressure loss. An X/D of 5 was found to be the smallest X/D at which flow maldistribution was small at practical Z/D values. This was the geometry studied in the present work and Z/D was varied so that flow maldistribution occurred at low Z/D < 2 and was not significant at Z/D > 4 [5].

The effect of flow maldistribution is to increase the heat transfer at the trailing edge of the impingement gap, whereas with no flow maldistribution the heat transfer decreased with axial distance along the gap. The experimentally observed trends for Z/D were investigated using conjugate heat transfer CFD, in order to understand better the complex influence of Z/D. The other objective of the work was to show that conjugate heat transfer CFD could predict metal temperatures and heat transfer coefficients in hot wall experiments and hence be reliably applied to engine predictions.
Effects of Crossflow

Jets impinging on the opposite target wall are deflected by the crossflow, which reduces $h$. Metzger and Korstad [15] reported that square arrays of circular jets impinging on a plane surface, which are constrained to exhaust on one side of the array only, as shown in Fig.1, results in a crossflow in the gap which increases in magnitude with distance along the gap. This crossflow interacts with the impingement jets with two effects dependent on the $X/D$ and $Z/D$ [1, 5, 8, 15, 17]. At low $X/D$, which gives a low impingement wall pressure loss, there is a flow maldistribution set up between the first and last holes in the impingement gap [12] and this results in $h$ increasing with distance along the gap [17]. At high $X/D$, which gives high impingement jet pressure loss and high jet velocities, there is little flow maldistribution but the heat transfer is deteriorated by the crossflow in the downstream direction [8]. The present work investigates impingement heat transfer at $X/D = 4.7$ where the two effects of crossflow can be generated by varying the $Z/D$.

Chance [8] showed that the geometrical influence of the crossflow in the absence of flow maldistribution could be correlated by the parameter $I_c$, defined by Eq.1, which Andrews and Hussain [5] showed was related to the design parameters of impingement cooling $X/D$, $Z/D$ and to the number of upstream rows of holes, $N$. The decline in $h$ with axial distance along $Z$ was correlated for $X/D > 4$ (no flow maldistribution) by Chance [8] and converted by Andrews and Hussain [5] into Eq. (2).

$$I_c = \frac{G Z}{G_j D} = \frac{\rho u Z}{\rho u J D} \approx \frac{u Z}{u J D} = \frac{NAX}{D} = \frac{\pi ND}{4X}$$

(1)

$$Nu/N_{uo} = 1 - 0.185 ND/X$$

(2)

Eq. 2 shows that the deterioration of $h$ with axial distance is a linear function of the number of upstream rows of impingement jets, $N$, and inversely proportional to $X/D$.

Review of impingement Cooling CFD Investigations

The complex recirculation in the impingement gap and the interaction between adjacent jets on the target surface presents a challenge for CFD predictions of multi-row impingement cooling with single sided exit. Jet impingement with crossflow for a flat target wall with single sided exit was predicted by Bailey et al. [19] for a small number of impingement holes. Previous CFD investigations directed at the cross flow effect have not used a large number of upstream holes. The distribution of heat transfer coefficient $h$, on the target surface have been well predicted in agreement with liquid crystal based experimental measurements [19, 20]. Both unstructured [21] and hybrid [22] grids have been used depending on the geometry.

Andrews et al. [23] computed the internal aerodynamics and turbulence interactions and surface averaged $h$ with a relatively coarse grid and k-ε turbulence model. Only CFD was used, with no internal wall conduction effects. A 100 kW heat flux was modelled and the surface averaged heat transfer coefficients were predicted. This work showed the complexity of the aerodynamics in the impingement gap and had reasonable agreement with surface averaged experimental results for $h$. This showed that the influence of crossflow was the convection of surface turbulence downstream of the impingement point and the generation of flow and turbulence on the impingement jet surface. El-Jummah et al. [24] used CFD/CHT to predict the same geometry using structured grids with a much finer grid and with CHT. The aerodynamics were similar to those with the coarser grid. The CHT enabled the thermal gradients in the wall to be predicted and the overall cooling effectiveness.

The authors have used CHT/CFD to predict various configurations of impingement cooling for a constant $Z$ of 10mm, for which a range of experimental results for hot metal wall rigs are available [7, 14, 25, 26] and further experimental results are presented in the present work. The experimental results for the surface averaged heat transfer coefficient, $h$, used the transient cooling method of Abdul Hussain et al. [7, 14]. The present CFD procedures have been used previously [24, 27-31] to predict the experimental results of Abdul Hussain et al. [7, 14] with good agreement with the experimental $h$. This work was mainly for a constant $Z$. The influence of $Z/D$ has been predicted previously based on 100kW heat flux and the wall temperature distribution was predicted [24]. In the present work the conditions of the experimental measurements of $h$ were modelled rather than the hot wall cooling effectiveness as in the previous work [24].

IMPINGEMENT COOLING GEOMETRIES MODELLED

This work was undertaken to understand in more detail the aerodynamic and heat transfer interactions of varying $Z/D$ with a constant $D$ of 3.27mm. The geometries investigated are summarised in Table 1 and were a square array of 10x10 impingement jet cooling holes with $Z/D$ varied from 0.76 - 6.42 at constant $X/D$ of 4.7. The wall thickness was 6.35mm.

<table>
<thead>
<tr>
<th>$Z/D$</th>
<th>6.42</th>
<th>4.89</th>
<th>3.67</th>
<th>3.06</th>
<th>2.14</th>
<th>1.22</th>
<th>0.76</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z$ mm</td>
<td>21.0</td>
<td>16.0</td>
<td>12.0</td>
<td>10.0</td>
<td>7.0</td>
<td>4.0</td>
<td>2.5</td>
</tr>
<tr>
<td>D mm</td>
<td>3.27</td>
<td>3.27</td>
<td>3.27</td>
<td>3.27</td>
<td>3.27</td>
<td>3.27</td>
<td>3.27</td>
</tr>
<tr>
<td>X mm</td>
<td>15.2</td>
<td>15.2</td>
<td>15.2</td>
<td>15.2</td>
<td>15.2</td>
<td>15.2</td>
<td>15.2</td>
</tr>
<tr>
<td>$n$ m$^{-2}$</td>
<td>4306</td>
<td>4306</td>
<td>4306</td>
<td>4306</td>
<td>4306</td>
<td>4306</td>
<td>4306</td>
</tr>
</tbody>
</table>

A fixed coolant mass flux $G$ of 1.93 kg/sm$^2$ was used as this corresponds to combustor wall cooling using regenerative cooling. All the combustor air flow is used first to cool the wall before entering a low NOx combustion chamber and for typical combustor geometries that gives a $G$ of about 2 kg/sm$^2$bar. The pressure loss at this flow rate at high $Z/D$ was 2.0% and this is at the upper end of the allowable pressure loss, if there is to be sufficient pressure loss left for the low NOx combustor. The impingement hole flow velocity, $V_j$, and the crossflow velocity at the duct exit, $V_c$, are given in Table 2. The impingement hole Re was 9,100. Andrews and Hussain (1) have previously investigated the influence of $Z/D$...
Table 2 Flow Conditions for a Fixed G of 1.93 kg/sm$^2$bar

<table>
<thead>
<tr>
<th>Z/D</th>
<th>6.42</th>
<th>4.89</th>
<th>3.67</th>
<th>3.06</th>
<th>2.14</th>
<th>1.22</th>
<th>0.76</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_j$ (m/s)</td>
<td>43.4</td>
<td>43.4</td>
<td>43.4</td>
<td>43.4</td>
<td>43.4</td>
<td>43.4</td>
<td>43.4</td>
</tr>
<tr>
<td>$V_c$ (m/s)</td>
<td>95.7</td>
<td>59.8</td>
<td>34.2</td>
<td>23.9</td>
<td>19.9</td>
<td>15.0</td>
<td>11.4</td>
</tr>
<tr>
<td>$V_j/V_c$</td>
<td>0.5</td>
<td>0.7</td>
<td>1.3</td>
<td>1.8</td>
<td>2.2</td>
<td>2.9</td>
<td>3.8</td>
</tr>
</tbody>
</table>

for an impingement jet wall with X/D of 11 and higher jet Re, using the same equipment as in the present work shown in Fig. 2, but with a steady state method for measuring h.

The coolant mass flow is related to the flow pressure loss across the impingement holes by the basic orifice plate mass flow equation, as in Eq. 3.

\[
m' = C_d A_h (2\rho \Delta P)^{0.5} \tag{3}\]

where \(m'\) is the coolant mass flow, kg/s

\(A_h\) is the hole flow area, m$^2$

\(C_d\) is the hole discharge coefficient

\(\rho\) is the upstream air density

\(\Delta P\) is the static pressure loss across the hole

Eq. 3 can be rearranged into Eq. (4)

\[
G = 10^7 C_A A \left[(2/RT)(\Delta P/P)\right]^{0.5} \text{ kg/sm}^2\text{bar} \tag{4}
\]

where \(A = \text{porosity} = \pi/[4(X/D)^2]\)

\(R = \text{gas constant for air, 287.04 J/kgK}\)

\(T = \text{coolant air temperature, K}\)

\(\Delta P/P = \text{pressure loss as a % of the upstream absolute pressure}\)

Eq 4 enables the flow conditions at atmospheric pressure to be related to those at any pressure.

The expression in Eq. 4 of the coolant mass flow G per surface area of the wall is proportional to the mean velocity over the entire surface area to be cooled. Eq. 5 gives the relation between G and the mean surface velocity, V, over the impingement wall total surface area cooled by impingement cooling, \(A_w\), which for a square array of holes is \(X^2\).

Mean surface velocity \(V = m' / (\rho A_w) = m' RT / PA_w\)

Thus \(V/RT = m'/PA \text{ kg/(sm}^2\text{Pa})\)

\(V 10^5/(RT) = m'/PA \text{ kg/(sm}^2\text{Bar}) = G\) \tag{5}

Eq 5 gives for a G of 2 kg/sm$^2$bar a mean surface velocity at 700K coolant temperature of 4.0 m/s. The use of the coolant mass flow in terms of G enables the results at atmospheric pressure to be applied at engine pressures for the same coolant velocities. With impingement cooling the air velocity in the holes is defined by G and the hole area and is constant irrespective of the pressure.

**EXPERIMENTAL METHODOLOGY**

The experimental equipment [7, 14, 25, 26] is shown in Figure 2 and consists of an air supply to a thermally insulated plenum chamber feed to the impingement holes. The 152mm square Nimonic-75 impingement jet wall was bolted to the plenum chamber exit flange. Nimonic-75 is a common combustor metal material, which was the reason for its choice as the test walls. An impingement gap Z of 10 mm was set using a PTFE spacer flange, which formed a one sided exit channel. The PTFE spacer has a low thermal conductivity and this minimized the transfer of heat between the two metal walls. The target wall was also Nimonic-75 and was 6.35mm thick. The impingement gap, Z, was varied by varying the thickness of the PTFE spacer flange.

The impingement jet wall and the target surface were instrumented with grounded junction mineral insulated Type K thermocouples that were brazed into the walls with the thermocouple tip flush with the jet wall discharge surface and the target wall impingement duct surface. The thermocouples were spaced on the centreline between the impingement jet holes at 25mm intervals from the start of edge of the test section. These were furthest from the point of impingement jet impingement and hence measured the highest temperature. Conduction in the metal wall was high (low Biot number, <0.1) and the wall temperature was locally uniform around each thermocouple, which measured the mean wall temperature. The CHT/CFD predictions confirm that the wall temperature was uniform local to each impingement jet.

The metal wall was heated electrically to about 80°C and then the coolant was initiated and the fall in temperature of the wall recorded for all 6 imbedded thermocouples. The cooling is a first order process and the time constant is proportional to the surface averaged heat transfer coefficient, \(h\), as shown in Eqs. 6 and 7. The temperature of each thermocouples was recorded and Eq. 6 was plotted with \(dT/dt\) determined over 5s intervals. The slope of the line was the time constant and this was reproducible in repeat tests to better than +/- 5%. All the terms in Eq. 7 are fixed by the Nimonic material properties and the area of the test wall so that \(h\) was the unknown.

![Figure 2](image-url)
\[ T_w - T_c = \tau \frac{dT_w}{dt} \quad (6) \]

where \( \tau = \frac{mC}{hA_p} \quad (7) \)

Also, the pressure loss from the air plenum to the exit duct wall downstream of the last impingement hole was measured based on Eq. 4. This was a key experimental measurement that had to be predicted well if the aerodynamics of the flow inside the impingement holes and the gap were correct. The experimental method gives no spatial resolution of \( h \) over the surface, but it gives reliable locally surface averaged \( h \). This experimental technique has been shown to agree with other methods of measuring \( h \) in the literature for the same impingement geometry (1, 7, 14, 25, 26).

**CFD METHODOLOGY**

The symmetrical section that was modelled at each \( Z/D \) is shown in Fig. 3. The computational grid geometry is shown in Fig. 4 using the ANSYS ICEM CFD meshing. This symmetrical [28, 29] approach was applied for the prediction of the GT cooling systems that have been experimentally investigated using the experimental test rig of Fig. 2. The number of cells in the impingement gap, \( Z \), varies as \( Z \) changes with an increased number of cells for larger values of \( Z \). The cell size \( \xi \) in the impingement gap was varied because of the differences in the impingement gap Reynolds number, \( Re \), as the duct flow hydraulic diameter changes with \( Z \).

**PREDICTED FLOW-MALDISTRIBUTION**

A feature of impingement cooling with single sided exit from the gap, as shown in Fig. 2, is that the pressure loss generated by the cross-flow can be significant in relation to the impingement wall pressure loss and this then generates a flow-maldistribution. Increasing \( Z/D \) at constant \( D \) decreases the cross-flow and this impact of crossflow was the major factor studied in the present work. El-jummah et al. [28] have investigated the flow maldistribution effect of the crossflow for a fixed \( Z \) and variable \( D \) at constant \( X \). This varied \( X/D \) from 1.9 – 11.0 with a \( Z/D \) variation of 1.2 – 7.3. This did not change the crossflow mean velocity and hence varied the impingement wall pressure loss at fixed crossflow pressure loss. This showed that flow maldistribution in the crossflow direction was small for the present \( X/D \) of 4.7 and \( Z = 10 \text{mm} \) (\( Z/D \) 3.1). If the impingement wall pressure loss was reduced by reducing \( X/D \) (larger \( D \)) then the flow maldistribution increased.

The crossflow effect was investigated in the present work at \( X/D = 4.7 \) by increasing the crossflow velocity by reducing \( Z \) or decreasing the crossflow velocity by increasing \( Z \). This directly changed the crossflow velocity at constant impingement jet velocity. Another way of varying \( Z/D \), keeping both \( X/D \) and \( Z \) constant is to vary the number of holes, \( n \), at constant \( Z \) [33]. The authors have varied \( n \) from 1,076 – 26,910/m^2 at an \( X/D \) of 4.7 and the range of \( Z/D \) was 1.5 – 7.7. This did not cause a major change in the flow maldistribution as the crossflow and impingement jet relative pressure loss were not changed. At all \( Z/D \) the flow maldistribution from the mean flow per hole was -8% at the first hole to +8% at the last hole over the same 152mm axial distance. This previous work showed that the flow maldistribution was controlled by the absolute value of \( Z \) which controlled the mean crossflow velocity and that \( Z/D \) was not the controlling parameter.
The present flow-maldistribution predictions for the range of $Z$ in Table 1, were made based on the mass flow derived from the mean velocity in each hole at the midpoint of the hole length. Fig. 5 shows the ratio of the hole velocity to the mean velocity for all 10 rows of holes, $V_j$, for the 10 holes in the impingement array. The 10mm gap, $Z/D = 3.06$, was a limiting condition with flow maldistribution at $\pm 10\%$ for $Z/D$ of 3.06 or higher and very significant flow maldistribution for lower $Z/D$. For $Z/D$ of 3.06 the total maldistribution of coolant mass flow between the last hole and the first was 16%, which is in good agreement with 1D flow predictions [27].

The action of the flow maldistribution will be shown to increase the downstream heat transfer and decrease the upstream heat transfer. However, the absence of flow maldistribution by using a large $Z$ will be shown to result in reduced surface averaged heat transfer, as shown by Chance [8]. This was due to the reduction of the impingement velocity of the original jet fluid on the cooled wall as $Z$ becomes larger.

**PREDICTED IMPINGEMENT GAP AERODYNAMICS**

The predicted streamlines for the flow after the hole outlet and in the gap are shown in Fig. 6 for the baseline $Z$ of 10mm, $Z/D = 3.06$. For the second hole in the impingement hole array in Fig. 6a the aerodynamics are not significantly influenced by the crossflow as there is only one upstream row of holes. The flow patterns show the impingement jet hitting the target surface directly below the impingement jet and then interacting with adjacent impingement jets on the surface to produce a reverse flow on the centreline of the square array of holes, which is the corner region in Fig. 6a. The crossflow velocity increases, as more impingement holes feed air into the crossflow, and is at a maximum just upstream of the last hole. The aerodynamics at hole 9 are shown in Fig. 6b and this shows that the crossflow deflects the reverse flow jet, which is inline with the crossflow, as well as deflecting the impingement jet. At higher $Z$ the crossflow velocity decreases and this decreases the deflection of the impingement jet, but the deflection of the reverse flow jet was still significant.

**Figure 6** Impingement gap predicted velocity (m/s) streamlines for $Z/D$ of 3.06, $Z$ of 10mm

The profiles of turbulent kinetic energy on the centreline of the impingement jets are shown in Fig. 7 (LHS) as a function of $Z/D$. This shows the concentration of turbulence in the shear layer at the edge of the jets for large $Z/D$. At low $Z/D$ the flow maldistribution results in most of the turbulence being associated with the downstream jets that have a higher jet mass flow and jet velocities. At large $Z/D$ the deflection of the impingement jets by the crossflow is clearly seen in the turbulent kinetic energy distribution, which is convected downstream by the crossflow.
Figure 8 Comparison of the predicted and measured pressure loss as a function of Z/D for $G = 1.93 \text{ kg/sm}^2$.

Figure 9 Predicted pressure loss as a function of the hole number along the impingement gap.

The surface heat transfer is controlled by the surface distribution of turbulence and the predictions of this for all the Z/D modelled are shown in Fig. 7. This also shows the strong influence of the flow maldistribution at low Z/D, with most of the high turbulence regions in line with the downstream jets, which have the higher mass flow. At Z/D of 3.7 or higher the peak turbulence is inline with the impingement jets at the upstream part of the test wall. Much lower surface turbulence was predicted in the downstream portion of the test wall, where the jet turbulence is deflected and turbulence only occurred in the downstream portion of the jet. Thus there is less surface covered with high turbulence and this results in lower heat transfer.

Figure 10 Comparison of Z/D predicted and experimental surface average HTC $h$ for target and impingement walls.

(a) Smaller range of Z/D at fixed $G = 1.93 \text{ kg/sm}^2$.

(b) Larger range of Z/D at fixed $G = 1.93 \text{ kg/sm}^2$.

Figure 11 Comparison of Z/D predicted and experimental $X^2$ average HTC $h$ on the target wall at constant X/D and $G$.
**COMPARISON OF THE MEASURED AND PREDICTED PRESSURE LOSS**

The overall impingement wall pressure loss was measured and predicted as the static pressure difference between the air supply plenum chamber in Fig. 2 and the impingement jet wall well downstream of the last hole, but before the exit plane. The location of the static pressure at the discharge plane was on the centreline between the impingement jet holes, where the static pressure recovery in the expansion of the last impingement jet had occurred. The predicted and measured pressure loss are compared in Fig. 8. The agreement is very good for Z/D > 3, but there was a slight under prediction for lower Z/D where the crossflow velocity was highest. The good agreement in predicted pressure loss shows that the predicted aerodynamics must be adequately predicted as these dominate the pressure loss.

The axial variation of the pressure loss was predicted using the plenum chamber static pressure as reference and the static pressure predicted at the centreline between the jets on the impingement jet wall. These predicted results are shown in Fig. 9 as pressure loss as a function of the hole number. This shows that where there is a significant flow maldistribution predicted for Z/D < 3, there is an axial variation of pressure loss, which was very large at the lowest Z/D. At Z/D > 3 there was little or no axial variation of the pressure loss along the crossflow gap.

At large Z/D the pressure loss at G = 1.93 kg/sm²bar was 2.0% and this is about the maximum that could be allocated to the regenerative backside combustor wall cooling in a low NOx combustor. A lower pressure loss would be preferable and this would require a lower X/D.

**HEAT TRANSFER COEFFICIENT, \( h \)**

The surface averaged heat transfer coefficient, \( h_{ave} \), measurement and predictions are compared in Fig. 10. The measured \( h_{ave} \) was the mean of the six local surface average heat transfer thermocouple responses. The agreement of the measurements with the predictions was excellent and within the +/-5% error band of the measurements. This indicates that the CHT/CFD computational procedures for the surface averaged heat transfer were good. Fig. 10 shows that \( h_{ave} \) decreased as Z/D increased, but in the range of Z/D 1-3 there was only a small decrease of 5%.

This relatively low influence of Z/D was also shown experimentally by Andrews and Hussain [1] for four sided exit flow, where for an X/D of 2.9 the Z/D dependence was an exponent of -0.14. In the present work this Z/D dependence would give a reduction in \( h_{ave} \) from 450 W/m²K at Z/D of 1 as shown by the trend line [1] in Fig. 10. and are in good agreement with the experimental results up to a Z/D of 4 and then the predictions are a little high.

The axial variation of the locally X² surface averaged heat transfer is compared with the predictions in Fig. 11. The agreement was good at all Z/D apart from the smallest Z/D of 0.76, where the predictions were lower than the measurement, but the effect of flow maldistribution on the local heat transfer was well predicted. The trend for Z/D of 3.06 or higher is that the locally surfaced averaged heat transfer coefficient decreased with axial distance, due to the adverse influence of crossflow. At lower Z/D the flow maldistribution that resulted from the higher crossflow resulted in higher heat transfer in the downstream part of the crossflow.

The predicted surface distribution of the Nu is shown in Fig. 12 (left) for the impingement jet target surface and in Fig. 12 (right) for the impingement jet hole surface. The predicted Nu distribution on the target surface is very similar to the predicted surface distribution of turbulent kinetic energy in Fig. 10 (right). This shows that the heat transfer on the target surface is controlled by the generation of turbulence by the impingement jets. Fig. 12 also shows the same trends as for the locally surface average heat transfer in Fig. 11. At low Z/D the flow maldistribution leads to higher coolant air mass flow in the downstream jets with associated higher heat transfer. For Z/D>2 the reverse trend occurs with higher heat transfer by the initial holes and lower heat transfer downstream. For a Z/D of 6.4 the downstream impingement jets do not reach the target surface and the peak heat transfer is very low compared with lower Z/D.

The heat transfer due to the reverse flow jets on the impingement jet hole surface in Fig. 12 is –ve as it is heat transfer in the opposite direction to that on the target surface, this surface is being heated by the reverse jet flow rather than cooled. The peak Nu is about a third of the peak Nu on the target surface. The predicted high Nu at the impact of the reverse flow jet on the centre point of each group of four impingement holes is shown in Fig. 12 at all Z/D. The impact of the crossflow is predicted to be a strong deflection of the reverse flow jet by the crossflow, so that the point of high Nu on the jet wall moves downstream. Fig. 12 shows for a Z/D of 3.06 and higher only 7 reverse jet flow impact points for the 10 rows of holes, due to the action of the crossflow. The deflection of the reverse flow jet by the crossflow is shown in Fig. 6.
The present predictions are compared in Fig. 13 with literature measurements for similar Z/D for surface averaged predictions and measurements. In addition to the good agreement with the results of Abdul Husain and Andrews [25] there is very good agreement with the results of Obot and Trebold [16]. The other results are below the predictions due to differences in X/D.

**DIMENSIONLESS TEMPERATURE PREDICTIONS**

The distribution of dimensionless gas temperatures, $T^*$, as defined in Eq. 7, are shown in Fig. 14.

$$T^* = \frac{(T - T_w)}{(T_w - T_e)}$$  

Fig. 14 also shows the distribution of the temperature in the wall and for this the wall temperature in Eq. 7 is replaced by the heated wall surface temperature, $T_w$. Fig. 14 shows in the planes between the impingement jets, a clear depiction of the heated reverse flow jets and the deflection of these jets by the crossflow.

Fig. 14 shows that for Z/D > 3.06 the reverse flow jets do not reach the impingement jet wall and in the worst case at Z/D = 6.42 the heated coolant remains in the vicinity of the cooled wall, giving a poor convective heat transfer, as shown in Figs. 11b and 12. At high Z/D Fig. 14 shows that the heating of the coolant is confined to the reflected jet. However, as Z/D is reduced this heating is transferred to the higher velocity crossflow and the whole crossflow takes part in the removal of heat. This is why the heat transfer is so high at low Z/D and when the flow maldistribution is added this gives extremely high convective heat transfer in the downstream portion of the target wall, as shown in Fig. 11a.

**SURFACE DISTRIBUTION OF TEMPERATURE**

The predicted dimensionless surface distribution of the target wall temperature is shown in Fig. 15 for a range of Z/D at $G = 1.93$ kg/sm$^2$bar. These predictions include the conjugate heat transfer by conduction inside the metal wall. The result of the internal conduction is for there to be much lower metal temperature gradients than gradients in heat transfer coefficient and Nu in Fig. 12 (left). For example for a Z/D of 3.06 in the leading edge region, the axial surface gradient in Nu is at least +/- 30% of the mean Nu and the gradients in T* at the same location is only +/- 3% of the mean. This is a reduction of a factor of 10 in the metal temperature gradients compared with the convective heat transfer surface gradients.
Fig. 15 shows that in addition to the metal temperature gradients in the vicinity of each impingement point, there is a temperature change of similar magnitude along the length of the impingement gap. This corresponds to the change with distance of the locally surface averaged heat transfer coefficient in Fig. 11. The $X^2$ surface averaged $T^*$ are shown as a function of the hole number in Fig. 16. This shows that the significant axial gradients in locally surface averaged heat transfer coefficients result in smaller surface averaged temperature gradients in the metal target wall.

Fig. 16 shows a quite different axial profile for the smallest impingement gap, where the flow maldistribution was very significant as shown in Fig. 5. The locally surface averaged $T^*$ gradients with hole number are similar to those for the locally surface averaged $h$ in Fig. 11. For the $Z/D$ of 3.06 the deviation from the whole surface averaged condition is +/- 15% for both $T^*$ and $h$. Thus these relatively long distance surface temperature difference are controlled by the axial gradients in surface averaged heat transfer coefficients and not by internal wall conduction. However, local to each impingement point the large local gradients in $h$ and $Nu$ are greatly reduced by internal wall conduction.

CONCLUSIONS

Experimental and numerical investigations were carried out on impingement jet cooling, for variable gap to diameter ratio $Z/D$ ranging from 0.76 - 6.42 with varied $Z$, constant $D$ and constant mass flux $G$ of 1.93 kg/sm²bar, which is typical of G for regenerative backside cooling of gas turbine combustors. This is the cooling geometry relevant to reverse flow cylindrical combustors with low NOx burners, where air used for film cooling increases the NOx. The geometries investigated were for 10×10 square arrays of impingement jet cooling holes at constant diameter $D$ and pitch $X$, hence constant $X/D$ ratio.

Conjugate heat transfer (CHT) computational fluid dynamics (CFD) were applied to the same geometries. The predicted CFD results agreed with the measured pressure loss, which indicates that the predicted aerodynamics were good. Also, the locally $X^2$ and overall surface average heat transfer coefficients (HTC) $h$ were well predicted, apart from at the lowest $Z/D$.

High flow maldistribution between the 10 rows of impingement jets was predicted to occur for $Z/D$ below 3.06, where the flow maldistribution was > +/-10%. The action of the flow maldistribution was shown to increase the downstream heat transfer and decrease the upstream heat transfer, as found experimentally. However, the absence of flow maldistribution by using a large $Z$ was shown to result in reduced surface averaged heat transfer. This was due to the reduction of the impingement velocity of the original jet fluid on the cooled wall as $Z$ becomes larger.

In the planes between the impingement jets, there is a reverse flow jets that is heated by the target wall heat transfer. This reverse flow jet is strongly deflected by the crossflow. For $Z/D$ >3.06 the reverse flow jets do not reach the impingement jet wall and in the worst case at $Z/D$ = 6.42 the heated coolant remains in the vicinity of the cooled wall, giving a poor convective heat transfer. At high $Z/D$ the heating of the coolant was confined to the reflected jet.
However, as Z/D was reduced this heating was transferred to the higher velocity crossflow and the whole crossflow takes part in the removal of heat. This is why the heat transfer is so high at low Z/D and when the flow maldistribution is added this gives extremely high convective heat transfer in the downstream portion of the target wall.
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