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This work deals with the energy management of belt conveyor systems (BCS) under various demand-

side management (DSM) programmes. The primary objective of this work is to model the energy

consumption and energy related cost of operating troughed belt conveyor systems under different

electricity pricing tariffs. This research is motivated by the increasing need for energy efficiency and

energy cost reduction in the operation of BCS. This is as a result of technological improvements in

BCS technology leading to increasingly longer belts being commissioned and as a result of rapidly

rising electricity costs.

An energy model derived from established industry standards is proposed for long conveyors. The

newly proposed model uses a first-order partial differential equation (PDE) in order to capture the

state of material on the belt. This new model describes the conveyor’s power requirement using

an equation with two parameters. A system identification set-up involving a recursive parameter

estimating algorithm is simulated for measurements with varying degrees of noise. The results show
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that the proposed model estimates conveyor power and material delivered by long conveyors more

accurately than the existing steady-state models.

Downhill conveyors (DHCs) are important potential energy sources that can be tapped to improve the

overall energy efficiency of BCSs. A generic optimisation model that is able to optimally schedule three

configurations of BCS with DHC is proposed. The economic assessment of implementing dynamic

braking and regenerative drives technology on downhill conveyors is undertaken with the help of the

model. The assessment shows that combining regenerative drives and optimal operation of BCS with

DHC generates energy savings that give attractive payback period of less than 5 years.

A chance-constrained model predictive control (cc-MPC) algorithm is proposed for scheduling belt

conveyor systems with uncertain material demand on the output storage. The chance-constraints are

based on the modelling of material demand by a sum of known mean demand and, zero-mean and

normally distributed random component. The cc-MPC algorithm is shown to produce schedules that

give a smaller number and smaller magnitude of storage limit violations compared to normal MPC and

chance-constrained optimal control algorithms. An equation that gives the amount of effective storage

required to meet storage constraints for a given value of standard deviation is established.

The optimal scheduling of BCS under the real-time pricing (RTP) tariff is considered. This study

develops a methodology for establishing the economic value of price forecasting schemes for loads

capable of load-shifting. This methodology is used to show that the economic benefit obtained from

a forecast is highly dependent on the volatility of the electricity prices being predicted and not their

mean value. The methodology is also used to illustrate why the commonly used indices mean absolute

percentage error (MAPE) and root mean square error (RMSE) are poor indicators of economic benefit.

The proposed index using Kendall’s rank correlation between the actual and predicted prices is shown

to be a good indicator of economic benefit, performing far better than RSME and MAPE.
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CHAPTER 1 INTRODUCTION

Belt conveyor systems (BCSs) are a widely used versatile means of transporting bulk material. These

systems are made-up of a series of conveyors, feeders and storages. Technological advances are

leading to increasingly long conveyors being commissioned. Thus, conveyance is becoming more

energy intensive. This together with increasingly expensive and sophisticated electricity tariffs makes

it necessary to implement energy efficient technologies and to optimally schedule the operation of belt

conveyors so as to minimise energy cost. This thesis focuses on the optimal scheduling of belt conveyor

systems in order to reduce energy costs. The research-work advances knowledge in energy management

of BCS operating under time-based demand-side management (DSM) programmes.

1.1 MOTIVATION

Figure 1.1 shows an overview of the issues motivating the work undertaken in this thesis. Figure

1.1 shows a BCS applied within an industrial process. The BCS transports bulk material coming out

Optimiser
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*B S model
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system

*Downhill
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Figure 1.1. A summary of the issues motivating the research work in the thesis.
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CHAPTER 1 INTRODUCTION

of up-stream processes and feeds it into down-stream processes. In the case of a lime stone mine

supplying a cement factory, the up-stream processes include mining and crushing, while some of the

down-stream processes are blending and heating in the kiln. Figure 1.1 shows that a schedule computed

by the optimiser controls the operation and, hence, the energy consumption of a BCS, while taking

the electricity price information into account. The availability of input material to the conveyor and

the requirement for output material to be delivered by conveyors is dictated by up- and down-stream

processes, respectively. In practice, these amounts of material can be uncertain depending on the

nature of up- and down-stream processes involved. Therefore, scheduling algorithms able to handle

uncertainty of bulk material flow are necessary.

Depending on the BCS drive technology, the schedule controls the BCS by either switching the belt

on/off or varying the belt speed and feed-rate. The use of variable speed drives (VSD) in place of

fixed speed drives has been studied and implemented extensively with the aim of improving energy-

efficiency. Other less studied emerging options for improving efficiency is the use of regenerative drives

on downhill conveyors. A better understanding and modelling of BCSs that incorporates regenerative

drives is required.

The current trend of electricity market deregulation ushers in the use of demand-side management

(DSM) programmes where electricity prices change in-order to regulate demand. Many of these DSM

programmes use time-based electricity prices and some incentivise small generators to sell power to

the grid. The variability of time-based prices ranges from seasonal to hourly price changes such as the

real-time price (RTP) tariff. There is a need to further explore the scheduling of conveyor-belts under

these new tariffs.

Moreover, the use of RTPs in schedules makes price forecasting necessary. The majority of literature

on this subject tends to focus on improving the accuracy of forecasts based on commonly used accuracy

metrics. However, a thorough understanding of the economic benefit of the forecast’s accuracy when

applied to belt conveyor scheduling is necessary.

Standard belt conveyor(BC) models show that the terrain where the BCS is installed has a big influence

on the BC’s energy consumption. It is also known that some downhill conveyors are capable of

generating energy with the help of regenerative drives. The currently available research focuses on the

design of electronic power circuits that connect regenerative drives to the grid and the associated power

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

2

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

© University of Pretoria 



CHAPTER 1 INTRODUCTION

quality issues. Thus, there is a need for investigating the less researched issue of energy management

of BCS with regenerative drives, more so in relation to the new DSM programmes that allow selling

power to the grid.

1.2 PURPOSE OF THE RESEARCH

The purpose of this work is to model the energy consumption and energy related cost of operating

troughed belt conveyor systems under different electricity pricing tariffs. This work addresses the

following issues:

• The inadequacies of the currently available conveyor energy models in modelling energy con-

sumption and bulk material flow of long belts

• The energy management of BCSs with downhill conveyors (DHCs)

• The economic viability of energy efficiency improvement in BCSs based on the pricing schedule

that allows for the selling of electricity into the grid

• The demand-side management of BCS’s electricity load using time-based electricity tariffs,

namely; Time-Of-Use (TOU), Critical-peak-pricing (CPP) and RTP

• The impact of the size of bulk material storage, available within the BCS, on the energy operating

cost under DSM programmes

• The scheduling of BCS when the output material required from the system is uncertain.

The work presented here is intended for application in supervisory control of BCS with time intervals

ranging from between 10 minutes to 1 hour. For this reason, the modelling assumes that the changes in

energy consumption caused by the transient behaviour of the motor driving the conveyor are negligible.

Moreover, the motor is modelled at a steady state assuming and that the motor’s efficiency is constant.

The required technical capability for conveyor drives to achieve the schedule speed ramps and the

intricacies on how to achieve these transitions are not within the scope this work. Many of the methods
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CHAPTER 1 INTRODUCTION

proposed and principles applied in this work can be directly applied to other industrial electricity

loads capable of load-shifting. It will be indicated in the subsequent chapters, whenever this is the

case.

1.3 RESEARCH CONTRIBUTIONS AND OUTLINE OF THE THESIS

The rest of the text is divided into 6 chapters. Chapter 2 gives a concise summary of the background

literature relevant to the content of this thesis. This summary is divided into three themes, namely;

energy consumption of BCS, electricity pricing and optimal scheduling. Each of the subsequent

Chapters, apart from Chapters 7, advances a given set of objectives. These Chapters, 3-6, are formatted

as manuscripts that can be read independently. The bulk of the content in Chapters 3, 5 and 6 has been

published, while the content of Chapter 4 is currently in the printing process.

The focus of Chapters 3 and 4 is on energy-efficiency while Chapters 5 and 6 are inclined more towards

energy-cost minimisation and DSM. Chapter 3 develops a new model for long belt conveyors where

energy efficiency can be archived by matching the input feed-rate and belts speed. Chapter 4 considers

the energy efficiency that can be archived by capturing the energy generated by downhill conveyors as

opposed to wasting this energy on a braking resistor. Chapters 5 and 6 generally consider the impact

of uncertainty in practical implementations of energy-cost optimal schedules. Chapter 5 focuses on

uncertainties in bulk material demand due to down-stream processes, while Chapter 6 focuses on the

uncertainty in electricity pricing. Chapter 7 summarises the results of the thesis.

A detailed account of this work’s contributions is as follows:

In Chapter 3, a new conveyor energy model for long conveyors is proposed. The energy model is

described by two equations; the first equation captures the flow of bulk material on the belt, while

the second two-parameter equation quantifies the power requirements of the belt conveyor. The key

contributions related to the new model in Chapter 3 are:

• The new model is able to account for varying amounts of mass per unit length throughout the

length of the belt to give more accurate power calculations compared to previously proposed

models

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

4

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

© University of Pretoria 



CHAPTER 1 INTRODUCTION

• A recursive parameter estimating algorithm and identification set-up is proposed. Simulations

are used to show case this set-up’s ability to identify parameters from noisy measurement data

• A sensitivity analysis of the power equation is used to justify the different parameter convergence

rates.

Chapter 4 considers the energy efficiency improvements resulting from harnessing the energy generated

by DHCs and an economic analysis of various belt conveyor drive configurations. The key contributions

of Chapter 4 are:

• A novel optimisation model that can optimally schedule BCSs with DHC under a TOU tariff

that allows for selling power to the grid. The proposed optimisation model is generic and its

application is demonstrated for different conveyor drive configurations

• A cost analysis of energy efficient conveyor drive technologies retrofits and their sensitivity to

financial variables and storage size. The analysis quantifies the amount of cost saving and/or

profit that can be made under three different scenarios to help the BCS operator evaluate the

economic viability of investing in regenerative drive technology.

Chapter 5 considers the benefit of changing from a TOU to a CPP tariff while using a model predictive

control (MPC) approach to scheduling. The key contributions of Chapter 5 are:

• An MPC based optimal scheduling model for BCS under the CPP tariff. An analysis considering

different amounts of storage capacities and MPC prediction horizons is also given

• The introduction of a stochastic MPC scheduling algorithm based on chance-constraints in order

to cater for the uncertainty in the demand of material from the BCS

• A formula that gives the minimum size of storage required for the BCS to reliably deliver

required bulk material is proposed. This formula is shown to be related to the prediction horizon

of the stochastic MPC and the standard deviation of the material uncertainty.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

5

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

© University of Pretoria 



CHAPTER 1 INTRODUCTION

Chapter 6 presents an economic assessment of real-time electricity price forecast accuracy on day-ahead

scheduling of two types of BCS. The two types considered are those running VSDs and fixed-speed

motors.The key contributions of Chapter 6 are:

• The analysis shows that the economic benefit of price forecasts is proportional to the amount of

price volatility

• A case study and artificial forecast data is used to illustrate and explain the inappropriateness of

maximum absolute percentage error (MAPE) and root-mean square error (RMSE) as indicators

of economic benefit

• The introduction of Kendall’s rank correlation (RC) between the predicted and actual prices as

an indicator of the economic value of a forecast method. Case study data is used to show that

RC is much better than MAPE and RMSE.
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CHAPTER 2 BACKGROUND

This Chapter provides a summary of the relevant literature background on three key themes of the

thesis. Firstly, Section 2.1 describes the components and operation of a BCS in order to provide a basis

of how and where the energy of the BCS is consumed. Secondly, Section 2.2 provides background

on DSM and how it is leading to a variety of electricity price tariffs. Finally, Section 2.3 explains the

basic terminology and concepts of optimisation which is the basis of the optimal scheduling applied in

this thesis.

2.1 ENERGY CONSUMPTION OF BELT CONVEYOR SYSTEMS

A troughed belt conveyor system, composed of a series of belts and storage containers, is operated

to transport bulk material between two points. The distance between the points varies, ranging from

a few metres up to as many as 20 kilometres. Over long distances, conveyors may need to traverse

rugged terrain and avoid certain obstacles, such as protected natural reserves, power grid and very

steep hills. However, there is a limitation on the sharpness of the horizontal curve a conveyor can

withstand. This is mainly imposed by the ability of the belt material to bend without any excessive

damage. A commonly used way around this limitation is to have several belts connected by transfer

stations zig-zag the terrain as opposed to a single long flight. The inclination angle of the belt is also

limited because material tends to slide back to the loading point when the belt is too steep [1].

Figure 2.1 shows a longitudinal section of a BCS, with two belt conveyors. The feed chute releases

bulk material onto the surface of the belt that is usually made up of rubber materials. The feed chute

has loading ’skits’ attached to it output end in order to guide the bulk material as it enters the belt.

The belt rolls over the carrying idlers from tail to head to discharge material into a transfer chute and

onto the next belt. The belt surface is cleaned by a scrapper/belt cleaner to remove any residue as it
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Figure 2.2. Cross-section of a troughed belt conveyor.

rolls back on return idlers. A system made-up of a counter weight, a tension pulley and some pressure

pulleys is used to ensure adequate tension in the belt. This is to ensure that the belt remains in its track

and avoids spillages.

Normally, the rate at which material enters the belt, the feed-rate, is regulated by a belt feeder pouring

material into the feed chute. A number of different feeder designs exist including the screw feeder,

belt feeder, single-plate feeder. The angular speed of the screw, the speed of a miniature belt and the

deflection of the reciprocating plate control the feed-rate of the screw, belt and single plate feeders,

respectively. A metal shaft connects the drive pulley to a system driving the belt conveyor. This

mechanism is typically constituted of a gear-box, an electric alternating current motor, a motor drive

and a braking mechanism. The belt speed is controlled by the turning motion of the motor [1, 2].

Figure 2.2 shows the cross-section of the belts’ carry-side compared to the flat full width of a belt. The

carrying idlers are troughed for most of the belts length so as to contain the bulk material, as shown by
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Figure 2.3. Longitudinal profile of the amount of material on the belt.

Figure 2.2. The properties of the bulk material transported comes in a wide variety of particle sizes,

density, abrasiveness and corrosiveness. The selection of belt material and choice of the troughing

angle are dictated by the bulk material’s physical and chemical properties. For example, transporting

corrosive sulphur powder requires a corrosion resistant belt material but sand does not. Similarly, a

fine and smooth material such as grain has a smaller surcharge angle of 20o-29o compared to 35o-39o

of an irregular and rough material such as bituminous coal. This implies that steeper troughing angle

and/or a wider belt is required to transport grain than bituminous coal [1, 2].

The amount of material transferred through the BCS is controlled by manipulating the belt speed and

feed-rate. The maximum speed of the miniature conveyor of the belt feeder and the size of the feeding

aperture in the case of the single-plate feeder, account for the upper limit of the feed-rate, Imax. The

two key contributing factors to the maximum belt speed, vmax, are the bulk material properties and

the inclination angle. The important material properties for vmax are the particle size and abrasiveness

of the material. Lumpy and abrasive material such as unscreened rock requires low speeds in order

to minimise the damage on the belt especially around the loading area of the belt. However, light

material such as cereal and beans can be transported at higher speeds. Increasing belt speed on an

incline belt causes greater turbulence at the loading point, which leads to more abrasions [2]. Varying

belt speed and feed-rate independently changes the mass per unit length of material on the belt , q.

That is, the kilograms of material per meter of belt length. Figure 2.3 shows the effect of varying

speed and feed-rate on linear mass density. The carrying capacity of the belt, qmax, is limited by its

width and the troughing angle, as illustrated in Figure. 2.2. Thus, increasing q beyond qmax results in

spillages.

The moving conveyor belts in the BCS are the main energy consumers. There are generally two

widely used approaches to modelling energy consumption of a belt conveyors, namely; the energy

conversion and the resistance based approaches. The energy conversion approach divides the energy

consumption of the conveyor into energy required for moving an empty belt, energy required to move
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CHAPTER 2 BACKGROUND

belt horizontally, and vertically. The intuitive resistance based approach is the most widely used

approach. This approach focuses on the individual sources of the resistance to the belts motion [3].

The motion of an upward inclined belt is resisted in different areas of the belt. The contact friction

between the idlers and the belt, as well as the rolling friction of the idler resisting the belts motion

throughout its length. These normally account for the largest potion of the total resistance and it occurs

in all belts. A second group of resistances are those due to inertia of material loaded on to the belt and

the resistance due to belt wrapping around the pulleys. There is also a special type of resistance that

occurs due to a certain kind of additional fittings to some belts. This includes resistance due to parts of

the loading skits touching the belt at the tail end and the scrappers cleaning the belt at the head end,

just below the drive pulley. By virtue of its inclination, the force of gravity works against the motion of

the belt lifting material from tail to head. This is also another type of resistance occurring in inclined

belts. Thus, the effective force driving the conveyor, FU , to overcome the various resistances is related

to properties of the conveyor and the amount of material being transported. Therefore, the amount of

energy, E, consumed by the conveyor, with motor and drive efficiency η , in the time interval [t1, t2]

is,

E(t1, t2) =
1
η

t2∫
t1

FU(t) · v(t)dt. (2.1)

The Conveyor Equipment Manufacturing Association (CEMA), ISO 5048 and DIN 22101 define the

three key standard ways of using resistances to calculate energy consumption [1, 4, 5]. These standards

group the resistances experienced by the motion of the belt into appropriate classes. Their choice of

groupings is fundamentally what makes these standards different. According to CEMA, resistance

is due to four sources, namely; gravity when lifting material, material being conveyed horizontally,

conveyor components and acceleration/deceleration of material being feed by the chute [1]. ISO 5048

and DIN 22101 consider resistances according to where they occur. The first is primary resistance

occurring throughout the conveyor on both the carry and return sides. Secondly, secondary resistances

occurring at the head and tail ends of the conveyor. Thirdly, special resistance occurring in particular

installations of the belt and finally resistance due to height difference between the tail and head [4, 5].

The standard ISO 5048 provides the most intuitive method of modelling energy consumption and it is

therefore chosen as the basis of the model proposed and used in Chapters 3 and 4. Chapters 5 and 6

employ an older model proposed in [6] that is also derived from ISO 5048.
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Unlike the upward inclined, downhill conveyors are capable of generating energy. The energy man-

agement of BCS with downhill conveyors is not well researched. The currently abundant research

literature on downhill conveyors is focused on the design of power electronic components and power

quality issues of capturing their energy. Research into energy management of BCS with downhill

conveyors is important for providing tools to assess the economic viability of capturing energy and

advocating the implementation of relevant technologies. This is the theme of Chapter 4.

Traditionally, BCS are design to operate at maximum speed and capacity. It is common practice

to oversize belt conveyor systems for three practical reasons. Firstly, the operation of down-steam

processes being fed by a BCS may be so critical that the BCS operator cannot risk shortage of material.

This would lead to an over design so that the BCS can be operated at above average throughput to

recover from unforeseen up-stream system failures. Secondly, the over-sizing occurs in anticipation of

short-term capacity expansions of the plant that sometimes may not be realised. Lastly, some sections

of the BCS may be oversized as the BCS operator attempts to standardise the whole BCS’s component

sizes so as to lower maintenance costs [7]. In other applications such as mining BCS are loaded directly

using excavators [8]. For these reasons, many conveyor belts operate with their q lower than qmax

and in extreme cases some sections of the belt may be empty, as illustrated in Figure 2.3. However,

studies have shown that energy efficiency is achieved by insuring that q is as close as possible to qmax

[6, 9, 7, 10, 11]. Thus, the value of q is a very important contributor to energy efficiency of belts,

especially when the belts are long. The proposed energy model in Chapter 3 considers this.

2.2 DEMAND-SIDE MANAGEMENT AND ELECTRICITY PRICING

Plants with BCS usually run on electricity from the grid. The rapidly increasing cost of electricity

prices make it necessary to find more energy efficient ways of operating energy intensive industrial

plants such as BCS.

Electricity is supplied through the grid from sources (power stations) with varying costs of generation.

The grid normally has no storage for electricity. Thus, the cheapest power stations are dispatched first.

The total real-time power usage of the grid (in watts), normally fluctuates cyclically within a day, week

and year. The total system load (in watts) follows a nearly predictable pattern of relatively short peak

usages on top of an almost flat and persistent base load [12]. As a result, it is cheaper to supply the base
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load than the peak loads. For this reason, demand-side management (DSM) programmes are being

introduced in order to reduce and flatten the total system load. DSM programmes can either be incentive

based or time based. An incentive based programme (IBP) encourages the electricity consumer to

reduce their consumption during peak usage times by offering monetary rewards proportional to their

power reduction. Alternatively, a time based programme (TBP) discourages the electricity consumption

during peak times by imposing high electricity prices at these times [13, 14].

TBPs are being applied more widely than IBPs because they are easier to implement. This thesis

therefore focuses on TBP. Time-of-use (TOU), Critical peak pricing (CPP) and real-time pricing (RTP)

are some of the commonly used tariff structures, within the TBP [14, 15, 16]. Under TOU, prices of

electricity are fixed for each period of the day during the whole year or season. On the contrary, in

RTP, the price of electricity changes frequently, usually every hour. Under CPP, the discounted TOU

prices are normally applied and relatively higher prices are used during critical days, at the utility’s

discretion [14, 17]. Eskom, the South African state-owned power utility, is also moving towards more

dynamic pricing schemes [18]. One of Eskom’s recent initiatives is the implementation of a critical

peak pricing (CPP) pilot project currently under way1. Chapters 4 and 5 use a TOU tariff. Chapter 5

also focuses on CPP, while Chapter 6 deals with RTP.

DSM programmes are useful to a power utility since it improves the reliability of the power system

[13]. On the other-hand, dynamic prices expose electricity consumers to the risk associated with

frequently changing prices [14] . This is particularly true for RTP. The best way of risk mitigation

is electricity price forecasting. There is significant interest in the accurate prediction of electricity

prices [19, 20, 21, 22, 23]. The techniques used for prediction include game theory, simulation models,

statistical analysis and data mining models [19].

The main focus of research in the price forecasting front is to improve the forecast accuracy in terms of

the commonly used performance metrics. However, the practical benefit of a price forecasting scheme

and the ability to foretell its economic benefit when it is applied remains a challenge. A number of

research reports indicate that the most accurate price forecast method does not necessarily provided the

best economic benefit to the energy consumer or producer [24, 23, 25, 26]. It is, therefore, necessary

to assess the economic benefit of price forecasting on BCS plants operating under the RTP tariff. This

is the theme of Chapter 6.

1http://www.eskom.co.za/c/article/975/critical-peak-day-pricing-pilot-project/
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A logical extension to the DSM programmes is to also allow consumers that are able to generate

electricity to feed it into the grid to earn income. The key enabling technology is a smart meter that

tracks the bi-directional flow of energy and facilitates communication between the consumer and

utility. From a financial point of view, this bi-directional flow of energy can be implemented using

one of the following three trading methods, namely; feed-in tariff (FiT), power purchase agreement

(PPA) and net metering [27]. Under the FiT method, the utility is mandated to buy all the electricity

generated by the IPP at a fixed price. This method is usually meant to encourage the production of

energy from sustainable sources such as solar-PV and wind [28]. The PPA method covers a wide

range of contractual agreements, such as wheeling agreements. Wheeling allows for the generating

customer to use the grid, for a fee, to supply another customer with their excess electricity. A power

purchase agreement between the generating and buying customer, and a wheeling agreement with the

utility are usually required in this case [29]. On the contrary, net metering is such that the generating

customer sells excess electricity to the grid whenever it is available and buys electricity whenever it is

needed. Thus, the electricity meter effectively runs in reverse when the customer is generating excess.

These options are being considered and implemented by utilities around the world. As an example,

Eskom is also working on a newly proposed tariff called “Genflex” in order to facilitate wheeling

[30, 31]. The introduction of net metering in Germany allows for house-hold electricity consumers

to sell excess electricity from their roof-top solar panels to the utility, effectively using the grid as a

form of electricity storage [28]. Apart from the usual renewable sources, many of the industrial and

commercial consumers already produce excess heat that can be captured to generate electricity that

is fed back to the grid. For example, heat from the electric arc furnace in steel making plants. These

developments raise the need for a thorough understanding of how DSM programmes such as these can

be exploited for the benefit of conveyor belt operators. The analysis in Chapter 4 focuses on the issue

of capturing energy from downhill conveyors under the "Genflex" tariff.

2.3 OPTIMAL SCHEDULING

Optimal scheduling of BCSs informs the supervisory control of a BCS operator on when to change the

BCSs’ belts speeds and feed-rates to gain maximum benefit from the DSM programme. The optimal

schedule allocates most power usage of the BCS to periods of low electricity prices and if necessary

some to periods of high electricity consumption while also meeting the operational constraints. The

schedule also matches the belt speeds to feed-rates in order to reduce the energy consumption of the
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BCS. This optimal schedule is calculated by solving an optimisation problem [6, 32, 33, 34]. An

optimisation problem is written as shown by Equation (2.2).

min
y1,y2,...yn

fObj(y1,y2, . . .yn)

such that,

y1,y2, . . .yn ∈ S,

gi(y1,y2, . . .yn) = 0 ∀i ∈ {1,2, . . .m},

h j(y1,y2, . . .yn)≤ 0 ∀i ∈ {1,2, . . . l}.

(2.2)

Equation (2.2) is an example of an optimisation problem, characterised by the variables yk, objective

function fObj(·) and, constraints S, gi(·) and h j(·). S is a set defining a range of permissible values of

the optimisation variables. The functions gi(·) and h j(·) are the equality and inequality constraints that

must be met by the variables. A solution, {y1, . . .yn}, is said to be feasible if it satisfies all constraints.

A mathematically rigorous definition of optimality explains it in terms of derivatives of a Lagrangian

combining the objective and constraints functions [35]. For the purpose of this thesis, a much simpler

treatment shall suffice. Therefore, an optimal solution {y∗1,y∗2, . . .y∗n} is simply defined as a feasible

solution that gives the lowest value of the objective function.

The type of an optimisation problem depends on the types of variable and the nature of the constraints

and objective function. For example, a problem is called binary when S = {0,1} and it is called

mixed-integer when S contains integers and real numbers. In a similar manner, a problem is said to

be linear when all function fObj(·), gi(·) and h j(·) are linear and it is called non-linear whenever one

of these functions is non-linear. For example, the majority of the optimisation problems in Chapters

4, 5 and 6 are non-linear optimisation problems. The problem in (6.2) of Chapter 6 is a linear binary

integer problem. Optimisation problems can also be classified as either stochastic or deterministic.

Unlike their deterministic counterparts, the objective functions and/or constraint functions of stochastic

problems depend on random parameters whose value can only be known after the optimisation problem

is solved. A chance-constrained optimisation problem formulated in Chapter 5 is an example of a

stochastic optimisation problem [35, 36].

Figure 2.4 shows the general approach adopted for solving BCS optimal scheduling problems. The

first step is to analyses the system with the purpose of identifying the objective, variables that can
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Figure 2.4. General approach for formulating and solving BCSs optimal scheduling problems.

be manipulated to influence the objective, limitations and the interactions between the individual

sub-systems. For industrial energy management purposes, the primary objective can be to reduce

energy consumption and energy costs. The output of this step is a concise description of the systems,

its operation and what objectives need to be achieved. There may also be other objectives needed for

proper operation of the system such as lowering maintenance costs. In the case of BCS, the constraints

include actuator limits, belt capacity, storage capacity and, plant specific operational requirements such

as maintaining a minimum level in storage bins. The possible optimisation variables are on-off status

of the belt conveyor drives, belt speed and hopper feed-rate. For example, the on-off status of the belts

and pumps are used as variables in [32] and [34].

The purpose of the second step of the procedure in Figure 2.4 is to derive mathematical models from

the description obtained in step 1. A real system such as a BCS is infinitely complex and cannot to

be completely described by mathematical equations. This being the case, a balance has to be struck

between accuracy and complexity. Moreover, care must be taken that only the relevant processes

of the system are modelled. For example, the analysis in [32] models the BCS and associated train

schedule. Dynamic systems such as the belt conveyors are modelled using differential equations or

partial differential equations (PDEs). The proposed new energy model in Chapter 3 uses a PDE. While

the mathematical equations describing dynamic systems are continuous-time in nature, optimisation

algorithms are able to easily tackle discreet-time equations. Therefore, the equations describing

systems have to be discretised. In fact, the model in Chapter 3 is discretised in both time and space.

Pseudospectral methods and the finite difference methods (FDMs) are some of the commonly used

ways of discretisation [32, 37]. FDMs approximate the differential equation using the finite differences

to approximate derivatives. Only FDMs are used in this thesis.

In step 3, the mathematical equations from step 2 are posed as an optimisation problem in the format

given by (2.2). The formatting of the optimisation problem may involve using some constraints to
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CHAPTER 2 BACKGROUND

eliminate redundant variables and relaxing some constraints by adding them to the objective as penalty

functions. Sometimes scaling of the variables is necessary [35]. This process is intended to create an

optimisation problem that can be solved as easily as possible.

Generally the objective function for scheduling BCS is a weighted sum of two components as expressed

in (2.3), namely; the energy cost component fEnergy and the mechanical cost fMech.

fObj = fEnergy(P,π, t)+ω fMech(v) (2.3)

The weighting parameter, ω , is set according to the desired trade-off between the two cost components.

Equation (2.3) shows that fEnergy is a function of electrical power drawn by the conveyor, P, electricity

pricing, π , and time. Extreme changes in belt speed causes high amounts of longitudinal stress on the

CB and may lead to system failure [38]. Thus, it is advisable to avoid large velocity ramp rates. This

will lead to reduced conveyor maintenance costs. This cost is represented by fMech that is dependent

on belt speed, v. The most commonly applied way of representing fMech is using the sum of belt speed

ramp squares at sampling instances 1, 2, n, n+1, . . ., i.e, fMech = ∑n(vn−vn+1)
2 [33]. This techniques

has been applied in Chapters 3 - 6 where variable speed control of conveyors is concerned.

In step 4, the optimisation problem is translated into a software code that is executed to obtain a

numerical solution. During this step care must be taken to ensure that the relevant solver software is

selected. For example, a non-linear program solver such as fmincon2 can solve a quadratic problem

but not a mixed-integer linear problem. The problems in this work are solved on the Matlab software

platform using native solvers and others from a toolbox called OPTI3.

The solver software is an implementation of an optimisation algorithm. These algorithms solve

optimisation problems iteratively by improving an initial guess of the solutions. Existing algorithms

can be divided into two broad categories based on their underlying theories. The first category relies

on heuristics such as mimicking biological processes and the second on mathematical analysis [35, 36].

The work in this thesis uses algorithms of the second category because they have been proven to

converge when solving well-posed problems. Algorithms mimicking biological processes such as the

Genetic Algorithm (GA) have not been proven to be convergent. However, they are easy to implement

and are able to solve some problems more quickly than those of the second category [36]. The majority

of the problems encountered in this work is nonlinear. Therefore, algorithms such as interior-point

2A Matlab package solver
3http://www.i2c2.aut.ac.nz/Wiki/OPTI/
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CHAPTER 2 BACKGROUND

and sequential quadratic programming methods are used. The interior-point method searches for the

optimal solution by moving within the set of feasible solutions. Alternatively, sequential quadratic

programming methods model the non-linear problem as a sequence of quadratic problems.

The scope of the current work is restricted to the formulation of energy optimisation challenges into

optimisation problem. That is, the primary focus of this work is on the first three steps shown in Figure

2.4. The optimisation software implementing the various algorithms is employed as black-boxes

accepting a problem and providing an optimal solution. Therefore, the details of how optimisation

algorithms work are also beyond the scope. The technicalities of varying belt speed are an important

consideration since such variations can lead to problems such as excessive belt tension and motor

damage during deceleration [38, 39]. This is an active area of research that is also beyond the scope of

the current work.
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CHAPTER 3 A NEW ENERGY MODEL FOR LONG

BELT CONVEYORS

The need for energy efficiency and energy cost savings requires a better understanding of BCS energy

models. This chapter proposes an energy model for long troughed belt conveyors. The new model is

necessary because of the conveyor technological advances that are currently leading to increasingly

long belt conveyors being commissioned. The model is based on resistances and it captures the flow of

the conveyor’s load using a partial differential equation. Unlike, the previously proposed models, the

proposed model accounts for the different amounts of material mass per unit length throughout the

whole of the conveyor’s length and so it is able to give a more accurate estimate of the belt’s energy

consumption. The proposed model is verified by comparing it to a model proposed by Zhang and

Xia in [6]. Verification results show that the power consumption calculations of the newly proposed

simpler model are consistent with those of a known non-linear model with an error of less than 4%.

An identification procedure for estimating the two model parameters is given. Simulations indicate

that the parameters can be identified successfully from data with up to 15% measurement noise. The

proposed model gives better predictions of the power consumed and material delivered by a long belt

conveyor than the steady-state models in the current literature.

3.1 INTRODUCTION

The rising electricity prices and changing tariff structures are driving an increasing need for efficient

and cost effective use of electricity, especially in energy intensive industrial applications such as

bulk material transportation [40, 41, 42, 43]. Electricity remains an important source of energy for

industries. Large electricity consumers need an accurate understanding of their operations in order to

take advantage of the increasing number of tariff structures being rolled-out [40, 42]. The efficient

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

© University of Pretoria 



CHAPTER 3 A NEW ENERGY MODEL FOR LONG BELT CONVEYORS

and cost effective running of belt conveyors, like any other application, requires accurate plant models

to be used by optimising algorithms such as that demonstrated in [43]. This chapter proposes a new

energy model for belt conveyors (BCs) with long, troughed belts. This model is suitable for conveyors

longer than 1 km. The ultimate goal is to use the proposed model for accurate assessment of the energy

consumption and cost of operating long BCs.

Troughed conveyor belts are a widely used method of bulk material transportation. They are used in

power plants, mining and mineral processing, food and chemical industry as well as in ports [44, 45].

The bulk material transportation industry generally regards conveyance distances over 1 km as long

and thus this definition is adopted in this chapter. The current technological trend sees increasingly

longer belts being deployed, with lengths up to 20 km on a single flight [46, 10]. A conveying system

can also be further elongated in applications that connect several belts in series, so as to navigate a

rough terrain [10]. However, long belts are more technically challenging to control at high speeds and

so many are relatively slow with a typical speed of less than 8 m/s [47].

Energy efficiency in belt conveyors is achieved by matching belt speed to the input material feed-rate in

order to maximise the mass of material conveyed per unit length and consequently, per unit of energy

[6]. The mismatch between speed and the feed-rate exists because in practice conveyors tend to operate

at slightly below full capacity. BCs are usually oversized during design to cater for anticipated capacity

expansions and sometimes to standardise component sizes in an effort to lower maintenance costs [7].

In mining applications, conveyors maybe loaded by an excavator resulting in an uneven loading of the

belt so that the overall material flow rate is 50-70% of full capacity [8].

The majority of the current literature in belt conveyor modelling focuses on dynamic modelling of

the belt tension, elastic properties of the belt material and modelling individual types of resistances

[47, 45, 48]. However, there is also a need for the energy model to capture the quantities of material

transferred by conveyors for the purposes of energy cost optimisation, as demonstrated in [43]. The

current models assume a steady-state condition with a uniform material density through-out the whole

belt [33, 32]. On very long belts, the effect of variable mass per unit length can be significant, because

it takes a significant amount of time for material to move from a loading point (at the tail) to a discharge

point(at the head). The model proposed in this chapter is able to accurately capture the amounts of

material loaded on each section of the conveyor belt and, hence, to calculate an accurate value of power

required by the conveyor.
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CHAPTER 3 A NEW ENERGY MODEL FOR LONG BELT CONVEYORS

The ISO 5048, DIN 22101 and CEMA modelling standards provide a concise analytical model based

on resistances, in particular the primary resistance [1, 4, 5, 6]. The CEMA model requires knowledge

of three friction coefficients accounting for, namely; ambient temperature correction, belt-idler friction

and belt-load flexure [1]. Unlike CEMA, ISO 5048 and DIN 22101 require only one primary friction

coefficient and a more generic means of calculating other resistances [4, 6, 7]. As a result, they form

the basis of the model proposed in this chapter. However, all modelling standards are based on typical

values of friction coefficients that require rules of thumb and an experienced engineer to estimate. A

parametric model that can be estimated using field measurements, therefore, becomes a more useful

and practical option for accurate predictions of energy consumption.

The proposed energy model uses a first-order partial differential equation (PDE) to capture the state

of material on the belt and a two-parameter equation derived from established industry standards

to quantify the conveyor’s power requirements. Unlike the previously proposed models, our model

accounts for the different amounts of mass per length throughout the whole of the conveyor’s length,

and it is therefore able to give a more accurate estimate of the belt’s energy consumption. The proposed

model is verified by comparing its steady-state calculations to a model proposed by Zhang and Xia in

[6]. The model in [6] is used for comparison, because it is also derived from ISO 5048. The results

show that the proposed energy model gives power values close to those obtained from [6], under

maximum loading conditions. A novel system identification set-up using a recursive algorithm to

estimate the model parameter is proposed. The variables required for measurement on the proposed

set-up are identified. A sensitivity analysis of the power equation is used to justify the different

parameter convergence rates, and their practical implications are discussed. The proposed model is

useful in applications when the conveyor speed is controlled, as shown in the case-study application.

The case-study simulation of the proposed model is shown to perform better than the steady-state

approach in scheduling of a BCS under a time-of-use tariff.

The remainder of the chapter is organised as follows: Section 3.2 presents the derivations of the

proposed model. Section 3.3 verifies the proposed model by comparing its BC power consumption

calculations to those of an existing model. Section 3.4 investigates the accuracy of the proposed model’s

calculations and presents a parameter identification procedure. Section 3.5 presents a simulation

example illustrating the use of the proposed model on the day-ahead scheduling of a BCS. Section 3.6

presents the conclusions.
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CHAPTER 3 A NEW ENERGY MODEL FOR LONG BELT CONVEYORS

3.2 CONVEYOR MODEL
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Figure 3.1. Simplified sketch of a conveyor.

A troughed conveyor is powered by an electric motor driven system and supported by a system of

pulleys, as shown in Fig. 3.1. The conveyor carries the bulk material on top of a troughed surface

of a rubber belt. The troughed structure of the belt is maintained by sets of evenly spaced idlers

(see cross-sectional view of Fig. 3.1). Proper idler spacing is determined during the design phase as

recommended by industry guidelines such as [1] and [5], to avoid excessive belt sag and potential

spillages. This ensures that the cross-sectional area of the belt is fairly constant. The belt is usually

fitted with accessories such as a feed chute at the tail end and a scrapper below the head end.

3.2.1 Conveyor resistances

The electrical power required by a BC, P, is a product of the required peripheral driving force, FU , the

belt speed and drive system efficiency, η , i.e., P = 1
η

FU · v [6]. The peripheral driving force is given

by,

FU = FH +FN +FSt +FS, (3.1)

where FH , FN , FSt and FS, are the primary, secondary, slope and special resistances [4].
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CHAPTER 3 A NEW ENERGY MODEL FOR LONG BELT CONVEYORS

All resistances are dependent on the amount of material that the conveyor belt is carrying. By

convention, this amount is specified in mass per unit length, q(x, t). Thus, q(x, t) is the mass of material

per unit length of a conveyor belt section located at position x during time t in kg/m. Let:

q̄(t) =
1
L

∫ L

0
q(x, t)dt, (3.2)

be the average mass per unit length over the total length, L, of the belt conveyor. When the flow of

material on the BC is steady, q(x, t) is uniform and constant. That is, q̄(t) = q(x, t) and q̄ = q̄(t). In

order to obtain an energy model based on amount of material, we begin by relating q̄ to all of the

resistances given in (3.1).

Primary and slope resistances

Consider an L meters long belt with an artificial coefficient of friction f , inclined at an angle δ

and operating under the Earth’s gravitational constant g. Supposing the unit mass per meter of the

belt, carrying-side revolving idlers and return-side revolving idlers unit mass are, qB, qRO and qRU ,

respectively. Then, the primary resistance is given by,

FH =C1 +C2 · q̄, (3.3)

where C1 = f Lg[qRU +qRO +2qB cosδ ] and C2 = f Lgcosδ .

FSt =C7 · q̄, where C7 = gH. (3.4)

The slope resistance in (3.4) is dependent of the height difference, H, between the tail and head ends of

the conveyor. The slope and primary resistances account for the majority of the energy consumption,

and they are easy to calculate [7]. For temperatures above 0 oC, the ISO and DIN standards prescribe

a basic value of friction coefficient is 0.020 [5]. The exact value of f varies per installation, and a

detailed account of its determination is given in [49]. For long conveyors, f is even lower than 0.016,

a typical minimum value for short conveyors [7].
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CHAPTER 3 A NEW ENERGY MODEL FOR LONG BELT CONVEYORS

Special resistance

Special resistance, FS, depends on the special accessories fitted on the belt. Depending on the

installation, the accessories may include; friction due to idler tilting, contact with skirt-board, contact

with chute flaps and contact with discharge ploughs. FS is described by,

FS =C4 · q̄+C5 · q̄2 +C6, (3.5)

where C4 = cε µ0Lεgsinε cosδ , and C6 = µ0Lεgsinε cosδ (cε + cosγ)qB +As pµ3 +BKa. Resistance

from the material due to carry-side idler tilting is given by C4q̄. C4 depends on the toughing factor cε ,

length of belt with tilted idlers Lε and ε idler tilt angle. Lε is equal to L minus the transition length at

the tail and the head ends of the conveyor where the belt is guided towards/from a pulley. Usually the

transition length is small and thus, L u Lε [5]. The resistance due to return and carry-side idlers, scraper

and contact with skit-plates is C6. C6 depends on the contact area of the scraper As, pressure applied

by the scraper p, scraping factor Ka and the toughing angle γ as shown in (3.5). C5 = µ2gl/(b2
1ρ) is

the friction due to contact on the skirt-plates [4]. C5 depends on the skirt-plate length l and width

b1 between the skirt-plates. The skirt-plates are installed over a very short length at the head of the

conveyor so as to guide material from the feeder and avoid spillages. Thus, l� L, and the effect of

C5q̄2 is local, independent of L and small compared with the overall resistance value [7]. C4 ,C5 and

C6 are equivalent to k1 , k2 and k3 of [6], respectively.

Secondary resistance

Secondary resistance has three sub-components, namely; the resistances occurring at the pulley, C8,

resistance due to acceleration of material at the tail end, FNL, and resistance due to acceleration of the

material on the skirt plate, FNS. Thus,

FN = FNL +FNS +C8, (3.6)

where FNL = v2q̄, FNS = C3 · v2q̄2 and C3 = 2µ2/(µ1b2
1ρ). Normally, material is launched at none

zero speed onto the conveyor. However, this speed is taken to be zero for the purposes of calculating

accelerations relating to FNL and FNS. In this case, the maximum amount of secondary resistance is

assumed, risking a slight over estimation of the power consumption. FNS depends on the width between

the skirt-plates, b1, the loose bulk density of the material, ρ (in kg/m3), material friction coefficient on
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CHAPTER 3 A NEW ENERGY MODEL FOR LONG BELT CONVEYORS

the belt µ1 and the skirtplates µ2, as shown in (3.6). C8 depends on a number of parameters including

the material composition of the belt, belt width B and average tension at the pulley. The measurement

or calculation of the average tension is complex and, therefore, C8 is difficult to calculate. Nevertheless,

the modelling error will be small because the amount of secondary resistance is small compared with

the primary. The modelling error becomes even smaller as the conveyor’s length increases.

An easier alternative of calculating FN , more suitable for long conveyors, is provided by [4] and shown

in (3.7).

FN = FH(C9−1). (3.7)

ISO [4] indicates that for conveyors longer than 80 m, the secondary resistance is related to the primary

resistance by a main resistance factor, C9, as shown in (3.7). For example, the values of C9 for 100 m

and 1 km long conveyors are about 1.8 and 1.1, indicating that the secondary resistance is 44% and

only 9% of FH for the two lengths, respectively. The approximation of FN suggested by (3.7) shows

that the contribution of FN on the total resistance is generally lower than 10% of FH when the belt

length is 1 km or longer. For this reason, we consider belts of length 1 km or more as long BC and

suitable for the model being proposed.

3.2.2 Modelling energy consumption

Substituting for the secondary resistance and resistances from (3.3) to (3.5), into (3.1) leads to,

FU =C9C1 +C6 +(C9C2 +C4 +C7) · q̄+C5 · q̄2. (3.8)

Let the no-load and density parameters be ϕ1 =C9C1+C6 and ϕ2 =C9C2+C4+C7, respectively. Due

to the influence of C1 and C2, the value of parameters ϕ1 and ϕ2 increase quickly with increasing L.

On the contrary, C5 is independent of the belt length and its value is much smaller than ϕ1 and ϕ2,

since it is a component of FS. As a result, C5 is much smaller when compared with both ϕ1 and ϕ2, for

long conveyors. For example, a 2 km conveyor with specification similar to those specified in [3] will

have a ϕ1 =380 kN, ϕ2 =685 m2s−2 and C5 =4.01×10−2 m3s−2kg−1. Thus, for long conveyors, the

total resistance is given by,
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CHAPTER 3 A NEW ENERGY MODEL FOR LONG BELT CONVEYORS

FU = ϕ1 +ϕ2 · q̄+C5 · q̄2 ≈ ϕ1 +ϕ2 · q̄. (3.9)

For long conveyors, the approximation in (3.9) is possible because all the non-linear components are

from FS, whose contribution is very small and, therefore, can be ignored. This means that for long

belts, the total resistance can be approximated as linearly dependent on the average linear mass density

with a fair amount of accuracy. Moreover, FS does not occur in all conveyor belt installations. However,

the power model in (3.9) is generic and applies to all long conveyors because, the length-dependent

coefficients of FS (C4 and C6) are incorporated into the parameters ϕ1 and ϕ2, so the presence or

absence of FS would be easily accounted for by a parameter identification procedure.

For variable loading, q(x, t) varies throughout the length of the belt. Therefore, according to (3.2) and

(3.9), the amount of power required to drive a long conveyor is,

P(t) =
1
η
(ϕ1 +

ϕ2

L

L∫
0

q(x, t)dx) · v(t). (3.10)

Motor and drive mechanism efficiencies vary with changing motor speed and load [7]. However,

variations become small for very large motors, such as those used to drive long conveyors. Thus, a

constant value of η can be used and the rest of the small efficiency variations will be incorporated

within the modelling parameters. Eqn. (3.10) implies that calculating the energy consumption of a

long conveyor requires the knowledge of only two parameters. Therefore, the energy consumed over a

time interval [t1, t2] is given by,

E(t1, t2) =
1
η

ϕ1

t2∫
t1

v(t)dt +
ϕ2

ηL

t2∫
t1

[∫ L

0
q(x, t)dx

]
v(t)dt. (3.11)

It is worth noting that relating the BC resistances to q̄, in the derivation of (3.9), introduces an error

in power calculations when q(x, t) varies. This error underestimates and overestimates the power

requirement of different sections of the conveyor where q(x, t) is higher and lower than q̄, respectively.

However, the overall error is reduced as the individual errors are summed in a long BC. Moreover, the

impact of these errors becomes small for steep belts where Fst is dominant.
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CHAPTER 3 A NEW ENERGY MODEL FOR LONG BELT CONVEYORS

3.2.3 Modelling bulk material flow

The material mass per unit length is limited by the maximum carrying capacity of the belt, qmax. It can

be understood from the cross-sectional view of the BC in Fig. 3.1 that increasing q(x, t) on a section of

the belt would increase the height of material above the belt’s bottom surface until the material spills

over when it can no-longer be contained by the troughing.

(b)  time = δt

0

v

p

v

(a)  time = 0

Figure 3.2. Wave-like property of material flow on the conveyor belt.

Figure 3.2 represents a longitudinal view of the material traveling at v m/s on an L meters conveyor

belt, where the height of material above the bottom belt surface represents the magnitude of q(x, t).

Fig. 3.2(a) shows the BC initially at time 0 seconds, just as the outlet of the chute is being stopped. Fig.

3.2(b) shows the status of the same mass, M, of material on the belt after time δ t seconds. The bulk

material on the conveyor flows from tail to head with negligible amount of diffusion. Therefore,

M =

p∫
0

q(x, t)dx =

p+vδ t∫
vδ t

q(x, t +δ t)dx. (3.12)

Thus, after δ t seconds, all of the mass of the material that was located before the position p or in

the interval [0,p] meters is now located within the interval [vδ t, p+ vδ t] meters. This implies that

material on the belt behaves like a wave travelling at a constant speed until it is spilled at the head of
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CHAPTER 3 A NEW ENERGY MODEL FOR LONG BELT CONVEYORS

the conveyor. According to the fundamental theorem of calculus, differentiating M given in (3.12) with

respect to p gives,

q(p, t) = q(p+ vδ t, t +δ t). (3.13)

Differentiating (3.13) with respect to δ t and then letting δ t = 0 results in the partial differential

equation (PDE) (3.14) [50].

∂

∂ t
q(x, t) =−v(t)

∂

∂x
q(x, t), (3.14)

where v(t) is the belt speed. The modelling in [51] also confirms that this wave-like motion of material,

where the mass balance equation in (3.12) holds, can be modelled using a one-dimensional transport

equation (3.14).

The total amount of material discharged by the conveyor, Mout, and the total amount of material entering

the conveyor, Min, during the time interval [t1, t2] are,

Mout =

t2∫
t1

v(t)q(L, t)dt and Min =

t2∫
t1

v(t)q(0, t)dt =
t2∫

t1

I(t)dt, (3.15)

where I(t) is the input feed-rate of the conveyor. For computational purposes the model can be

discretised to using a finite difference method (FDM). FDMs offer a simple way of calculating

numerical solutions of partial differential equations [37]. The model is discretised into Nx samples

in space and Nt samples in time over a given total time period T D. The space sampling points are

located at points i ·∆x (where ∆x = L/Nx) and time sampling points occur at instances n ·∆t (where

∆t = T D/Nt). Using the discretisation, the mass per unit length of material located at a point i ·∆x on

the belt during a time sample n ·∆t is denoted by q(i,n), i.e.

q(i,n) = q(i ·4x,n ·4t). (3.16)

For brevity, the average and individual mass per length at different points at times t = n ·∆t, are

represented by q̄n and qn, respectively. That is, qn = [ q(1,n) . . . q(Nx,n) ]T and q̄n=∑
Nx
i=1 q(i,n).

Usually, for scheduling, the modelling assumption is that both the input feed-rate and belt speed are

constant over a single time sample period, e.g., v(t) = vn−1 and I(t) = In−1, for t ∈ [(n−1) ·∆t,n ·∆t].

It, therefore, follows that the discrete representation of the initial densities of material on the belt,

q(x,0), is q0. Using the above notation, the boundary conditions at the tail become,
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CHAPTER 3 A NEW ENERGY MODEL FOR LONG BELT CONVEYORS

q(0,n) = In−1/vn−1. (3.17)

The implicit Backward Euler (BE) method is selected for solving (3.14). This FDM method is

unconditionally stable when solving the first order wave equation such as (3.14) [37]. The BE

method uses a backward and a centred difference to approximate the time and space partial derivatives,

respectively. A backward difference on the space derivative is used for the head of the conveyor because

q(Nx +1,n) is invalid. Applying this method to (3.14) results into the following Nx equations,

q(i,n+1) =


2{q(i−1,n)−q(i−1,n+1)}/γi +q(i−2,n+1)

{q(Nx,n)−q(Nx−1,n+1)}/(γi +1)

i = 1,2,3, . . .Nx−1

i = Nx

,

(3.18)

where γn = vn
4t
4x . Equation (3.18) can also be represented in matrix and vector form as,

Gnqn+1 = {qn +bn · In/vn} where Gn ∈ RNx×Nx , bn ∈ RNx×1, (3.19)

The elements of the matrix Gn and vector bn n are given by (3.20).

Gn =



1 γn/2 0 · · · 0 0 0

−γn/2 1 −γn/2 0 0 0

0 −γn/2 1
. . . 0 0 0

...
. . . . . .

...
...

...

0 0 0 0 0 0

0 0 0 −γn/2 1 γn/2

0 0 0 0 −γn (1+ γn)


,bn =



γn/2

0

0

0
...

0

0


. (3.20)

3.3 MODEL VERIFICATION

3.3.1 Steady-state power calculations

For verification, the 325 metre long conveyor example given in [3] is used but with different lengths

beginning from 500 m to 3 km in steps of 500 m. The maximum power required by the conveyor
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Figure 3.3. Maximum capacity power calculations for both models.

Table 3.1. Contributions of individual components to the total power required.

Unit
Component

Total ϕ1 ϕ2 · q̄ C5 · q̄2

L =500 m

kW 191.3 41.7 145.7 3.9

% 100.0 21.8 76.1 2.1

L =2 km

kW 508.1 123.7 380.4 3.9

% 100.0 74.9 28.7 0.8

operating at full carrying capacity is calculated analytically, for both the proposed linear model of

(3.10) and the model from [6], labelled as ZX. Fig. 3.3 shows that the maximum capacity power

calculation values of the proposed linear model are close to those of ZX model for short and medium

length belt conveyors.

The key assumption of the parametric power model in (3.10) is that the non-linear components of

the resistance are sufficiently small for long conveyors. The model in [6] and (3.10) are both based

on ISO 5048 even though (3.10) is linear with two fewer parameters. In order to verify the linearity

assumption, resistance values of each summation of (3.9) are calculated, and their contribution to the

total power consumption assessed, for two belts with lengths 500 m and 2 km.

Table 3.1 gives typical values of power and their percentage contribution to the total power when a belt
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Figure 3.4. Percentage differences in power consumption calculations for the ZX and non-linear

models relative to the proposed model.

given in [3] is operated at maximum speed and capacity. The calculations in Table 3.1 show that the

non-linear component’s contribution is much smaller than that of the linear component. The effect of

the non-linear component diminishes with increasing conveyor length, i.e., it decreases from 2.1% to

0.8% as the length is increased from 500 m to 2 km. Therefore, the linear simplification in (3.9) is

justified.

Fig. 3.4 shows the percentage difference in maximum power calculations obtained by the linearised

model’s compared to the proposed nonlinear model and the model of [6], for various lengths of the

conveyor. The results show that the linearisation error diminishes to 0% with increasing distance. The

results also show that maximum power calculations from the proposed linear model deviate slightly

from those of the model in [6], with an error that is generally less than 4%. Compared to the model in

[6], the power calculation difference fluctuates for short distances below 2 km. The reason for this

fluctuation is that the proposed model uses the DIN 22101 recommended values of C9. These values

are variable below 2 km, but a constant value of C9 = 1.05 is used beyond the 2-km length.

3.3.2 Variable loading calculations

The real advantage of the proposed PDE model, described by (4.1) and (4.2), is its ability to capture

the changes in the amount of material mass per unit length on the belt as the input feed rate and belt

speed vary. The approach in [6] is that of a steady-state (SS) situation where the belt loading resulting

from the current input feed-rate is assumed to instantaneously apply to the whole of the belt. An 8 km
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Figure 3.5. Input feed-rate and belt speed.
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Figure 3.6. First-in-first-out (FIFO) queue model of the actual q(x, t) on the belt after 1.5 h.

long belt with input feed-rate and belt speed shown in Fig. 3.5 is considered, in order to investigate the

difference between the SS and PDE models.

The inputs in Fig. 3.5 cover a duration of 3 hours and they vary every 10 minutes. The actual belt

mass per length at the end of each sampling time can be calculated precisely because the inputs are

known. This is possible because the belt conveyor effectively operates as a first-in-first-out (FIFO)

queue of q(0, t)’s, whose lengths are obtained by multiplying their corresponding speeds by the 10

minute sampling time (i.e., L̃n = vn−1 ·4t). Fig. 3.6 shows the positions of the different mass per

lengths on the 8-km belt after 90 minutes when the inputs shown in Fig. 3.5 are applied. For example,

the mass per length at 4 km corresponds to the inputs v = 1.70 m/s and I = 216 kg/s applied 50 to 60

minutes after running the belt. Thus, q(4 km,1.5 h) = 216/1.70 = 127 kg/m, as illustrated in Figure

3.6.

Fig. 3.7 shows the simulation results of the proposed PDE model described by (3.19) for the 8 km-long

conveyor with inputs shown in Fig. 3.5. The temporal and spatial resolutions used for the simulation

are 5 minutes and 250 m, respectively. Fig. 3.7 illustrates the wave-like flow of material on the belt
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Figure 3.7. Three-dimensional view of q(x, t) on the 8 km-long conveyor.

described in Section 3.2.3. During simulation, the system of linear equations obtained from the model

in (3.19) is solved in the least-squares sense whenever the equality cannot be satisfied exactly. The

good accuracy of the proposed flow model can be seen by comparing the actual q(x, t) in Fig. 3.6 to

the data on the contour map of Fig. 3.7 along t = 1.5 h. For example, the contour map in Fig. 3.7

shows that the q(4 km,1.5 h) is just above 120 kg/s, q(6 km,1.5 h) is in the range [80,100] kg/s and q(8

km,1.5 h) is marginally above 40 kg/s. These simulated model values correspond closely to the actual

values of q(4 km,1.5 h) = 127 kg/s, q(6 km,1.5 h) = 93.7 kg/s and q(8 km,1.5 h) = 44.1 kg/s, shown in

Fig. 3.6.
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Figure 3.8. Calculated (Algorithm 1) and modelled values of the conveyor’s average unit mass per

length.

Algorithm 1 implements the principle of the FIFO queue illustrated in Fig. 3.6 to calculate the actual

average mass per length on the belt, q̄(n). Algorithm 1 is also used to calculate the total amount of

material received at the tail end of the conveyor after each sampling time n, ∑
n
i=1 Mout(i), given the

initial uniform density of material on the belt q0. Algorithm 1 is based on the assumption that the belt
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Algorithm 1: Calculating the actual average mass per unit length and total amount of material dis-

charged.
Input: v(n).

Output: ∑
n
i=1 Mout(i) and q̄(n).

1 Distance travelled by the belt, D1(n)←4t ·∑n
i=1(vi).

2 if D1(n)≤ L then

3 q̄(n)← 4t
L ∑

n
i=1(q0 · vi) and ∑

n
i=1 Mout(i)← D1(n) ·q(i,0)

4 else

5 Initialise, j← 1 and D j(n)←4t ·∑n
i= j(vi).

6 while D j(n)> L do

7 j← j−1 and D j(n)←4t ·∑n
i= j(vi).

8 end

9 Length of the last mass per unit length L j−1← L−D j(n) and

q̄(n)← 1
L

{
4t ∑

n
i= j(q(0, i) · vi)+q(0, j−1) ·L j−1

}
.

10 if j > 2 then

11 Length of the last mass per unit length that has been spilled, Le← D j−1(n)−L.

12 ∑
k
i=1 Mout(i)← Le ·q(0, j−1)+4t ·∑ j−2

i=1 (q(0, i) · vi)+L ·q0.

13 else

14 Length of the last mass per unit length that has been spilled, Lex← D1(n)−L.

15 ∑
k
i=1 Mout(i)← Lex ·q(0,1)+L ·q0.

16 end

17 end

is relatively flat and that there is an insignificant amount of material trampling backward or forward on

the belt.

Fig. 3.8 shows the actual and model calculated average mass per unit length. These results show that

the proposed model’s calculations are closer to the actual values than those of the SS approach. Fig. 3.9

shows the power calculations at a 10 minute sampling interval for the input shown in Fig. 3.5. The

proposed PDE model closely approximates the actual power requirement. The proposed PDE model

performs better because it is able to estimate q̄(n) with a small error compared to the SS approach. The

proposed model’s calculated power values are on average 10.8% different from actual power. On the

contrary, the SS model’s calculations give a very large difference with an average absolute percentage
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Figure 3.9. Calculated (Algorithm 1) and modelled values of the conveyor’s power consumption.

error of 40.4%. The accuracy of the PDE model can be improved by simply increasing the number of

space discretisation points, Nx, at the cost of having more model variables.

Fig. 3.9 shows the power calculations at a 10 minute sampling interval for the input shown in Fig.

3.5. The proposed PDE model closely approximates the actual power requirement. The proposed

model’s average absolute percentage error is a relatively small value of 10.8% over the 3 hour duration.

On the contrary, the SS modelling approach gives a very large average absolute percentage error of

40.4%.
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Figure 3.10. Calculated (Algorithm 1) and modelled amounts of material delivered by the conveyor

after a given amount of time.

The amount of material entering the conveyor over a time interval is easily calculated from the input

feed-rate using (3.15), as Min(n) = In ·4t. However, the material delivered at the head-end of the

conveyor can only be estimated using a general formula. (3.21) shows the three different estimates of
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Figure 3.11. Effect of variation in q(0, t) on the error when calculating Mout.

Mout using backward, forward and centred integrations of the conveyor model’s last node. Algorithm 1

can be used to verify the exact value of Mout.

Mout(n)≈4t · vn ·q(Nx,n) (Bkd),

Mout(n)≈4t · vn ·q(Nx,n−1) (Fwd),

Mout(n)≈4t · vi · q(Nx,n)+q(Nx,n−1)
2 (Ctr).

(3.21)

Fig. 3.10 shows the performance of each of the integration strategies as well as the SS model when

calculating the material delivered by the conveyor, over a period of 3 hours. All the methods from

(3.21) give close estimates of Mout, but the SS approach always over-estimates the amount of material

delivered. However, the PDE model using a backward integration gives the closest final calculation of

the material delivered and it is therefore adopted for the rest of the chapter. The SS model’s estimation

is expected to improve with increasing belt speed and the performance of all methods improve with

decreasing rate of variation in In and vn. Fig. 3.11 shows that the mean percentage modelling error for

calculating Mout decreases with decreasing ramp rate of q(0,n). The results in Fig. 3.11 show that the

modelling error is below 10% for all integration methods when the ramp rate is below 1.2 kg/m/minute.

The accuracy of calculating Mout can also be improved by decreasing the sampling time at the expense

of degrading computational speed.
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Figure 3.12. Parameter identification set-up.

3.4 PARAMETER IDENTIFICATION

Fig. 3.12 shows the set-up recommended for online estimation of the model parameters. This proposed

online parameter identification requires the knowledge of three variables, namely: power consumption,

belt speed and input feed rate. The feed rate, if not controlled, has to be measured at the tail-end of the

conveyor. The purpose of Algorithm 1 is to keep track of the mass per unit length on the whole of

the belt. The use of Algorithm 1 eliminates the expensive alternative of installing multiple sensors

throughout the length of the belt. The identification process uses knowledge of the initial material

distribution on the conveyor q(x,0), continuous measurement and sampling of the feed rate and belt

speed in order to estimate q(x, t). It is important to note that q(x,0) does not necessarily need to be

measured. If it is unknown, any valid value, such as q(x,0) = 0, can be used as an initial guess, and

the Algorithm 1 would be able to reach an accurate estimate of q(x, t) after some time when the effect

of the guess has been eliminated. For example, it would take at most 30 minutes for the effect of the

initial guess to be eliminated in a 2 km-long belt running at a minimum speed of 1.11 m/s.

Alternative to measuring I(t) and v(t), the mass per unit length at the tail-end of the conveyor, q(0, t),

can be measured. Due to an effectively constant cross-sectional area, the height of evenly-spread

material above the belt provides a good estimate of q(x, t), at any point x of the belt. However, there

are even more accurate methods of measuring q(x, t) using specialist belt weighing equipment or high-

speed cameras and laser scanners coupled with advanced signal processing technologies [7, 52].

The set-up in Fig. 3.12 assumes that I(t), v(t), Mout(t) and P(t) can be measured from the BC.
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Figure 3.13. Convergence of the no-load parameter, ϕ1, for different measurement noise levels.

Algorithm 1 and the sequential parameter estimator (SPE) take synchronised samples of v(t) and I(t)

as input to their calculations. The SPE uses the calculated mass per length qn , measured power output

and input speed to approximate the belt energy model parameters.

3.4.1 Parameter estimation

Algorithm 2: Sequential parameter estimation.
Input: Pn,vn and {qn}est.

Output: {ϕ1}est,{ϕ2}est and ΩSPE
n .

1 n← 0, assign initial values {ϕϕϕ(0)}est and ΩSPE
0 .

2 for n← 1 to Nt do

3 Calculate the estimation error, εSPE ← yT
n · ϕ̂(n−1)−Pn.

4 Update parameter estimate, ϕ̂(n)← ϕ̂(n−1)−ΩSPE
n−1 ·yn[1+yT

n ·ΩSPE
n−1 ·yn]

−1εSPE

5 Update covariance estimate, ΩSPE
n ←ΩSPE

n−1−ΩSPE
n−1 ·yn[1+yT

n ·ΩSPE
n−1 ·yn]

−1yT
n ·ΩSPE

n−1

6 end

The SPE algorithm recursively improves its estimated parameter values and their error covariance

matrix by implementing a recursive least-squares algorithm listed as Algorithm 2. Such an algorithm

can be easily implemented into a hardware device to improve execution speed as shown in [53]. At

each time instance t = n4t, the SPE uses the qn, as well as the measured belt speed and power output

samples, to calculate the current estimate of parameter values {ϕϕϕ(n)}est =
[
{ϕ1}est {ϕ2}est

]T
.

The SPE uses the discrete version of the power equation (3.10), Pn = yT
n · {ϕϕϕ(n)}est, where yT

n =

η ·
[

v(n−1) v(n−1)q̄(n)
]T

.
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Figure 3.14. Convergence of the density parameter, ϕ2, for different measurement noise levels.

In practice, the measurement of variables required for parameter estimation is likely to contain noise.

Figs. 3.13 and 3.14 show the effect of measurement noise on the estimation of parameters. This

simulation considers a belt with specifications similar to those found in [33], so that the true parameter

values are ϕ1 = 147.72 kN and ϕ2 = 2445.5 m2s−2. The true value of a parameter is labelled as “true”

on the y-axis. The results are shown for simulations with varying sizes of percentage noise errors. The

measurements used are sampled at 10-minutes interval, while the inputs are varied as shown in Fig.

3.5. Figs. 3.13 and 3.14 show that the SPE algorithm takes longer to converge as the magnitude of

noise increases. Thus, using precise measurement instruments will result in quicker estimation of the

energy model parameters.

A comparison between the Figs. 3.13 and 3.14, shows that the estimation of ϕ2 converges to its true

value faster than that of ϕ1. The rate of convergence in parameter estimation is related to its the

sensitivity to the output [54]. Since, the state equation is independent of the parameters, the parameter

output sensitivities, SP
ϕ1

and SP
ϕ2

, are given by,

SP
ϕ1

= dP/dϕ1 = v(n−1),

SP
ϕ2

= dP/dϕ2 = v(n−1) ·∑Nx
i=0 q(i,n)/Nx.

(3.22)

In a typical operation, the average mass per unit length of a conveyor is a large value, bigger than

about 50% of the belt’s qmax, and so usually ∑
Nx
i=0 q(i,n)/Nx� 1 kg/m [8]. Therefore, generally the

power used by the conveyor is more sensitive to ϕ2 than ϕ1, i.e., SP
ϕ1

< SP
ϕ2

. This explains the different

convergence rates shown in Figs. 3.13 and 3.14. Therefore, for this model, it is easier to identify the

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

38

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

© University of Pretoria 



CHAPTER 3 A NEW ENERGY MODEL FOR LONG BELT CONVEYORS

true value of ϕ2 than that of ϕ1. This implies that, in practice, the time it takes to get convergence of

ϕ1 will determine the duration of a successful identification exercise.

3.5 APPLICATION CASE-STUDY

Consider the day-ahead optimal scheduling of the an 8 km-long coal conveying belt transporting coal

from a stockyard to storage silos feeding the boilers of a power plant, explained in [40]. Assuming that

the belt is initially empty (i.e., q0 =
[

0 0 . . . 0
]T

) and operating under Eskom’s RuralFlex, the

time-of-use (TOU) electricity tariff is given by Equation (21) [55]. The objective of the schedule is to

find an energy-cost effective way of replenishing the silos as the power plant consumes the coal. Thus,

the coal conveying process is restricted to maintaining the amount of coal in the silos between the

lower STL and upper STU storage limits of 1958 and 4756 tons, respectively. The silos initially have

M0= 2460 tons of coal. The electricity load supplied by the power station determines the rate at which

the coal is being consumed from the silos [40].

πn =


0.44 R/kwh, off-peak n ∈ [1−6,23−24]

3.27 R/kwh, peak n ∈ [7,11−18,21−22]

0.84 R/kwh, standard n ∈ [8−10,19−20]

. (3.23)

The optimal schedule has to optimise the energy and mechanical costs, while meeting the hourly

coal demand (Dn) and operating within storage (STL,STU ), belt capacity (qmax) and actuator limits

(Imax,vmax). The SS approach scheduling optimisation is given by (3.24).

min{vn,In}∑
Nt
n=1 P(n) ·πn +ϖ ∑

Nt
n=2(vn− vn−1)

2

s.t

STL ≤Mn = Mn−1 +4t · In− 4t
3600 ·Dn ≤ STU ,

vn ∈ [0,vmax], In ∈ [0, Imax], q̄n ∈ [0,qmax],

Given M0,

where q̄n = In/vn and P(n) = 1
η
(ϕ1 +ϕ2 · q̄n) · vn, ∀n ∈ [0,Nt ]

(3.24)
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The first addend of the objective function in (3.24) quantifies the energy cost and the second is meant

to limit extreme belt speed changes so as to minimise maintenance costs, as explained in Section

2.3.

The biggest source of error for the SS approach in belt conveyor optimal scheduling comes from its

failure to account for the transition time from the initial condition where the belt’s q(x, t) may be less

than (qmax). It has already been illustrated in Section 3.3.2 that this may lead to miscalculations of

the power usage and the amount of material delivered. An alternative is to use the proposed model as

shown in (3.25). The added accuracy of the proposed model comes with an added computational cost,

since more variables have to be added to the optimisation problem. This is because the proposed model

discretises the conveyor in both space and time, while the SS approach only involves time discretisation.

As a result, the SS approach in (3.24) has 2Nt unknowns while the PDE formulation in (3.25) has 2Nt +

Nx ·Nt unknowns. This makes the PDE model problem much more involving and harder to solve. The
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Figure 3.15. Power consumption of optimised schedules.

optimisation problem in (3.25) is solved using active set methods solver implemented in MATLAB.

The optimisation of Equation (3.25) converges quickly when a feasible sub-optimal starting point is

provided. This initial starting point can be easily generated by simulating the belt first with inputs that

obey the storage bound constraints.
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CHAPTER 3 A NEW ENERGY MODEL FOR LONG BELT CONVEYORS

min{vn,In,qn}∑
Nt
n=1 P(n) ·πn +ϖ ∑

Nt
n=2(vn− vn−1)

2

s.t

Gn ·qn+1 = qn +bn ·q(0,n),

STL ≤Mn = Mn−1 + vn ·q(Nx,n−1)− 4t
3600 ·Dn ≤ STU ,

vn ∈ [0,vmax], In ∈ [0, Imax],q(i,n) ∈ [0,qmax],

Given q0 and M0,

where P(n) = 1
η

ϕ1vn +
1

ηL ϕ2vn ∑
Nx
i=1 q(i,n),

γn = vn
∆t
∆x and q(0,n) = In−1/vn−1,

∀n ∈ [0,Nt ], and ∀i ∈ [0,Nx]

(3.25)
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Figure 3.16. Predicted (pred) and flow model simulated (sim) storage level for both optimisation

solutions of (3.25) and (3.24).

The optimal day-ahead schedules of both the SS approach and PDE model are shown in Fig. 3.15.

The background colours of Fig. 3.15 correspond to the different TOU tariff rates given in (4.4). The

proposed model estimates that the BC consumes 10.49 MWh, while the SS approach gives 9.69 MWh,

and the resulting energy cost calculations of the proposed model are 6.4% higher. In Fig. 3.15, the

prominent difference between the two schedules occurs during the first 5 hours of the day, where the

PDE schedule requires more power than the SS model. The difference is caused by the fact that the

SS model assumes that the conveyor begins delivering material into the storage from the first second.

This is, however, not true, since the belt is initially empty, and so, coal has to travel from the loading

point to the tail end, which is 8 km away. Thus, the SS approach wrongly underestimates the energy

consumption and cost of the BC’s operation.
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CHAPTER 3 A NEW ENERGY MODEL FOR LONG BELT CONVEYORS

Both solutions obtained from solving (3.24) and (3.25) are feasible. That is, both solutions predict

that STL ≤Mn ≤ STU ,∀n ∈ [0,Nt ]. However, simulating the optimisation solutions with the PDE flow

model of (4.1) illustrates that the SS approach’s solution violates the storage bounds, as shown in

Fig. 3.16. The results in Fig. 3.16 show that the level of storage predicted by the proposed model is

relatively accurate. However, the SS approach creates a schedule that actually violates the storage

bound constraints.

3.6 CONCLUSION

This chapter has proposed an energy model with two parameters based on the belt resistances for

long belt conveyors with troughed belts. The model uses a partial differential equation to capture the

varying amounts of mass per unit length on the belt in order to give a more accurate representation of

the transported bulk material. The proposed model provides steady-state power calculations that are

close to models found in the current literature. The proposed model is shown to estimate power usage

of a long belt conveyor more accurately than the existing steady-state power models. The proposed

model’s ability to accurately account for the amount of material being transferred by the conveyor

makes it more useful in practice than the steady-state models currently available in literature. An online

identification set-up for estimating the true values of the model’s parameters is proposed and simulated

for an 8 km-long conveyor. The identification of results show that precise measuring equipment is

required for speedy identification and that it is easier to estimate the true value of the model density

parameter than that of the no-load parameter. The proposed model is applied in a case-study application

simulation to demonstrate its superiority over the steady-state approach. Simulations show that, unlike

the SS approach, the proposed model is able to provide a schedule that does not violate storage level

constraints.

Accuracy of the newly proposed model can be improved by increasing the number of sampling points

in space (i.e. along the conveyor’s length). This, however makes the model more computationally

expensive and the optimal scheduling problem becomes harder for the computer to tackle. It is

possible that introducing alternative discretisation methods apart from the currently used BE method,

may alleviate this. These alternative discretisation methods need to be investigated further in future

works.
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CHAPTER 3 A NEW ENERGY MODEL FOR LONG BELT CONVEYORS

Future work on the model should also consider calculating the power requirement of the BC by

summing the resistances of shorter sections of the conveyor’s length. This approach is likely to

improve the calculation of the primary and secondary resistances’ contributions to the overall power

requirement of BCs. Future work should also consider incorporating the use of multiple drives on a

single conveyor since this is very common in long conveyors.
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CHAPTER 4 ENERGY MANAGEMENT IN SYSTEMS

WITH DOWNHILL CONVEYORS

Downhill conveyors are important potential energy sources within belt conveyor systems (BCSs).

Their energy can be captured using regenerative drives. This chapter presents a generic optimisation

model for the energy management of BCSs that have downhill conveyors. The optimisation model

is able to optimally schedule three configurations of a case-study BCS that is connected to the grid

and operated under a time-of-use demand-side management programme. The three suggested drive

configurations showcase potential energy savings/profits that can be obtained from implementing; (a)

variable speed control, (b) internal use of downhill conveyor energy and (c) the export of energy to the

grid. The results show that a BCS with a daily energy consumption of 924 kWh can be reconfigured

and controlled to reduce consumption by 53% or 100% or be made to generate 1,984 kWh, depending

on the configuration. Analysis of the investment in each of the three configurations is assessed using a

life-cycle cost and payback period (PBP). The daily operation simulation results show that the use

of regenerative drives and variable speed control are able to provide energy savings in BCSs. The

cost analysis shows that the configuration that enables sale of energy to the grid is the most profitable

arrangement, for the case-study plant under consideration. The sensitivity analysis indicates that the

PBPs are more sensitive to the annual electricity price increase than the discount rate. Combining

regenerative drives and optimal operation of BCS generates energy savings that give attractive PBPs of

less than 5 years.

4.1 INTRODUCTION

Belt conveyor systems (BCSs) are used in a variety of industries for bulk material transportation

[33, 56]. It is a well known fact that energy consumption of belt conveyor systems (BCSs) is lowered
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CHAPTER 4 ENERGY MANAGEMENT IN SYSTEMS WITH DOWNHILL CONVEYORS

by implementing variable speed drives (VSDs) instead of fixed speed drives [7, 9, 10, 11, 32, 33, 40].

BCSs are typically made up of storage units and a series of belts, some of which may be downhill.

Downhill conveyors (DHC) tend to require a constant braking force in order to maintain a required

operating speed. In addition to the required mechanical safety brakes, an electrical braking system is

used [57, 58, 59]. In general, the braking process is undesirable because it wastes energy, presents a

fire risk and reduces the motor’s lifespan. An efficient alternative is to capture the braking energy and

convert it into useful electrical energy [59, 60].

Apart from VSDs, further attempts to achieve energy efficiency are leading to the introduction of

regenerative drives (RDs) on downhill belts [31, 57, 58]. DHCs have long been seen as potential

sources of energy [57, 58]. The use of a 20 MW thyristor-based active front end (AFE) drive system to

harness the power of DHCs in an iron-ore mine is reported in [57]. An insulated-gate bipolar transistor

(IGBT) based AFE drive is also applied on conveyors of a cement plant to potentially generate over

700 kW of power [58]. The application of RD technology is increasingly gaining interest in the power

and energy research community. Its other application areas include passenger transportation and

overhead cranes [60, 61, 62, 63]. The current research on the application of RDs tends to focus on

power quality related issues and not enough attention has been given to energy management and cost

issues [57, 58, 63]. The latter two issues are the theme of this chapter.

Changes in tariffs towards dynamic electricity pricing are one of the dominant trends in the electricity

markets. This trend is motivated by the increasing need for utilities to influence demand and offer the

most equitable prices for electricity [40]. Some of the progressive tariffs, such as Eskom’s1 newly

proposed Genflex allows consumers to sell power back to the grid [55]. Tariffs such as this make

energy efficiency interventions capable of producing power even more attractive. Thus, VSDs and

RDs can be used in combination with optimal scheduling to derive further cost benefit from BCSs

under price-responsive demand-side management (DSM) programmes [64, 65].

Predictably, the decision to install VSDs/RDs is motivated by their economic viability within a

particular plant and this depends on the amount of potential energy savings or profits. It is therefore

necessary to accurately model and predict the amount of savings/profits to be made from the energy

saved/generated by investing in VSDs and RDs.

1www.eskom.co.za (a South African state-owned utility)
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CHAPTER 4 ENERGY MANAGEMENT IN SYSTEMS WITH DOWNHILL CONVEYORS

 Motor

 Rectifier         DC-link   Inverter

Control Unit

3-phase

Supply

Figure 4.1. Components of a variable speed drive.

This chapter presents an optimal scheduling model and three drive configuration options that can

be used to improve the energy efficiency of BCSs with DHCs. The proposed generic optimisation

model can calculate optimal schedules for three different configurations of drives while taking into

consideration the BCS’s operational constraints. Besides improving energy efficiency, the model also

minimises the electricity cost by taking advantage of the electricity tariff. The economic benefit of

implementing VSDs and RDs on BCS with DHCs are analysed for a case study plant. The proposed

model quantifies the potential amount of energy savings or profits and can be used to help a BCS

operator decide on the economic viability of investing in regenerative drives. The analysis in this paper

is novel because the newly proposed optimisation model facilitates energy management of BCSs that

are able to sell electricity to the grid.

4.2 BACKGROUND

4.2.1 Conveyor drive technology

For variable speed control (VSC), a belt conveyor’s alternating current (AC) motor is driven by a VSD

fed by a three-phase supply. The VSD is made-up of four sub-components as shown in Fig. 4.1. The

diode/IGBT rectifier converts the incoming AC to direct current (DC). The DC-link has a capacitor

bank that filters the DC from the rectifier. The inverter then converts the filtered DC back to an AC, the

frequency of which is dictated by the control unit. The control unit produces a pulse-width modulation

PWM signal that sequentially switched the transistors of the inverter to produce AC power of a desired

frequency. The AC motor is energised by the inverter to rotate at the speed proportional to the output
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CHAPTER 4 ENERGY MANAGEMENT IN SYSTEMS WITH DOWNHILL CONVEYORS

AC frequency. In this way, the speed of the motor is controlled by varying frequency of the output AC

[9, 11, 59, 63].

The load on a DHC produces a torque that rotates the motor’s shaft to generate electrical energy. This

energy is transmitted back into the drive to charge the DC-link’s capacitor. This results in a raised

DC-bus voltage because the energy cannot flow out through the rectifier. To avoid equipment failure,

the DC voltage has to be restored to its normal level. A dynamic braking unit connected to the VSD

achieves braking by absorbing the energy on the DC-bus and, hence, lowering the DC voltage. The

braking unit is made up of a chopper and a power resistor. The copper is an electronic switch that

connects a resistor to the DC-bus in order to dissipate the energy into heat whenever the DC voltage

increases beyond the required level. During braking, the resistor becomes hot and so an investment

into a well functioning ventilation system is sometimes needed to reduce the heat [59, 63].

Active front end (AFE) is one of the prominent regenerative drive technologies [57, 58, 63]. In the AFE

configuration, the VSD’s input diode rectifier is replaced by a bi-directional voltage source rectifier

capable of directing power from the conveyor motor into the grid [57, 58, 63]. The regenerative energy

from a DHC can either be used by other motors within the plant or sold to the grid. Not all power from

the bulk material load is converted into electrical energy due to friction in the motor and mechanical

subsystems attached to the shaft. A utility may also impose a transmission charge when the conveyor

feeds power into the grid. The implementation of this technology is commonly packaged in AFE units

that also include line filter and choke modules to improve the quality of power [63, 66].

In practice, multiple options for configuring AFE and VSD units are available to application engineers.

For instance, a single VSD unit can be used to drive multiple motors. A common DC-bus can also be

used to connect DC-links of multiple VSD units so that a regenerating motor simply injects energy into

the DC-bus where other motors can use it, to reduce the load on the grid. The use of RD and choice of

configuration needs to be justified by operational constraints and the amount of energy to be generated

for a given plant layout. These considerations will be made so that investment into RDs/VSDs is

economically viable for a belt conveyor operator [59, 63]. As a result, the ability to model the energy

output of DHCs is crucial.
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CHAPTER 4 ENERGY MANAGEMENT IN SYSTEMS WITH DOWNHILL CONVEYORS

4.2.2 Energy model

The linear mass density q(x, t) of material at a given point, x, on the conveyor belt at a time, t, is related

to the speed of the belt v(t) by,

∂

∂ t
q(x, t) =−v(t)

∂

∂x
q(x, t). (4.1)

The electrical power required by the motor driving an L meters long belt is given by,

P(t) =
1
η
(ϕ1 +

ϕ2

L

L∫
0

q(x, t)dx) · v(t), (4.2)

where ϕk k ∈ [1,2] are the modelling parameters and η is the overall motor drive efficiency [56].

In [56], the energy model parameters are shown to be related to the physical properties of the BCS

by parameters Ck k ∈ {1,2,4,6,7,9} and an artificial coefficient of friction f , as shown in (4.3).

Parameter C9 depends on the belt’s length and C7 depends on the inclination height H, while C4 and C6

are derived from special friction of the conveyor whose contribution is usually small for long conveyors.

The parameters C1 and C2 are derived from the primary friction of the conveyor and they are directly

proportional the coefficient f [56, 1, 6].

ϕ1 =C9 ·C1( f )+C6 and ϕ2 =C9 ·C2( f )+C4 +C7. (4.3)

For DHCs H is considered negative, thus C7 = gH < 0. For belts with sufficiently steep profiles, the

force of gravity on the bulk material dominates ϕ2, and so |C9 ·C2( f )+C4| < |gH|. In such cases,

the belt is capable of rolling downhill and turning the motor without any input power. This occurs

whenever the mass of the material on the belt exceeds a critical value, Mcrit = L ·ϕ1/|ϕ2|, and the

conveyor is said to be operating in a regenerative mode.
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CB 1

CB 2
ST 1 ST 2

Plant

Stockpile

Figure 4.2. Conveyor in a cement making plant.

4.3 ENERGY AND COST OPTIMISATION

4.3.1 Case-study plant

For a case study, consider a BCS designed to transport limestone and clay from a mining area stockpile

to a cement making facility similar to that in [58], located in the Waterberg region of South Africa.

Fig. 4.2 shows a layout of the plant where BCS is run at a fixed speed. In many countries, the cement

making industry accounts for a significant portion of national energy consumption. Raw material

processing consumes about 28% of electricity, therefore, DSM is important in this industry [67]. Due

to the rugged terrain, a long conveyor system is used. The system operates at a maximum speed of 3.1

m/s to transport bulk material to a plant 280 m below the crushing station. In our model, we consider

the 2.4 km long DHC that receives quarry from the crusher and feeds it to a 0.6 km long inclined

conveyor that delivers material to a storage in a cement plant as shown in Fig. 4.2.

The BCS considered is set to feed an annual production capacity of 1,400,000 tons which requires

about 280 t/h of raw material. The system shown in Fig. 4.2 has a normal maximum throughput of 850

t/h and the plant silos, ST2, have a 6 hours buffer storage of 1680 tons. The energy model parameter

values (ϕ1, ϕ2) are (25.0 kN, −1.58×103 m2/s2) for CB1 and (9.78 kN, 105 m2/s2) for CB2. CB1

is capable of generating 296 kW and CB2 can consume 55 kW of power at a speed of 3.1 m/s and

throughput of 850 t/h. The intermediate bulk storage ST1 is typically negligible in size and it is located

at a transfer station to facilitate the exchange of material between two belts.
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CHAPTER 4 ENERGY MANAGEMENT IN SYSTEMS WITH DOWNHILL CONVEYORS

4.3.2 Electricity pricing

In this section, we consider the operation of the plant in Fig. 4.2 under a Time-Of-Use (TOU) tariff

similar to those offered by Eskom’s demand-side management programmes. Mining operations are

normally based in the rural areas, thus the tariff called Ruraflex given by (4.4) is used to estimate the

cost of energy consumption [55].

πn =


0.40 R/kwh, off-peak n ∈ [1−6,23,24]

2.41 R/kwh, peak n ∈ [7,11−18,21,22]

0.73 R/kwh, standard n ∈ [8−10,19,20]

. (4.4)

The proposed Genflex tariff is used for calculating the profit made from generating energy as well as

cost of consumption. Under the Genflex tariff, independent power producers (IPPs) are able to use the

utility’s network to wheel their energy to a third-party. The utility charges the IPP a use-of-system

(UoS) charge for the use of its network. The IPP is able to get revenue for energy sales to a third-party

according to their power purchase agreement (PPA) [30]. The selling price of the IPP’s energy has to

be less than that of the utility by some factor Sfn, in-order to make it attractive to the third party.

The energy from the IPP is also subject to a flat-rate reliability charge πRC and a time-dependent

system loss charge. The reliability charge compensates the utility for providing good quality power

and security of supply. The loss-charge accounts for the inevitable transmission losses incurred by the

utility as it transmits the IPP’s energy to loads connected to the utility. In Eskom’s case, the utility

simply assigns a loss-factor Lfn based-on the distance between the IPP’s generator location and the

location of utility’s major load. This effectively reduces the IPP’s output from a monetary perspective.

Considering the selling price, reliability and loss charges, the TOU energy costs for an IPP are,

ECn =


πn ·Pd

n ·4t, when Pd
n ≥ 0

(πn ·Sfn ·Lfn−πRC) ·Pd
n ·4t, when Pd

n < 0,
(4.5)

where Pd
n is the magnitude of average power produced or consumed by the IPP during a time period

n. Negative and positive values of Pd
n correspond to the generation and use of power, respectively.
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In addition to the energy cost (4.5) , the UoS charges are billed depending on whether the IPP is

connected to the distribution or transmission network. Firstly, a standard administration and service

charge πAS is billed monthly per point-of-delivery and account. Secondly, the IPP incurs a network

access charge πNA based on the maximum power exported to the grid (or maximum demand required

by the IPP) within a billing period. Hence, the monthly network access cost (NAC),

NAC(Pd
n ) = max

{
−Pd

n ,P
d
n

}
·πNA (4.6)

For the purpose of our analysis, the following pricing values are used; πAS =R512.10/Month,

πNA =9.40/kW, πRC= 0.20/kWh. πAS represents the administration and service charge billed per

month for account services rendered by the utility on each working day of the month. That is, days

excluding weekends. The BC plant is assumed to sell its energy at a 20% discount to the utility’s TOU

price, so Sfn = 0.9. The Lfn associated with peak, standard and off-peak times are calculated to be

0.85, 0.85 and 0.75, respectively [55].

4.3.3 Drive configuration options

In the following sections, we compare the optimal scheduling of the BCS under three different

configuration options with the base case design. In the base case design, the downhill CB1 is fitted with

a 315 kW VSD and a braking unit, while both conveyors are operated at a constant maximum speed

to meet the hourly material demand. Electricity cannot be sold to the grid under the base case. The

value of feed-rate that meets the material demand when operating at full speed is 280 t/h. Under these

conditions, CB1 generates 1,095 kWh while CB2 consumes 923 kWh of energy. From the utility’s

perspective, the plant’s load profile is flat with an hourly consumption of 38.47 kW. Therefore, the

plant’s daily electricity cost under the tariff in (4.4) is R895.62.

The three different alternative configuration options and their implications on the energy and network

access costs are subsequently explained. All options have a 315kW VSD connected to CB1 and a

smaller 75kW VSD connected to CB2. The equipment used in each option is summarised in Table 4.1.

The detailed descriptions of the options are;
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VSD CB1

Grid DC 
bus

VSD CB2

Braking
Unit

Figure 4.3. Option B drive configuration.

VSD CB1

Grid

DC bus

AFE

VSD CB2

Figure 4.4. Option C drive configuration.

• Option A (VSC): The 315 kW VSD is connected to a braking unit connected and the two VSDs

are isolated . Option A is similar to the base case and in that no electricity is sold to the grid.

The only exception is the additional 75kW VSD on CB2. The electricity is continually being

consumed by CB2, even when CB1 is produces more than the consumption of CB2. The only

advantage over the base case is that this configuration is optimally operated using a variable

speed. The energy cost, defined by (4.5), is modified to ECn = πn ·Pd
n ·4t, where Pd

n refers to

the power consumed by CB2 only.

• Option B (VSC & internal use of energy): Each of the conveyors is connected to a VSD and

both VSDs are in-turn connected by a common DC-bus, as shown in Fig. 4.3. This configuration

is similar to that of option A,with the difference being the addition of the DC-bus. Option B

is suitable when the individual belt conveyor drives are located in close proximity. Therefore,

according to the layout in Fig. 4.2, the conveyor motors have to be located at the tail-end for

CB1 and the head for CB2. The energy generated by CB1 can be used by CB2. Therefore,

grid electricity is used only when the consumption of CB2 exceed the generation of CB1 (i.e.

Pd
n > 0 and ECn = 0 whenever Pd

n < 0). So, (4.6) changes to NAC = πNA ·max{Pd
n } and (4.5) is

modified to ECn = max{0,πn ·Pd
n ·4t}.
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CHAPTER 4 ENERGY MANAGEMENT IN SYSTEMS WITH DOWNHILL CONVEYORS

• Option C (VSC & energy export): Each of the VSD driving the conveyors are connected to the

grid through an AFE as shown in Fig. 4.4. Option C is also suitable for the conveyor drives that

are located in close proximity to each other and when they are both close to the transformer.

This reduces the length of connecting cables and hence the project costs. The braking unit

is eliminated in this configuration because the AFE allows bi-directional transfer of power.

When CB2 consumes more than what CB1 is producing, power Pd
n is purchased at a price

πn. Alternatively, when CB1 produces more power that the consumption of CB2, Pd
n becomes

negative and the power is sold to a third-party via the grid. Thus, the energy and network access

costs are as defined by (4.5) and (4.6), respectively.

Table 4.1. Summary of configuration options.

Option Equipment/component available

VSDs BU on CB1 Common DC bus AFE

A Yes Yes No No

B Yes Yes Yes No

C Yes No Yes Yes

4.3.4 Optimal scheduling

For variable notation purposes, the super scripts 1 denote variables associated with the DHC and

intermediate storage, while 2 is for those associated with CB2 and ST2. A generic daily cost function

of operating the plant shown in Fig. 4.2 , incorporating all UoS charges, energy profits and belt

mechanical costs is given by,

OpCost(v j
n, I

j
n) =

Nt

∑
n=1

ECn(Pd
n )+πAS ·

1
20

+NAC(Pd
n ) ·

1
20

+ω

Nt−1

∑
n=1

2

∑
j=1

(v j
n− v j

n+1)
2, (4.7)

where Pd
n = P1

n (q̄
1
n,v

1
n) + P2

n (q̄
2
n,v

2
n) ∀n ∈ [0,Nt ] is the power produced by the conveyor system,

v j
n, I j

n & q̄ j
n ∀ j ∈ {1,2} are the belt speed, feed-rates and average linear densities, respectively. The

value q̄ j
n =

1
Nx j

∑
Nx
i=1 q j(i,n),∀ j ∈ {1,2} is an average of linear densities sampled on Nx j equally spaced

locations on each belt. The administration and service charge (πAS ) as well as NAC are spread over

each of the monthly week days. The fourth addend of (4.7) represents the mechanical cost. The
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CHAPTER 4 ENERGY MANAGEMENT IN SYSTEMS WITH DOWNHILL CONVEYORS

mechanical cost ensures that the changes in belt speed are moderate to avoid excessive mechanical

stress on the equipment.

The optimal operating schedule {vn, In}∗ , has to meet the following operating constraints,

Ω1 :



G j
nq j

n+1 = q j
n + b̄ j

n · (I j
n/3.6v j

n),

v j
min ≤ v j

n ≤ v j
max, I

j
min ≤ I j

n ≤ I j
max

q(0,n)≤ Qmax,

ST 1
L ≤M1

n−1 + v1
n ·q1(Nx1,n−1)− 4t

3.6 · I
1
n ≤ ST 1

U ,

ST 2
L ≤M2

n−1 + v2
n ·q2(Nx2,n−1)− 4t

3600 ·Dn ≤ ST 2
U ,


, (4.8)

∀n ∈ [0,Nt ] and ∀ j ∈ {1,2}. The first row of (4.8) is a discretisation of (4.1) that caters for material

flow. This row relates the linear density vectors q j
n between time instances n and n+ 1 using the

parameters G j
n and b̄ j

n. The second and third rows of (4.8) define the actuator limits and belt carrying

capacity, respectively. The last two rows of (4.8) ensure that storage limits are not exceeded. Dn

represent the demand of bulk material and4t is the sampling time in the discrete domain. Therefore,

the optimal operating schedule for the BC plant in Fig. 4.2 is the solution to the following optimisation

problem,

min{vn,In}OpCost(v j
n, I

j
n)

s.t

{v j
n, I

j
n} ∈Ω1

Ω2 : {∑Nt
n=1 v2

n ·q2(Nx2,n−1) = ∑
Nt
n=1

4t
3600 ·Dn}

given q j
0 and M j

0,

(4.9)

where q j
0 and M j

0 are the initial belt linear density and amounts of material in storages. Each of the

simulations begin with an empty storage. For the purpose of a fair analysis, an extra constraint, Ω2,

requiring that the storage level returns to zero at the end of the day is imposed.

Figs. 4.5 and 4.6 show the power and storage profiles for the three options. Fig. 4.5 shows that unlike

option B, option A’s scheduling of CB2 avoids the peak times when electricity is most expensive.

This is because all of CB1’s energy is lost in option A and the utility always charges the plant for the
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Figure 4.5. Power consumption of each belt for the three options.
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Figure 4.6. Storage profiles of ST2 for the three options.

consumption of CB2. However, option B uses the power generated by CB1 to power CB2. In contrast

to both A and B, the scheduling under option C is shown to allocate most activity around peak times

when the BCS can sell most of its energy at the maximum price. The storage profile on Fig. 4.6 shows

that the capacity of ST2 restricts option A and C from avoiding and using peak times fully, respectively.

However, option B does not fully use the storage capacity as it attempts maintain a balance of using

CB2 to consume as much energy as CB1 produces. This is sensible because under option B, all of the

excess energy is wasted by dynamic braking.

In general, the optimised process of moving the daily load of material generates a total of 1,984 kWh

of energy. That is, CB1 generates 2,422 kWh of energy while CB2 consumes 437 kWh. The optimised
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CHAPTER 4 ENERGY MANAGEMENT IN SYSTEMS WITH DOWNHILL CONVEYORS

operation is more energy efficient than the full speed operation of the base case where CB2 consumes

923 kWh per day. As a result, the optimal scheduling of the plant saves energy under each of the three

options.

The plant needs to pay the utility R253.13 under option A. However, the plant would not pay any

money to the utility under option B. As for option C, the plant does not pay any money, it instead

makes a profit of R1,452.43.

4.4 COST ANALYSIS

The life cycle cost (LCC) and payback period (PBP) of investing in an asset are the most commonly

used values in determining the attractiveness and economic viability of an investment [68, 69]. The

LCC is the discounted cumulative cost of owning, operating and disposing an asset. Thus,

LCC(M) =CC+
Nlife−1

∑
j=0

OPC j

(1+d) j −DSC, (4.10)

where CC, OPC j, DSC, d and Nlife are the capital cost, operating cash-flows at the end of the jth year,

disposal cost, discount rate and the useful lifetime of the asset in years, respectively. PBP is the time

required for the benefits from the assets to equal the expenditure incurred to own and operate the plant.

That is, the number of years that make (4.10) equal zero. If nneg is the first year that makes the LCC

negative (i.e. LCC(nneg)< 0), then according to the graphical method PBP is calculated by,

PBP = nneg +
LCC(nneg)

LCC(nneg−1)−LCC(nneg)
(4.11)

The OPC j is primarily the operating income/expenses because the power electronics components

under consideration are hardly ever maintained. In contrast the motor is maintained at least twice a

year [70]. Motor cost are not included in the current case study because the plant already has suitable

AC motors and the energy saving interventions are restricted to electronic components running the

motors. The electricity prices are subject to annual percentage increases r, mainly due to inflations.

Thus, OPC j = OPC0(1+ r) j. The value of r is 13% in accordance with the latest multi-year price
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CHAPTER 4 ENERGY MANAGEMENT IN SYSTEMS WITH DOWNHILL CONVEYORS

determination plan by the South African regulator2. The electronic components of the VSD, AFE

and BU are long-lasting, however they are more likely to be replaced at the end of the lifetime of the

motors that they were connected to, mainly due to technological changes. Therefore, the residual value

of the electronic components is taken to be zero, i.e DSC = 0. For the same reason, a 15 years lifetime

period, M, commonly used for induction motors above 11kW, is adopted [70]. For calculations, the

adopted discount rate is 2.45% (A 5 year bond interest rate3 of 8.25% minus the consumer price index4

of 5.8%) [70].

Table 4.2. Equipment prices and cost estimates.

Item Amount

(Ru 0.09 US dollars as at 1 Jan 2015)

VSD 75kW 114,695.00

VSD 315kW 394,352.00

Active Front End 278,538.00

Braking Unit (Chopper & Resistor) 64,367.00

Accessories (DC-bus) 65,590.00

For the purpose of the current analysis, the investment into a cooling system for the braking resistor

is deemed unnecessary. A suitable distribution transformer that connects the plant to the utility is

assumed to be available at no extra cost. The salvage value of the electronic equipment is ignored.

Table 4.2 shows the equipment cost based on Altivar technology5. An installation cost of 10% of the

cost of equipment is added to the CC for both options A and B. However, 20% is added for option C

because it involves an AFE, which is a rarely used component.

Table 4.3 shows the economic data calculations for each option and the base case. The CC calculations

are obtained by summing the cost of required components from Table 4.2 and adding the installation

costs. Table 4.3 shows that options A and B consume less energy from the grid than the base case,

while option C feeds energy back into the grid. Option A calculations show that simply installing

VSDs and implementing VSC gives an attractive PBP of 3.56 years. A comparison of options A and

2www.nersa.org.za (Multi-year price determination 2 of 2015/16)
3secure.rsaretailbonds.gov.za
4http://beta2.statssa.gov.za
5http://www.schneider-electric.com/
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CHAPTER 4 ENERGY MANAGEMENT IN SYSTEMS WITH DOWNHILL CONVEYORS

Table 4.3. Benefit analysis of the different configuration options.

Item Configuration option

Base case A B C

CC (R) 504,591.00 630,755.00 685,755.00 949,768.00

Daily energy use from utility (kWh) 923 437 0 -1,984

Daily (cost) or savings (R) (895.62) 642.49 895.62 895.62

Daily energy profits (R) – – – 1,452.43

OPC0(R) 214,949.00 -154,198.00 -214,949.00 -563,532.00

PBP (years) – 3.56 2.88 1.62

B shows that improving energy efficiency by using the internally generated energy becomes a better

investment option with a PBP of 2.88 years. The use of a RD in option C gives the quickest PBP of

1.62 years even thought the investment costs are almost twice that of the base case.

4.4.1 Sensitivity analysis

Discount rate and electricity price increase rate

The anticipated annual increase in electricity prices is based on the most recent increase. The calcula-

tions in Table 4.3 assume that the increase is maintained in the subsequent years. However, this may

not be the case since it depends on future market dynamics. The discount rate values are also tricky to

determine because they account for time value of money from the BCS operator perspective. Some

analysis estimate it using the weighted average cost of capital (WACC) of the investing entity while

others base it on the difference between interest rate and inflation [70, 71]. For this reason, there is an

inherent uncertainty in values of both r and d. Therefore, a sensitivity analysis becomes necessary in

order to validate the attractiveness of the investment options under consideration.

Fig. 4.7 shows the influence the value of r and d have on the PBP of all the three options. r and d are

varied in the ranges [2,10] and [0,15], respectively. Generally, the changes in PBP are small, with

the worst change being less than 10 months. This is a good indication showing that investing in any

of the given energy saving options remains attractive in-spite of the likely changes in both r and d.
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Figure 4.7. Sensitivity to discount rate and electricity price increases.

The results show that option C is the least affected by the changes, while option A is mostly affected.

The long PBP of A makes it the most vulnerable to the changes. This means that investing in RDs

(option C) is a better option than A or B when the required investment cash is available. Fig. 4.7 also

shows that changes in r have a bigger impact on PBP than changes in d. For example, a 7% change in

r results in about 5 months of change in PBP while a 7 % change in d gives less than a 3 months worth

of change in PBP, for option A.

Intermediate storage capacity

The intermediate bulk storage, ST1, is a typically small storage located at a transfer station to facilitate

the exchange of material between two belts. The use of transfer stations is usually discouraged in

BCSs designs because they result in the loss of speed of material being transported and so reducing the

efficiency. However, implementing a transfer station with a larger storage capacity introduces flexibility

into the system and allows the system to take advantage of a time-of-use (TOU) tariff. Improved

storage and feeder designs can also be applied to alleviate the problem of efficiency losses [72].

Fig. 4.8 shows option C’s PBP for different sizes of ST1 relative to the current size of ST2 (1680

tons). Results in Fig. 4.8 show that increasing the storage size reduces PBP, since the daily profits

generally increase with storage size . However, increasing ST1 beyond 1680 tons (or 100%) results in a

diminishing decrease in PBP until no further change happens. This is because the daily schedule cannot

be optimised further to benefit from the tariff, within the given operational constraints. Therefore, an

analysis similar to this required before a embarking on changing intermediate storage sizes with the

aim of benefiting from the electricity tariff.
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Figure 4.8. Sensitivity to changes in the intermediate capacity storage, ST1.

4.5 CONCLUSION

A generic optimal scheduling model for deriving energy efficient and cost effective schedules for belt

conveyor systems (BCSs) with downhill belts is proposed and applied. The proposed optimisation

model is able to control a BCS in order to save energy and cost within a TOU tariff that allows reselling

of electricity to the grid. The model is applied on three proposed configurations to be retrofitted on an

existing plant. These configurations use variable speed and regenerative drives. The results shows that

the energy efficiency of BCS can be improved using variable speed drives (VSDs) and regenerative

drives (RDs).

An economic analysis of investing in three proposed retrofit configurations is carried out, based on

the payback period (PBP). The PBP’s sensitivity to BCS storage sizes, increase in discount rate and

electricity prices is assessed. The payback periods for all three energy saving configurations is found

to be less than 5 years over a varying range of discount rate and electricity increases. Increasing the

size of BCS storages is shown to provide a limited benefit towards cost saving on the given TOU tariff.

The sensitivity analysis indicates that a careful study of the effect of storage size must be carried out

because increasing storage capacity results in economic gains that are generally not proportional to the

size of increase.

A similar generic optimisation model and economic analysis can be performed for other similar motor

driven applications capable of implementing RDs. These applications includes lifts and cranes where

the loads lifted above ground level present a potential source of energy.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

60

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

© University of Pretoria 



CHAPTER 5 OPTIMAL SCHEDULING WITH

UNCERTANITY IN MATERIAL

DEMAND

The growing interest in demand response brings about increasingly complex electricity pricing struc-

tures. Electricity providers advancing critical peak pricing (CPP) see it as a more advanced and

dynamic tariff than the standard time-of-use (TOU). In practice, the requirement of bulk material by

down-stream processes may also be stochastic. The increased uncertainty in electricity prices and bulk

material demand requires an appropriate algorithm to mitigate associated operational energy cost risk.

This chapter considers the optimal scheduling of belt conveyor systems (BCSs) under a CPP tariff and

stochastic scheduling when material demand is uncertain, using a chance constraints model predictive

control (MPC) algorithm. The results show the suitability of this scheduling strategy under critical

peak pricing and the importance of the BCS’s storage size in reducing electricity cost. A method of

sizing BCS storage with the help of chance constraints is proposed. The proposed stochastic MPC

algorithm is shown to be a cost effective and appropriate method of handling uncertainties.

5.1 INTRODUCTION

The global economic growth in both developed and developing nations results in rapid growth of

electricity demand and puts an ever increasing pressure on electricity supply. Demand response (DR) is

seen as an increasingly good mechanism of improving the efficiency and reliability of electricity supply.

DR aims to control the load profile by changing the electricity consumption pattern of consumers

([13]). In this way, electricity can be supplied reliably and cheaply. DR program can either be incentive
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CHAPTER 5 OPTIMAL SCHEDULING WITH UNCERTANITY IN MATERIAL DEMAND

based or time based ([13, 73]). Time based programmes (TBPs) offer different electricity prices,

during different times (hours/half-hours) of the day, depending on the demand. The objective of these

programmes is to reduce electricity usage during high price periods and encourage usage during low

price periods, in order to flatten the user’s load profile.

Time-of-use (TOU), critical peak pricing (CPP) ([19]) and real-time pricing (RTP) are some of the

TBPs. Under TOU, prices of electricity are fixed for each period of the day during the whole year or

season. On the contrary, in RTP, the price of electricity changes frequently, usually every hour. This is

the most dynamic of the TBPs. CPP offers a compromise between TOU and RTP. Under CPP, the

discounted TOU prices are normally applied and relatively higher prices are used during critical days

decided by the utility ([14, 17]).

The general consensus amongst economist and engineers is that RTP will be the most beneficial pricing

scheme for the utility and customers. Thus, CPP can be seen as an intermediate step towards the

ultimate migration of utilities to RTP. Therefore, there is growing interest amongst utilities in CPP. For

example, the state-owned South African utility, mentions its intention to implement CPP in its 2007

strategy document1. A number of utilities around the world currently offer CPP ([14, 15, 18, 74]).

Unfortunately, the increasing variability in TBPs shifts increasing electricity cost risk towards the

customer’s side ([14]). Thus, the use of energy cost optimal schedules becomes increasingly important

especially for large industrial sector energy consumers. Deriving cost optimal operating schedules is

an involving task because it has to take into account both electricity and operating costs, together

with practical uncertainties involved in the operations. Due to its robustness and ability to handle

constraints, model predictive control (MPC) provides a suitable solution to optimal scheduling.

Belt conveyor systems are used extensively in industrial applications for bulk material handling, to

transfer material from one point to the other. Application areas include transporting material between

plants in the mining industry and pulp-paper production, as well as for coal and ash handling systems

1http://www.eskom.co.za/c/article/975/critical-peak-day-pricing-pilot-project/

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

62

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

© University of Pretoria 



CHAPTER 5 OPTIMAL SCHEDULING WITH UNCERTANITY IN MATERIAL DEMAND

in thermal power plants ([32, 75]). In all the operations the material transferred has to meet some

demand, which may be random, depending on the downstream processes.

This chapter considers two overall issues. Firstly, the benefit obtained through the use of MPC

scheduling to operate a BCS on a CPP programme. The system is assumed to have initially been

scheduled using optimal control under TOU tariff. Secondly, the use of a robust MPC schedule based

on chance-constraints is presented. The control of variable speed drive BCs given in [6] is used as

a case study. Although, a case study and a BC model from [33] are used, the work in this chapter is

unique in four ways. Firstly, the use of a robust MPC strategy with chance-constraints is introduced.

Secondly, CPP tariff structure is considered in this work while only TOU is considered in [33, 76].

Thirdly, the current analysis considers the original BC plant in [76] under different storage sizes and

the relationships between storage size and the MPC’s prediction horizon are explored. Lastly, the

method of sizing the storage based on confidence level is derived. It is worth noting that the application

of the strategy proposed in this chapter can be easily adapted for different industrial loads that are able

to time-shift their operations such as water pumping systems in [34].

5.1.1 Critical peak pricing

Under a CPP tariff, the electricity provider issues a pricing signal to declare a critical period

during which the price of electricity goes very high ([14, 74]). The critical period is usually

declared a day before it occurs. The CPP contract allows the supplier to declare a limited

number of critical days, Ncrit , in a month. For example, Eskom’s pilot project limits the num-

ber to 17 days per annum. There are a number of variants of CPP, but the three most common

are: fixed-period CPP (CPP-F), variable period CPP (CPP-V) and extreme day CPP (CPP-ED) ([3, 14]).

Under the CPP-F, the timing, duration Tcrit and price π̂n of the critical period are fixed. However, under

CPP-V, the notification period, Tcrit and π̂n can vary within predetermined limits. CPP-ED is a slightly

different version of CPP, where a flat tariff is normally used and a TOU with high critical peak prices

and low off-peak prices are used on extreme days. The consumer benefits from reduced electricity

prices, discounted by a stipulated rate during the standard and peak periods ([3, 15]). For example, the

California’s statewide pricing pilot project sets the peak period price to five times the standard rate, a
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day ahead notification is given and only 15 critical days are allowed per year, under CPP-F. While

the critical period varies from one to five hours and the notification time can be as short as four hours,

under CPP-V ([15]). The analysis in this chapter will consider CPP-F, other variants of CPP will be

considered in future work.

5.1.2 Model predictive control

MPC is a control strategy whereby the control actions are obtained from a repetitive on-line solution of

an optimal control problem. First, the MPC algorithm begins from the present state of the process and

solves an optimal control problem over a finite-horizon, known as the prediction horizon hp. Then, only

the first portion of the resulting control sequence is applied to the system. This procedure is repeated,

each time beginning from the current state of the process. The duration of the control sequence used is

called the control horizon hc [77, 78].

The superiority of MPC as a control strategy lies in its ability to easily handle constraints and multiple

variables. The fact that the state is repeatedly measured, that is feedback, allows MPC to be robust

against modelling uncertainties and disturbances [77, 79]. MPC has been applied to a wide range of

practical problems and there is also growing interest within the power and energy sector [34, 80, 81,

82, 83, 84].

In [80] and [34], the authors show the suitability of MPC for pump scheduling under TOU and

maximum demand tariff structure. Zhang in [76] shows the advantage of standard closed-loop MPC

over open-loop optimal control on conveyor scheduling. Široký in [81] develops an MPC framework

for minimising energy consumption in buildings. While, Ma argues that MPC is best suited for

optimising energy use when the controller needs to incorporate prediction of weather variables,

occupancy, renewable energy availability, and energy price signals [82]. MPC schedules are applied in

generator maintenance and dynamic dispatch by [85] and [12], respectively. [79] proves the robustness

and convergence of an MPC algorithm applied on a generic class of problems, that includes energy

appliance scheduling.

The use of chance-constraints to enhance the robustness of the standard MPC algorithm has been

demonstrated in [84, 86, 83]. The authors in [83] use chance-constraints to create a robust MPC
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algorithm for a spacecraft rendezvous problem. Hovgaard and colleagues proposed an MPC-based

power management scheme for optimising energy cost in supermarket refrigeration systems [84]. The

chance-constraints are used to handle uncertainty in both process models and prediction of external

variables, such as outdoor temperature. In [86] a chance-constrained MPC (cc-MPC) algorithm is used

in the control of a high-purity distillation column to satisfy process output constraints.

5.2 CASE-STUDY MODEL

[33] has shown that the power used by the belt conveyor with variable-speed drives is related to the

feed-rate I in tons per hour (t/h), and belt speed v in m/s. The speed and feed-rate are in turn related to

the each other by unit mass of material q in kg/m. The relationships are given by,

P(I,v) =
1
η
(θ1vI2 +θ2v+θ3

I2

v
+θ4I +

v2I
3.6

), (5.1)

and

I = 3.6 · v ·q, (5.2)

where θ j are the design parameters unique to the system and η is the efficiency of the conveyor drive.

The amount of energy used to convey a given amount of material is constant, regardless of the time the

conveying is done. However, under a CPP tariff, the conveying can be done during the cheapest time

to reduce energy costs. Unfortunately, the demand has to be met at all times so the conveying has to

be done whenever the material is needed. The storage is used to introduce some flexibility into the

scheduling of the conveyor, because it can allow for the conveyance of material during cheap time

slots before it is needed.

The amount of material in the storage (Mn), at a particular hour is related to the hourly feed-rate In and

hourly demand Dn, as shown in (5.3). The other operating restriction is that the amount of coal in the

storage must be maintained within safe limits. That is, the upper limit STU and lower limit STL. These

constraints can be expressed as,

Mn+1 = Mn + In+1 ·∆t−Dn+1, STL ≤Mn ≤ STU . (5.3)

Both the speed and feed-rate of a given belt conveyor are physically limited. Thus,
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Imin ≤ In ≤ Imax and vmin ≤ vn ≤ vmax. (5.4)

For variable speed belts, the unit mass of the material on the belt should be less than the maximum

value Qmax. Thus,

In

3.6vn
≤ qmax. (5.5)

5.3 OPTIMAL MPC SCHEDULES

Consider a CBS with a series of NB belts moving bulk material from point A to point B. Depending on

the feed rate and belt speed, the jth conveyor consumes P j(·, ·) of power. Beginning at a time l = t, the

MPC algorithm operates by repeating the following three steps, starting from the current amount in

storage Ml .

Step 1: Predict the optimal schedule (I j
n ,v

j
n)∗, by solving the following optimisation problem over

prediction horizon hp,

min
(I j

n ,v
j
n)∈S

hp+l

∑
n=l+1

{
NB

∑
j=1

P(I j
n ,v

j
n)}πn +ω

NB

∑
j=1

hp+l−1

∑
n=l+1

(v j
n− v j

n+1)
2 (5.6)

where ω is a weighting parameter, πn is the price of electricity and S is a set of feasible schedules

constrained by the BC modelling equations (5.2)-(5.5). Variables I j
n and v j

n denote the feed rate and

belt speed for the jth conveyor during the nth sampling period within the prediction horizon ranging

from t to t + hp. The first term of (5.6) optimises the energy. The second term optimises velocity

ramps, (v j,n− v j,n+1), this is intended to reduce the excessive belt speed changes that are likely to

damage the conveyor, as explained in Section 2.3.

Step 2: Implement only the first part of the optimal schedule, (I j
t ,v

j
t ). Find the next state Ml+1, using

(5.3) while noting that only the last conveyor feeds the storage. The material in storage and the CBS’s

electrical load LPl+1 are given by (5.7).
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CB 1

CB 3

Stockpile

CB 5

Crusher

1 2 3 11 12

CB 2

CB 4

Storage bins
Dn

...

Figure 5.1. Process flow diagram of the coal conveying system.

Ml+1 = Ml + INB
l+1−Dl+1.

LPl+1 = ∑
NB
j=1 P j(I j

l+1,v
j
l+1).

(5.7)

Step 3: Move to the next sample time, l = t +1 and repeat steps 1 and 2.

It is important to note that for every step of the MPC algorithm, the prediction horizon moves forward

in time, even though hp remains constant. On the other hand, an optimal control (OC) implements the

whole of the schedule resulting from step 1, at once.

CASE STUDY: COAL-HANDLING PLANT

For a case study, the coal conveying system in a coal-fired power plant given by [33] and shown in

Figure 5.1, is considered. A plant consisting of five belts and a crusher, moves coal from a storage

yard to 12 coal bins of a power station. The storage bins have a total capacity Mtotal of 5595 tons. The

STL and STU storage safety limits are set at 1855 and 4756 tons, respectively. The hourly demand for

coal Dn can be calculated from the average power demand of the station. In reality, coal demand is

random because the future amount of power required by downstream processes can never be predicted

with certainty. This randomness is considered in detail in Section 5.4.
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CHAPTER 5 OPTIMAL SCHEDULING WITH UNCERTANITY IN MATERIAL DEMAND

The plant is modelled as two belts with the same amount of feed-rate. The first belt (C1-C3) moves

from the stockpile to the crusher at the speed of v1 and the second (C4-C5) from the crusher to the

storage running at v2. The belt parameter values (θ1, θ2, θ3, θ4) are (2.38×10−4, 6.34×103, 3.1×10−3,

62.6) and (2.14 ×10−4, 7.28×103, 2.8×10−3, 77.9) for the first and second belt, respectively. A one

hour sampling time has been used for simulations. The belt drive efficiency is 88.9%. The upper limits

of the feed-rate and speed are qmax =1800 tons/hour and vmax =2.5 m/s, respectively.

The plant is assumed to initially operate under a TOU tariff where the hourly price is given by

πn =


0.35 R/kwh for t ∈ [0,8),

0.70 R/kwh for t ∈ [8,9)∪ [12,19)∪ [22,24),

1.11 R/kwh for t ∈ [9,12)∪ [19,22),

(5.8)

using OC schedules. R stands for South African currency, Rand. Under the CPP-F programme, the

energy prices in (5.8) are reduced by a discount rate d during non-critical days. The CPP-F pricing is

given by

π̂n =


(critical)

 3 R/kwh for t ∈ [15,22),

πn R/kwh for t ∈ [0,15)∪ [22,24),

(normal)
{

(1−d)πn R/kwh for t ∈ [0,24).

(5.9)

The monetary benefit to a belt conveyor operator switching to a CPP-F program over NT days, is

quantified by (5.10), assuming zero reservation capacity. The benefit depends on LPn,λn, λ̂n and CC,

which are the load before CPP-F (baseline), load profile after CPP-F (post-implementation) during

normal days and post-implementation load profile during critical days and investment cost, respectively.

The first term of (5.10) quantifies the gain made through the discounted prices during non-critical days.

The second term gives the cost saved by shifting the load away from critical hours.

Benefit = (NT −NC)
24

∑
n=1

πn(LPn−d ·λn)+NC

24

∑
n=1

(πnn− π̂n · λ̂n)−CC (5.10)

The CC is the money used to improve the plant in order to take advantage of the CPP programme.

It could include the cost of installing BC with higher feed rates or increasing storage capacity. The

scenarios explored in this chapter do not consider a retrofit, thus CC = 0.
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Figure 5.2. State of storage and load profiles for both MPC and OC schedules.

5.3.1 Simulation results and discussions

The following simulations consider the operation of the BCS over a period of 30 days with 2 critical

days. The baseline is derived from OC schedules under TOU of (5.8) and the post-implementation

schedules are obtained from MPC under CPP-F given by (5.9). Under CPP-F, the critical day is

announced at 1500hrs the day before it occurs.

Figure 5.2 compares the behaviour of MPC and OC for the coal conveying system over 3 days, when

the 2nd day is a critical day. The simulation considers the BCS in the case with 1.5Mtotal of storage

and a 50% discount rate. These settings are chosen because they amplify the differences between OC

and MPC. The OC shifts the load within the day, by conveying more material over a shorter period of

1300-1500 hours while maintaining a daily energy consumption of 5.1 MWh. However, the MPC

shifts some of the load backwards to the day before the critical day. For the MPC, the daily energy

consumptions are 6.7 MWh, 3.5 MWh and 5.1 MWh, for days 1, 2 and 3, respectively. The level of

storage in Figure 5.2 shows how MPC uses storage to shift load.
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Figure 5.3. Belt speed changes for both MPC and OC schedules.

The ability of MPC to shift load between days makes it more appropriate for scheduling within the

CPP program. OC cannot shift load between days because under OC the optimal schedule is solved

for one day at a time. On the contrary, the receding horizon of MPC allows it to ‘see’ an impending

price increase of a critical day and hence act to consider it for optimisation. The other advantage of the

MPC schedule is its ability to limit extreme belt speed changes as shown in Figure 5.3.

When the discount rates are low and the storage size limited there is little difference in cost savings

obtained from MPC as opposed to OC. Practically, the discount rates are usually, less than 10%. Thus,

the subsequent simulations will consider the MPC schedules with a discount rate of 10%.
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Figure 5.4. Influences of prediction horizon on the benefit.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

70

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

© University of Pretoria 



CHAPTER 5 OPTIMAL SCHEDULING WITH UNCERTANITY IN MATERIAL DEMAND

6 12 18 0 6 12 18 0 6 12 18 0

     

3,000

4,000

     
M

n (
to

ns
)

Hour of day

 

 
h

p
 = 24, h

p
 = 6, h

p
 = 3

Figure 5.5. Storage usage for varying prediction horizons.

Figure 5.4 shows the benefit gained by implementing MPC with varying prediction horizons, for a

10% discount rate. Both the prediction and control horizons are kept at equal lengths in all simulations.

The results show that it would be more costly to enrol into a 10% discounted CPP-F programme

while the prediction horizon is less than 6 hours. Thus, as expected, increasing the prediction horizon

increases the benefit gained from the CPP-F programme.

This observation is due to the fact that at shorter prediction horizons, MPC fails to ‘see’ impending high

electricity prices in time and so it fails to use the storage to buffer against them. This reasoning is better

illustrated in Figure 5.5. Figure 5.5 shows how the storage is being used by MPC for various lengths of

the prediction horizons. The full capacity of storage is never used by MCP when the prediction horizon

is 3 or 6. Moreover, the maximum capacity of storage used increases with increasing prediction horizon.

Figure 5.6 shows the total and disaggregated benefit of enrolling into the CPP program considering

similar plants with different amounts of storage. The disaggregated benefit plot separates the benefit

gained by the algorithms during critical days and non-critical days as given by (5.10). On the total

benefit, the interesting observation about figure 5.6 is that; below the storage size of 1.5Mtotal , a

plant with larger storages would benefit more from the programme than those with smaller storage.

Form 1.5Mtotal to 2Mtotal , the opposite is true. Finally, beyond 2Mtotal the benefit remains the same

regardless of the storage size.
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Figure 5.6. Influence of storage size on the benefit.

Analysis of the disaggregated plots is able to explain the behaviour of the total benefit plot. As the

storage size increases, the benefit obtained by the MPC schedule during non-critical days diminishes

because the storage becomes larger enough for the OC to successfully optimise the baseline. This is

because the baseline Li is from a plant being scheduled using OC already.

For plants with storage size less than 1.5Mtotal , the storage is very small and so MPC fails to

sufficiently shift the load within the day (intra-day) during the critical time. Thus, it is punished by very

high costs during critical days. When the storage is very large (beyond 2Mtotal), a very small benefit is

gained by load shifting during critical days. This is because the baseline has been shifted very well

due to the large storage, so the only benefit gained during non-critical days depends on the discount rate.

Figure. 5.7 shows the operating cost before and after the implementation of the CPP-F programme.

The benefit of CPP-F can be seen from the reduced post implementation costs.
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Figure 5.7. Operating cost for different storage capacities.
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Figure 5.8. Random demands and 99% confidence bounds.

5.4 CHANCE-CONSTRAINED MPC

Simulations in Section 5.3 are based on the assumption that the material demand is known with

certainty 24 hours ahead of time. In practice, this is not the case. For the case study considered in

this chapter, the hourly coal demand depends on the power station’s short-term load forecast. Load

forecasts are known to be uncertain and research into load forecasting continues to be carried out

([87, 88]). Thus, an uncertain load forecast implies an uncertain coal demand.

A load forecast is usually expressed as a point forecast plus or minus a confidence level, based on the
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CHAPTER 5 OPTIMAL SCHEDULING WITH UNCERTANITY IN MATERIAL DEMAND

Gaussian distribution ([89]). It is therefore reasonable to assume that the actual material demand can

be modelled as a sum of a known mean demand Dn and random normally distributed component D̂n.

That is,

Dn = Dn + D̂n, where D̂n ∼N(0,σ2
n ). (5.11)

The D̂ns are assumed to be independent of each other. Figure 5.8 shows a set of 20 random realization

of the coal demand with a standard deviation that is 10% of the mean demand, to be used in the

subsequent simulations.

The uncertainty in material demand will result in the violation of the storage safety limit, as described

by (5.3). The practical purpose of the storage safety is to act as a buffer in-case of a BC failure. For

example, the lower limit ensures that there is enough coal in the storage bins for the power plant to

run in-case the belt conveyor breaks down and emergency maintenance has to be carried-out. The

lower limit will also give the plant operators enough time to safely shut-down their down-stream

processes. Similarly, the upper limit ensures that no spillages occurs in-case there is a problem with

BC instrumentation and actuators, that may disable control signals.

To reduce the violation of constraints, a stochastic MPC algorithm is needed. The most common way

of making a robust MPC is to tighten the constraints. That is, make the new lower bound bigger and

the new upper bound smaller. This amount of tightening can be calculated well when the disturbance

is bounded ([90]). In this case, tightening reduces the effective operating storage size and so according

to analysis in Section 5.3, it has energy cost implications.

5.4.1 Chance-constraints

A systematic way of setting robust bounds can be obtained through the use of chance-constraints.

Consider the lower limit constraint in (5.12) during the kth sampling time of the MPC’s prediction

step.

STL ≤
k

∑
n=1

In−
k

∑
n=1

Dn +M0, (5.12)
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CHAPTER 5 OPTIMAL SCHEDULING WITH UNCERTANITY IN MATERIAL DEMAND

where M0 is the initial amount of material in the storage. It can be understood from the purpose of the

storage limits that their violation presents an operational risk. Thus, the objective of the stochastic

algorithm is to reduce this risk. That is, the lower bound constraint must be satisfied with a sufficiently

high probability α (say α = 99%). Substituting for Dn translates (5.12) into,

Pr{
k

∑
n=1

D̂n ≤
k

∑
n=1

In−
k

∑
n=1

Dn−STL +M0} ≥ α, (5.13)

where Pr denotes probability. (5.13) is known as a chance-constraint ([86]). The expected value E{}

and variance V{} of the sum of error terms are given by,

E{
k

∑
n=1

D̂n}= 0, V{
k

∑
n=1

D̂n}=
k

∑
n=1

σ
2
n . (5.14)

By standardising the sum of D̂n, the chance-constraint in (5.13) can be rewritten as,

STL +F−1(α)

√
k

∑
i=1

σ2
n ≤

k

∑
n=1

In−
k

∑
n=1

Dn +M0 (5.15)

where, F−1(α) is the inverse of the standard normal cumulative distribution. Thus, the chance-

constraints also tighten the lower bound with an amount of restraint related to a confidence level α . A

similar analysis on the upper limit also results in the tightening of the bound. The new upper bound

constraints are of the form,
k

∑
n=1

In−
k

∑
n=1

Dn +M0 ≤ STU −F−1(α)

√
k

∑
n=1

σ2
n (5.16)

Thus, the cc-MPC is implemented using the three steps defined in Section 5.3 with the storage limits

defined by (5.15) and (5.16) in place of (5.3).

5.4.2 Storage sizing based on confidence level

Figure 5.9 shows typical constraints during the prediction step of the MPC. The MPC with

chance-constraints (cc-MPC) is compared with an MPC where the bounds have been restrained

(r-MPC). cc-MPC has tapered constraints as predicted by (5.15). This also coincides with the fact that

the effect of prediction error increases with increasing look-ahead time.

It is worth noting that increasing α for a given set of limits (STL and STU ), prediction horizon and

demand variances, will eventually result in equal lower and upper bounds. Thus, for some critical
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Figure 5.9. Constraints at the beginning of the day for restrained MPC (r-MPC) and chance constrained

MPC (cc-MPC).

value αc,

STL +F−1(αc)

√√√√ hp

∑
n=1

σ2
n = STU −F−1(αc)

√√√√ hp

∑
n=1

σ2
n . (5.17)

Increasing the confidence level beyond αc makes the open loop MPC problem infeasible. This implies

that the amount of storage in the belt conveyor system cannot assure constraint satisfaction beyond αc.

That is, the operating risk can not be further reduced. Assuming a constant value of standard deviation,

σi = σ , then (5.17) simplifies to,

STU −STL = 2σF−1(αc)
√

hp. (5.18)

The right hand side of (5.18) is the effective storage size within which the scheduling algorithm is

expected to operate. Therefore, (5.18) gives the minimum effective storage capacity that is able to

provide safety confidence level αc. Thus, it can be used for storage sizing when designing a BCS

similar to the model in Section 5.2 with a specified value of reliability αc.

5.4.3 Simulation results and discussions

The following simulations consider the robustness of scheduling algorithms over 100 days of random

material demand under the tariff in (5.8). Initially, 100 realisation of material demands with a 10%

standard deviation (σn = 0.1Dn) are generated and then these realisations are used for simulating

variants of OC and MPC algorithms. MPC, cc-MPC and r-MPC refer to the standard MPC, MPC
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Figure 5.10. Distribution of constraint violations (absolute value) for both OC and MPC.

with chance constraints and MPC with tightened constraints, respectively. The same notation applies

for OC. The amount of restraint on the constraints is calculated as a percentage of effective storage.

So, r-MPC(10%) implies that the bounds are tightened by 10% of (STU − STL). However, for the

cc-MPC(99%), the 99% is the value of α .

Figure 5.10 shows the distribution of absolute values of bound violations for the standard MPC and

OC. The degree of violations are given as a percentage of the mean hourly coal demand. Therefore,

a violation of 100% means that the storage bound is breached by an amount equal to the average

hourly coal demand. The results in Figure 5.10 indicate that the magnitude of violations resulting

from MPC are smaller than those resulting from OC. Table 5.1 summarises the robustness and

cost effectiveness of the scheduling algorithms. The cost effectiveness is measured by the mean

daily energy cost (MDEC). r-OC(15%) is less robust that cc-OC(99%) because it results into larger

violations even though the two algorithms have almost equal costs. Comparing r-MPC(15%) and

cc-MPC(99%) shows that r-MPC achieives a marginally better performance at a high cost. Thus,

chance-constraints algorithms are better than ones with tightened constraints. A comparison between

cc-OC and c-MPC shows that MPC gives smaller magnitudes of violations at a lower cost than OC.

For example, cc-MPC(99%) has a maximum of a 2% violation while cc-OC(99%) gives 13%, but

cc-MPC(99%) achieves smaller violations at about a 4% cost reduction. Table 5.1 also shows that

cc-MPC becomes more robust as the constraints are further tightened. This robustness is obtained at

the cost of increasing average daily energy cost.
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Table 5.1. Performance results. MDEC refers to mean daily energy cost.

Algorithm MDEC Number of Biggest

violations violation

OC 2261 247 126%

MPC 2264 200 27%

r-OC(15%) 2380 7 36%

r-MPC(15%) 2386 0 0%

cc-OC(90%) 2346 56 64%

cc-MPC(90%) 2277 42 12%

cc-OC(95%) 2346 30 46%

cc-MPC(95%) 2281 22 9%

cc-OC(99%) 2379 7 13%

cc-MPC(99%) 2290 2 2%

5.5 CONCLUSION

The analysis in Section 5.3 shows that the prediction horizon of the MPC is related to the amount of

storage used and hence the amount of cost savings. MPC performs better when the prediction horizon

is lengthened. It has also been observed that optimal control is capable of intra-day but not inter-day

load shifting. The ability of MPC to perform inter-day load shifting makes it a better algorithm for

energy cost optimisation under a CPP-F programme.

The amount of storage in the plant dictates the amount of load shifting that is possible. The bigger

the storage the smaller the baseline cost and the harder it is for the MPC to benefit from the CPP-F

programme. These conflicting situations mean that the benefit obtained from a CPP-F program is not

linearly related to the amount of storage of the belt conveyor plant.
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CHAPTER 5 OPTIMAL SCHEDULING WITH UNCERTANITY IN MATERIAL DEMAND

Analysis also shows that the larger the storage, the lower the operational cost of the belt conveyor

plant. However, this cost ceases to decrease as the storage increases, for very large storages. Both

utility and end-user can benefit from a CPP-F programme provided, the discount rates is attractive and

the end-user’s equipment has sufficient storage to facilitate load shifting.

The analysis in Section 5.4 shows that MPC is more robust than OC and that a robust schedule is

obtained at the expense of higher energy costs. Chance-constraints have been shown to be an effective

means of building robust conveyor schedules. The use of chance-constraints is meaningful because it

is based on the desired confidence level. Chance-constrains also provide an intuitive formula for sizing

the conveyor system’s storage size.

For future work, the analysis in this chapter needs to consider other variants of the CPP tariff apart

from the CPP-F. The current work assumes that the random components of the the stochastic demand

are independent and are normally distributed. Thus, future work also needs to gather extensive data

and investigate the practically occurring nature of these components.
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CHAPTER 6 THE BENEFIT OF PRICE FORECASTS

IN CONVEYOR SCHEDULING

The use of real-time pricing (RTP) tariff is increasing as increasingly more electricity markets become

deregulated. Scheduling of belt conveyor system (BCS) under RTP requires electricity price forecasting.

This chapter deals with quantifying the economic benefit of price foresting schemes used for a day-

ahead scheduling of a BCS under the real-time pricing tariff. The case study considered uses three price

forecasting methods on the PJM’s market prices over a period of two years. A great deal of research

literature related to price forecasts tends to focus on improving the accuracy of forecasts with little

regard for their practical application. Quantifying the benefit of a forecasting scheme is a challenging

problem and it important to operators of all large industrial loads, capable of load-shifting. Results

in the current literature suggest that mean absolute percentage error (MAPE) is poor at indicating

the economic benefit of a forecast. Rank correlation (RC) between the predicted price and the actual

price is proposed as an indicator of economic benefit. The results show that RC is a better indicator

of economic benefit than root mean square error (RMSE) and MAPE. They also show that potential

economic benefit obtainable from forecasts depends on price volatility and not mean price. An artificial

forecast is used to validate the superiority of RC over MAPE and RMSE. It is observed that the

predictability of a forecast’s economic benefit is largely dependent on how responsive the load is to

electricity price changes.

6.1 INTRODUCTION

One of the currently dominant trends in the electricity markets is the move from fixed towards dynamic

prices. This is driven by the introduction of price-responsive demand response (DR) in demand-side

management (DSM) programmes. While, DR improves the power system’s stability, tariffs such as
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CHAPTER 6 THE BENEFIT OF PRICE FORECASTS IN CONVEYOR SCHEDULING

RTP impair the customer’s ability to schedule most of its operations at times when electricity prices

are low. This is because prices are given in real-time [13, 14]. The most appropriate strategy of

mitigating the risk of high electricity cost is using cost-optimal scheduling with an accurate price

forecasting method. The commonly used methods of quantifying forecasts’ accuracy in literature

are mean absolute error (MAE), mean absolute percentage error (MAPE) and root mean square error

(RMSE) [19, 20, 21, 22, 23]. A great deal of literature related to price forecasts tends to focus on

improving the accuracy of forecasts with little regard for their practical application.

However, there is a growing interest in the economic assessment of price forecast accuracy for specific

applications [20, 23, 25, 26, 24]. The authors in [25] and [26] consider the effects of price forecast

errors on the supply-side of the grid, while [24] deals with the demand-side. The authors in [25, 26, 24]

illustrate the inadequacy of MAPE in indicating the economic value of a forecast method. The main

contribution of this chapter extends this discussion by suggesting rank correlation (RC) as an alternative

means of assessing economic impact and illustrating why the use of MAPE and RMSE is flawed.

This chapter presents the economic assessment of electricity price forecast accuracy using day-ahead

scheduling of load-shifting industrial plants. Two types of load-shifting loads are considered; one with

on-off control and the other with continuous motor speed control via variable speed drives (VSDs).

Three methods of forecasting day-ahead electricity prices are used to schedule the operation of a

coal-conveying industrial plant in a real-time electricity market. The price forecasts and the costs of

resulting schedules are compared over a period of two years using PJM1 market prices. The results

show that the economic benefit obtained from the forecast is highly dependent on the volatility of the

electricity price being predicted. The ability of RC, MAPE and RMSE to rank the economic benefit

of different forecasts is compared. As in [24], the assessment illustrates the weakness of common

forecast accuracy indicators in assessing the appropriateness of a forecast method. However, the results

in this chapter further show that RC between the predicted and actual prices is a better indicator of the

economic value of a forecast method. The chapter uses an artificial forecast to illustrate why MAPE

and RMSE are poor indicators of economic benefit.

1(Monthly Locational Marginal Pricing) www.pjm.com
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CHAPTER 6 THE BENEFIT OF PRICE FORECASTS IN CONVEYOR SCHEDULING

6.2 PRICE DATA, CASE STUDY AND BENEFIT INDEX

The data used in this chapter are the real-time hourly locational marginal pricing data of the PJM, for

a period of 24 months from September 2010. Due to seasonal changes in the electricity prices, data

is divided into four seasons of three months each. For each season, the three prediction methods are

trained with data of the first two months and performance is evaluated on the remaining month.

On-off control (OOC) or variable speed control (VSC) are two common alternatives used for controlling

industrial plants with motors for the purposes of energy efficiency and energy cost optimisation. Studies

in [32] and [33] show the use of OOC in BCSs that transport coal. [34] shows both strategies for the

control of pumping systems. [91] advocates the use of variable-speed drive technology for energy

efficiency initiatives on cooling systems of 20 mines.

The case study industrial plant considered is a BCS transporting coal, as detailed in Figure 5.1 [33].

This industrial plant supplies a pre-determined series of hourly demand of coal Dn to a power station

through storage bins. The coal-conveying system consists of a series of five belt conveyors and 12

storage bins. The system’s control inputs consist of hourly feed-rates In and belt speeds vn for variable

speed drives driving the conveyors. The total capacity of the storage bins is 5595 tonnes. In this

case, the upper limits of the feed-rate Imax and speed vmax are taken to be 1500 tonnes/h and 2.5 m/s,

respectively. The hourly coal demand by the power station is obtainable from the predicted power

demand [33]. The hourly demand data used in the subsequent simulations is Dn = [451.66, 453.07,

455.89, 458.72, 460.13, 462.95, 464.36, 465.77, 468.58, 471.39, 472.79, 474.19, 471.39, 468.58,

465.76, 461.54, 460.13, 462.95, 465.77, 471.39, 468.58, 462.95, 457.31, 454.48].

6.2.1 Variable speed control

The VSC schedule is obtained by solving the optimisation problem given by (6.1). Apart from

optimising the cost of energy, (6.1) also attempts to reduce the stress on the belt and conveyor

components by minimising the velocity ramp (vn− vn+1). ω and ωV SC are weighting parameters that

control the amount of trade-off between the two objectives. The Nt sampling points are obtained

by dividing a 24-hour day into equal sampling periods of duration ∆t. The power required by the
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CHAPTER 6 THE BENEFIT OF PRICE FORECASTS IN CONVEYOR SCHEDULING

conveyor is modelled as a four-parameter nonlinear function P(In,vn) described in [6]. The variable πn

represents the real-time hourly electricity price.

min
In,vn

∆t ·∑Nt
n=1 πnP(In,vn)+ω ·ωV SC ∑

Nt−1
n=1 (vn− vn+1)

2

subject to:

In/3.6vn ≤ qmax,

STL ≤M0 +∆t · (∑m
n=1 In−∑

m
n=1 Dn)≤ STU ,

∀m ∈ {1,2, . . . ,Nt},

where In ∈ [Imin, Imax] and vn ∈ [vmin,vmax].

(6.1)

To avoid spillages, the optimal schedule must ensure that the unit mass of material on the belt does

not exceed the maximum qmax. It must also ensure that the amount of material in the storage, M, is

constrained within the upper (STU ) and lower (STL) storage limits. The optimisation is initialised with

the amount of material in the storage (M0) equal to STL. The lower bounds of the In and vn are set to

zero. The VSC scheduling problem is a nonlinear optimisation problem due to the conveyor power

function and the nonlinear programming Matlab2 toolbox is used to solve it.

6.2.2 On-off control

For the OOC in (6.2), the schedule is a series of the binary variables un that indicate by 1 when the

plant is on and by 0 when it is off. In this case the objective is to minimize the cost of energy and the

number of times the plant has to be switched on. Frequent on-off switching of motors is not advisable

because it increases mechanical stress on the conveyor components. High start-up current of loaded

motors also tends to reduce the motor’s life span [33]. The OOC in (6.2) uses an auxiliary variable

sn to minimize the number of start-ups. sn indicates by a value 1 whenever a start-up occurs. This

so called ’Pretoria method’ is implemented by two inequality constraints and an addend in the cost

function, i.e. ∑
Nt
n=1 sn [40, 92]. The generic inequality, un+1−un− sn+1 ≤ 0, is meant to ensure that

sn+1 = 1 whenever there is a start-up, i.e whenever un+1 > un. The other inequality, u1− s1 ≤ 0, caters

for the special case of the very first switching variable sample (u1), when the motors are assumed to

initially be off.

2http://www.mathworks.com/help/optim/
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CHAPTER 6 THE BENEFIT OF PRICE FORECASTS IN CONVEYOR SCHEDULING
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Figure 6.1. Typical usage of storage bins and power schedules.

min
un,sn

∆t ·PON ·∑Nt
n=1 πnun +ω ∑

Nt
n=1 sn

subject to:

STL ≤M0 +∆t · (FMAX ·∑m
n=1 un−∑

m
n=1 Dn)≤ STU ,

u1− s1 ≤ 0 , un+1−un− sn+1 ≤ 0,

∀m ∈ {1,2, . . . ,Nt},∀i ∈ {1,2, . . . ,Nt −1}

where un,sn ∈ {0,1}.

(6.2)

The system is taken to deliver maximum feed rate and run at maximum speed when it is on. Thus,

PON = P(Imax,vmax), when un = 1. A sampling time of 30 minutes is used for the simulations of OOC.

The OOC is a linear binary optimisation problem that is solved using a mixed integer solver called

Coin-or branch and cut (Cbc) found in the OPTI3 Matlab toolbox.
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CHAPTER 6 THE BENEFIT OF PRICE FORECASTS IN CONVEYOR SCHEDULING

6.2.3 Typical plant schedules

Fig. 6.1 shows the price schedule and SOS obtained for the biannual hourly mean price series using

the same daily coal demand [33]. The selected settings are ω = 2 and ωV SC = 0.1. The VSC and OOC

objective function costs are 192 and 172, respectively, both with the mechanical cost contributing less

than 10%.

The high prices are avoided by both the VSC and OOC plants. During the first six hours of the day the

power usage of the VSC cannot be increased any further to take advantage of the low prices because

the storage reaches maximum capacity. Fig. 6.1 shows that the OOC scheduled plant is on in spite of a

period of relatively high prices between 12:00 and 13:30, because otherwise the storage level would go

beyond the lower limit. The schedules shown in Fig. 6.1 are able to avoid the price peak well because

the real-time market energy price used for scheduling is fully known. This is practically impossible for

real-time pricing, therefore in practice scheduling will have to rely on predicted prices.

6.2.4 Forecast economic benefit index

Generally, an accurate forecast produces low scheduling cost because it correctly predicts hours with

high prices to be avoided and hours with low prices to be used. A bad-case scenario is when the

day-ahead price is assumed to be constant and the resulting schedule merely attempts to meet the

operational constraints. In such a case the schedule is developed without any information on the future

prices. Thus, the cost of a schedule using a flat price profile throughout the day is used as a basis for

comparison. For the purpose of comparison, the economic benefit of a forecasting method is quantified

by creating a forecast economic benefit index (FEBI) adapted from [24] and defined by (6.3).

FEBI = 100× (CostFP−CostPP)/CostFP (6.3)

where CostFP and CostPP are the plant’s operational costs determined using a flat price (FP) and

predicted price (PP) schedules, respectively. The FEBI is a big positive value when the PP schedule is

a lot cheaper than the FP schedule. In this case, the magnitude of the FEBI quantifies how beneficial

3http://www.i2c2.aut.ac.nz/Wiki/OPTI/
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CHAPTER 6 THE BENEFIT OF PRICE FORECASTS IN CONVEYOR SCHEDULING

the forecast is. On the contrary, the FEBI is negative when the PP schedule is more expensive than the

FP schedule. This indicates that the forecasting is, in fact, counter-productive. Thus, a positive value

implies that there is a cost advantage in using the PP while a negative value implies a loss incurred

owing to the PP.

6.3 METHODOLOGY

The methodology for calculating performance of forecasts using scheduling costs and FEBI is sum-

marised in Fig. 6.2. For each day of operation, the following three steps are carried out;

Day kDay k-1 Day k+1

(1) Generate 
optimal schedule

(2) Implement 
schedule

(3) Calculate 
actual cost and 

FEBI

Actual Price

Predicted Price

optimal 
schedule

Figure 6.2. Methodology for calculating benefit of a day-ahead forecast.

Step 1: Scheduling for a particular day k begins at the end of day k−1, at which time the actual prices

(APs) of day k are unknown. The schedule is obtained by solving an optimisation problem given by

(6.4).

 min Cost(πPP
n ;P(In,vn))

In,vn s.t. In,vn ∈Ω,∀n ∈ [1,Nt ]

 (6.4)

where {In,vn} , P(In,vn) and πPP
n , denote the scheduling decision variables, power used by the schedule

and the predicted day-ahead prices, respectively. Ω denotes all the relevant operational constraints

that must be satisfied by the schedule. In the current application, this step is carried out by solving

(6.1) and (6.2) with predicted prices for the VSC and OOC plants, respectively. Let {IPP
n ,vPP

n } and

PPP
n

.
= P(IPP

n ,vPP
n ) denote the solution to (6.4) and the corresponding power required by the schedule

given the predicted price, respectively.
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CHAPTER 6 THE BENEFIT OF PRICE FORECASTS IN CONVEYOR SCHEDULING

Step 2: The optimal schedule is then implemented throughout day k during which the actual prices are

being revealed.

Step 3: At the end of day k, (6.5) is used to calculate the actual daily cost of the schedule derived from

predicted prices, CostPP , since πAP
n is known.

CostPP = ∆t ·
Nt

∑
n=1

PPP
n ·πAP

n (6.5)

The FP schedule is then calculated using (6.4), with a FP whose value is the mean of the price during

day k. Let the power required by the FP schedule be PFP
n , then the cost, CostFP, is calculated as shown

in (6.6). This is considered as a baseline cost.

CostFP = ∆t ·
N

∑
n=1

PFP
n ·πAP

n (6.6)

The FEBI for day k can then be calculated using (3). Unlike CostFP, CostPP is obtained with inform-

ation about future prices, which is the predicted price. Therefore CostPP is normally smaller than

CostFP and FEBI is normally a positive value. A good forecasting methodology should have large

positive values of FEBI.

6.3.1 Rank correlation as an indicator of economic benefit

Refs. [24] and [23] criticise the use of MAPE and RMSE for evaluating the economic benefit of

forecasts for demand-side applications but do not explore alternative methods of evaluation. They

proposed the use of price classification instead. These price classification methods rely on assigning

thresholds whose values are said to be dependent on specific applications [23, 93, 94]. Selection of

thresholds is straightforward for electrical loads with co-generation since the threshold is simply set to

equal the cost of internal generation. However, this is difficult for load-shifting applications such as

those considered in this chapter because the schedule depends on the relative difference of the hourly

prices and not the absolute values. For example, 40.06 $/MWh can be considered as expensive on 12

October 2012 where it is the maximum price, but cheap on 30 October 2012 where the mean price is

58.62 $/MWh. Thus, setting threshold values is not easy.
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CHAPTER 6 THE BENEFIT OF PRICE FORECASTS IN CONVEYOR SCHEDULING

Since a good forecast only needs to distinguish between high and low prices, one plausible alternative

is to use the correlation between the actual price and the predicted price as an indicator of a forecast

method’s economic benefit. The most commonly used correlation coefficient is the Pearson product-

moment (PPM) coefficient, which measures the linear dependence between two variables. However,

since the electricity price series is nonlinear with many spikes, an RC would be the most appropriate

to use [21]. The RC measures statistical dependence without the assumption of linearity and it is

considered a robust measure of correspondence [95, 96]. The Kendall RC between a predicted (πPP
n )

and actual price (πAP
n ) series is used in this chapter. The fact that RC is based on ranks, it only measures

the ability of a forecast to correctly identify peaks and valleys in the price series and disregards the

absolute value of the prices.

The Kendal RC between a predicted (πPP
n ) and actual price (πAP

n ) series is calculated using (6.7).

RC =


2 · (NC−ND)/24(24−1)

(NC−ND)/
√
(NC +ND +NTA) · (NC +ND +NT P)

(generally, or)

(when there are ties)
(6.7)

where NC and ND are the number of concordant and discordant pairs respectively. The pair of ob-

servations (πPP
i ,πAP

i ) and (πPP
j ,πAP

j ) are said to be concordant when rank(πPP
i ) > rank(πPP

j ) and

rank(πAP
i ) > rank(πAP

j ), or rank(πPP
i ) < rank(πPP

j ) and rank(πAP
i ) < rank(πAP

j ). NTA and NT P

represent the number of rank ties for actual prices, rank(πAP
i ) = rank(πAP

j ) and predicted prices,

rank(πPP
i ) = rank(πPP

j ), respectively. A tie is considered neither discordant nor concordant. The

number 24 used is used in the equation because the daily price series is predicted on hourly basis over

24 hours.

As an example, consider the 4-h long predicted price series {24.5, 25.0, 32.6, 52.1} $/MWh and

corresponding actual prices {26.3, 22.2, 40.7, 28.9} $/MWh. The ranks of the series are {1,2,3,4} and

{2,1,4,3} and the 4 sets of observations are A (1, 2) ≡ (24.5, 26.3), B (2, 1) ≡(25.0, 22.2), C (3, 4)

≡(32.6, 40.7) and D (4, 3)≡(52.1, 28.9). The concordant pairs are (A,C), (A,D), (B,C) and (B,D),

while (A,B) and (C,D) are the discordant pairs. Thus, NC = 4, ND = 2 and there are no ties. Using the

4-h long series, the first condition of (6.7) applies, therefore RC = 2 · (4−2)/4(4−1) = 1/3.
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CHAPTER 6 THE BENEFIT OF PRICE FORECASTS IN CONVEYOR SCHEDULING

The Spearman and Kendall correlations are the most commonly used methods of calculating RC, but

the Kendall RC is selected because it has been shown to be more robust and simple to compute [95].

One of the more robust proposed methods of calculating RC is the median correlation coefficient [95].

However, our preliminary analysis has indicated that this method is inferior because it treats the price

spikes as outliers, thereby, underestimating the correlation coefficient. The limitation of correlation is

that a small sample size can only calculate large correlation values with enough confidence level. For

example, only values above 0.28 can be calculated with a commonly used standard of 95% confidence

level using our 24-h samples of daily prices, for the PPM [97].

6.4 ELECTRICITY PRICE FORECASTING

Forecasting electricity prices is conducted using three methods, namely; seasonal mean prices (MP),

least-square support vector machine (LSSVM) and an adaptive neuro-fuzzy inference system (ANFIS).

For MP, the hourly average prices of the training data are calculated and used as the day-ahead price

prediction. In the cases of both the LSSVM and ANFIS, one-step ahead models are trained and used to

recursively predict prices 24 h ahead. The details of this procedure are outlined in [98] using wind

speed data. The LSSVM and ANFIS predictors use selected price lags over the past 48 h as model

inputs.

LSSVM is a form of SVM that simplifies the formulation of SVM, resulting in a set of linear equations.

The advantage of LSSVM is that it requires less training effort than the normal SVM. The LSSVM

model employed here uses a Gaussian kernel. The details about training an LSSVM regression model

are available in [99, 100]. ANFIS is an adaptive multi-layered network that maps multiple inputs to

an output using fuzzy logic constructs. A comprehensive introduction to ANFIS is available in [101].

ANFIS has been used successfully in a number of recent publications [102, 103, 104]. The ANFIS

model implemented in this chapter uses the Sugeno-type structure with three triangular windows on

the best three price lags.

The maximum average values of MAPE, RMSE and RC are 27.1%, 15.2% and 0.59, for all three

forecast methods over the eight-months testing period as shown in Table 6.1. The prediction saves up

to 16.6% (for OOC) and 14.6% (for VSC) of the cost when compared to scheduling without any price

information (FP schedule). A review of price forecasting mechanisms shows that MAPE accuracy
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CHAPTER 6 THE BENEFIT OF PRICE FORECASTS IN CONVEYOR SCHEDULING

Table 6.1. The average values of performance indicators.

Forecast VSC OCC Benefit Indicators

Method FEBI FEBI MAPE RMSE RC

MP 14.7 14.6 27.1 15.2 0.58

LSSVM 16.6 13.7 19.3 13.0 0.59

ANFIS 13.4 10.0 20.1 13.6 0.52

reported in many chapters is within the range of 1–36% [19, 23, 21]. The RMSE error on the Spanish

market is reported to be in the range of 5–10% [20]. Therefore, the average performances of the

considered forecast methods shown in Table 6.1, are good enough because they give comparable ranges

of accuracy to those reported in literature. It is also worth noting that prediction accuracy varies with

price volatility so prediction performance of the same method may vary with price data [23].

6.5 SIMULATION RESULTS AND DISCUSSIONS

6.5.1 Effect of price volatility on economic benefit

The electricity price modelling, forecasting as well as the simulation of the plants are carried-out in

the Matlab environment. A perfect prediction must give the exact value of the actual price. Therefore,

ideally when the optimal solutions of (6.4) are reached, the FEBI of the actual price is always equal to

or bigger than that of any other forecast method. This means that the FEBI calculated using the actual

price represents the upper limit of the economic benefit (FEBImax) that can be achieved by any forecast

method.

0 1 2
0

20

40

60

Volatility

(V
SC

) 
FE

B
I m

ax
 (

%
)

 

 

0 100 200
0

20

40

60

Mean price ($)

 

 

0 100 200
0

20

40

60

 

 

Std. dev. ($)

data fit 

COD = 0.57COD = 0.89 COD = 0.43

Figure 6.3. Dependence of daily maximum economic benefit on three factors for VSC.
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Figure 6.4. Dependence of daily maximum economic benefit on three factors for OOC.

Price volatility (ν j) is defined as the ratio of the standard deviation (Std. dev) to the mean of daily

prices [100]. Figs. 6.3 and 6.4 show the dependence of FEBImax on mean price, Std. dev and volatility

for each of the 241 days of testing. They also show the coefficient of determination (COD) for a linear

fit. The strong linear dependence of volatility on economic benefit is clearly visible. This result is

intuitive, since it implies that price forecasting is mostly required when the variability of the hourly

prices in a day is high. However, it also means a forecasting method derives varying amounts of benefit

on each day even when the forecasting method’s accuracy is constant. A comparison between Figs.

6.3 and 6.4 shows a particularly higher number of days with high volatility and low FEBImax values

for the OOC plant than the VSC plant. This indicates a distinct difference in the behaviour between

the two methods of control. This behaviour is explained in Section 6.5.3. It is worth noting that the

prediction of FEBImax by the volatility cannot be perfect because the plants are scheduled not only to

reduce the operating cost, but also to minimise mechanical stress in the components.

6.5.2 Indicators of economic benefit

A summary of the performances of economic benefit indicators and forecasting methods for eight

seasons is given in Table 6.2. For winter and summer 2012, Table 6.2 shows that the values of MAPE

and RMSE for MP are higher than those of ANFIS. This wrongly suggests that ANFIS’s predictions

are more accurate than those of MP. A comparison of FEBI values clearly shows that MP provides

a better forecast method than ANFIS in terms of the economic benefit. On the contrary, the higher

values of RC for the MP compared to ANFIS indicate that MP is able to forecast more accurately the

relative difference in hourly prices in a day than ANFIS; as a result it gives higher values of FEBI. In

fact the comparison of RC values is able to rank the forecast methods in a correct order of average

economic benefit for six seasons out of a total of eight. That is, excluding the two autumn seasons. By
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CHAPTER 6 THE BENEFIT OF PRICE FORECASTS IN CONVEYOR SCHEDULING

Table 6.2. A seasonal summary of forecasting performances.

Season Forecast

method

VSC

FEBI

OOC

FEBI

MAPE RMSE RC

Autumn

2010

MP 10.3 14.4 23.5 11.6 0.46

LSSVM 12.4 11.5 18.4 10.8 0.48

ANFIS 10.9 12.7 19.2 11.1 0.45

Winter

2010

MP 17.6 16.9 33.7 19.3 0.50

LSSVM 14.2 13.2 25.0 18.1 0.43

ANFIS 11.5 5.7 23.3 12.0 0.32

Spring

2011

MP 22.6 19.8 29.3 24.8 0.62

LSSVM 20.8 18.6 21.9 22.8 0.60

ANFIS 16.7 13.5 23.8 24.3 0.55

Summer

2011

MP 22.4 18.3 41.6 22.1 0.77

LSSVM 21.8 13.2 19.8 14.9 0.76

ANFIS 18.6 9.2 24.2 17.1 0.69

Autumn

2011

MP 3.9 4.9 28.5 12.2 0.40

LSSVM 10.7 11.3 16.6 9.1 0.44

ANFIS 9.7 11.1 18.9 10.2 0.39

Winter

2012

MP 10.2 9.7 17.5 7.9 0.65

LSSVM 8.6 5.5 13.0 6.3 0.50

ANFIS 6.9 2.0 12.2 6.2 0.48

Spring

2012

MP 2.3 8.6 21.9 13.9 0.43

LSSVM 20.3 17.1 20.1 13.0 0.63

ANFIS 12.0 11.5 22.2 14.0 0.52

Summer

2012

MP 24.4 20.5 24.5 13.2 0.80

LSSVM 22.8 15.9 19.8 12.0 0.76

ANFIS 19.9 11.9 21.4 13.1 0.67
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CHAPTER 6 THE BENEFIT OF PRICE FORECASTS IN CONVEYOR SCHEDULING

comparison MAPE is successful in only two.

The failure of average RC in predicting the right order (ranking) of economic benefit between MP

and LSSVM during the autumn of 2011 may be attributed to two possible reasons. The first reason

is that the accuracy of correlation coefficients is low because only 24 samples are used per day [97].

Therefore, the average values of RC given by forecast methods during these seasons are too close to

distinguish between the methods confidently. Thus, RC performs poorly because correlation values are

low. Another reason is the variation in volatility during the season. It has already been established in

Section 6.5.1 that high volatility tends to present bigger opportunities for scheduling cost reduction.

A forecast may have higher correlations during periods of high volatility even though the average

value of RC is low. This would give such a forecast disproportionately high benefits since a forecast is

more beneficial during periods of high volatility. To investigate this, correlation values adjusted by

volatilities can be used. The total volatility-adjusted RC can be calculated by,

Total volatility adjusted RC = (
Ndays

∑
j=1

RC j ·
ν j

νmax
) (6.8)

where Ndays is the number of days, 30 days in the case of autumn 2011. νmax is the maximum volatility

value during Autumn 2011. Using (6.8) the Autumn of 2011 gives the values 6.34, 6.99 and 6.45

corresponding to MP, LSSVM and ANFIS, respectively. These values are in agreement with the values

of FEBI. Therefore, it is prudent to do a comparison based upon a volatility-adjusted RC whenever the

RC values are very close to each other, as is the case with Autumn 2011, in Table 6.2.
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Figure 6.5. Dependence of economic benefit on RC for LSSVM forecasts.

Fig. 6.5 shows the ordered pairs of FEBI and volatility-adjusted RC, for the LSSVM forecasting

method. As expected, Fig. 6.5 shows that adjusted RC values are visibly proportional to the FEBI. The
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pair with the smallest FEBI and adjusted RC correctly appears towards the end, as pair number 240.

However, the volatility adjustment does not improve the performance of MAPE and RMSE. Scatter

plots of adjusted values for RC, MAPE and RMSE give linear fits to FEBI with COD values of 0.91,

0.58 and 0.31, respectively. These again show the superiority of RC in indicating the magnitude of

economic benefit.
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Figure 6.6. Ranking error when comparing the benefit between forecasts.

The three indicators (without adjustment) are further tested on their ability to rank the performance

between any two of the three prediction algorithms used. The summary of the ranking errors is shown

in Fig. 6.6. The average ranking error for RC is 20.1% and 34.7 % for the VSC and OOC plants,

respectively. This indicates that it is harder to predict the economic benefit of an OOC plant than that

of a VSC.

6.5.3 Using an artificial forecast

Dependence of economic benefit on RC for LSSVM forecasts method in a load-shifting application, a

set of artificial forecasts (AFs) is created using (6.9).

πAFP
n (cmean) = cπAP

n +(1− c)πdist
n

where c = cmean +U[−0.2,+0.2]
(6.9)
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CHAPTER 6 THE BENEFIT OF PRICE FORECASTS IN CONVEYOR SCHEDULING

where πAFP
n and πAP

n denote the AF prices generated and the AP forecast, respectively. πdist
n is a

disturbance price that is negatively correlated to AP. The mean of the uniformly distributed parameter

cmean is varied between 0 and 1.6 in steps of 0.2 so as to generate multiple forecasts.
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Figure 6.7. Actual price and artificial forecast over a 24-h period.

The AFs become closer to the AP as cmean increases from 0 to 1 and decreases from 1.6 to 1, but from

opposite sides, as illustrated by Fig. 6.7. When cmean is 0 the AF is almost equal to πdist
n . Thus, the

indicators are at their worst values, as shown in Figs. 6.8 and 6.9. When cmean is 1 the AF is almost

equal to the AP. As a result, the MAPE and RC values are close to 0% and 1, respectively
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Figure 6.8. Dependence of economic benefit on MAPE and RMSE for the artificial forecast.

Fig. 6.8 shows that the economic benefit of πAFP
n (1.4) is far better than of πAFP

n (0.6) even though their

respective MAPE of 25.1% and 23.7% are close. This is because the forecasts are equidistant from the

AP, even though they lie on opposite sides, as shown in Fig. 6.7. It is worth noting that the values of

RMSE for both forecasts are also close, with values of 9.1 and 8.4, respectively.

The forecast πAFP
n (1.4), which tends to follow the trend of the AP in identifying periods of low prices,

is more correlated than πAFP
n (0.6), which opposes the trend. Therefore πAFP

i (1.4) should perform
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Figure 6.9. Dependence of economic benefit on RC, for the artificial forecast.

better than πAFP
n (0.6), as correctly indicated by RC in Fig. 6.9 This result agrees with the observations

made in [24], that the PP trends and not specific values are important when scheduling a load-shifting

plant.

Fig. 6.9 shows that the RC performs better for the VSC than the OOC plant. This is because the OOC

plant tends to be more insensitive to small changes in RC. For example, πAFP
n (0.2) andπAFP

n (0.4) as

well as πAFP
n (1.2) and πAFP

n (1) have almost equal economic benefit. The reason for this behaviour

becomes clear when comparing the typical schedules in Fig. 6.1. The power usage of the VSC plant

can vary flexibly between 0 and the maximum value, while it is restricted to either full/no power for the

OOC plant. Thus the OOC becomes insensitive to small variations in the price forecast’s RC.

Another observation for the OOC plant in Fig. 6.9 is that there are cases where AF with a slightly

smaller RC result in better economic benefits. This is due to the fact that the scheduling problem

defined in (6.2) optimises both energy cost and a mechanical objective. Therefore the very low prices

of πAFP
n (1.4) and πAFP

n (1.6) encourage the OOC to have more start-ups, thereby enabling the plant to

reduce more cost compared to πAFP
n (1). The number of start-ups in πAFP

n (1), πAFP
n (1.4) and πAFP

n (1.6)

are 4, 6 and 6, respectively. This is also the reason why Fig. 6.4 shows a particularly high number

of days with high volatility and low values of FEBImax when compared to the VSC plant in Figs.

6.3.

6.5.4 Sensitivity analysis

The preceding discussion implies that the success of RC as an indicator of economic benefit is

dependent on the weighting parameter (ω) in (1) and (2). Fig. 6.10 shows the values of COD for
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Figure 6.10. Predictability of economic benefit as ω changes.

Table 6.3. Ranking error sensitivity to storage size.

Type Ranking storage size (% of 5595 tons)

Index 75 100 150 300

VSC

MAPE 41.4 41.6 43.0 43.0

RMSE 38.5 39.3 42.6 41.5

RC 23.9 20.9 23.4 24.2

OOC

MAPE 51.7 48.3 43.6 48.7

RMSE 48.8 43.7 43.7 49.4

RC 43.4 34.7 33.3 42.3

the plots of the FEBI versus RC for different values of ω . Increasing the value of ω decreases the

emphasis of the resulting schedule towards optimising energy cost and increases the impact of the

mechanical cost. As expected, the results in Fig. 6.10 show that the usefulness of RC decreases with

decreasing emphasis on optimising the energy cost. It is also worth noting that the COD of the OOC

plant falls faster than that of the VSC plant as ω increases.

Table 6.3 compares the abilities of RC, MAPE and RMSE in ranking the forecast methods according

to their economic benefit for varying amounts of the plant’s storage size, as percentage of its original

value. The results show that RC remains a better indicator regardless of the storage size. The results

for the VSC plant are fairly stable across all storage sizes. However, increasing the storage size in

OOC increases the possibility of multiple start-up and this makes the performance of forecasts more

unpredictable. This explains the large error values when the storage size is above 200%. Also, the

binary problem of the OOC becomes too difficult for the optimiser to solve quickly when the storage
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size decreases. As a result many of the solutions become sub-optimal. This is why the ranking error of

RC is large when 75% storage size is used.

6.6 CONCLUSIONS

This chapter presents an assessment of the economic impact of price prediction on a load-shifting

industrial plant. Rank correlation between forecast and actual prices is found to be a suitable indicator

of economic performance of a forecast in day-ahead scheduling of load-shifting applications. The

suitability of RC is attributable to its ability to capture the similarity between the trends in the actual

and forecast prices. The analysis shows that MAPE and RMSE are not suitable indicators of the

economic benefit because they merely measure the absolute error of a prediction. These results are

in agreement with current literature, which declares that the prediction of relative price trend and not

the actual value, is useful for load-shifting applications [24]. The economic benefit increases with

increasing price volatility in the day-ahead scheduling of load-shifting applications. The results show

that the economic benefit obtained from price forecasts becomes less predictable when more emphasis

is placed on other operational requirements, such as mechanical stress of components, apart from cost

reduction. The results also indicate that it is easier to predict the economic performance of a forecast

for a plant controlled using variable speed drives than one controlled by an on/off switch.

Future work on needs to consider the creation of a new class of price prediction algorithm that would

be more suitable for load-shifting applications. These algorithms have to make accurate predictions on

the future price trend and not focus on getting accurate point forecasts.
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CHAPTER 7 SUMMARY

This chapter presents a summary of conclusions and possible future work. The summary is sectioned

into five themes addressed in this thesis:

• Conveyor energy model:

The analysis in Chapter 3 has shown that the most prominent weakness of the current conveyor energy

models comes from the fact that they do not model the flow of material on the belt. The error due

to this inadequacy is exaggerated in the belts. Thus, the newly proposed model for long conveyors

includes a partial differential equation that captures the flow of material on the belt. The newly

proposed model is shown to perform better than the currently available steady state models on a case

study plant. This proposed model is much simpler than the standard models because it requires the

knowledge of only two parameters as opposed to more than three in both the cases of CEMA and ISO

model. Simulation results have illustrated that the parameters of the newly proposed model can be

easily identified recursively with an online experiment from noisy data with up to 15% magnitude

of noise the component. Future work on the model may look at improving the model’s accuracy by

summing the conveyor resistances on shorter discrete sections of the belt. This approach is likely to

improve the calculation of primary and secondary resistance’s contribution to the total conveyor energy

consumption. However, it may equally likely result in a more complicated model. One prominent

challenge with the newly proposed model is that improving the accurate modelling of material on the

belt rapidly increases the number of model variables and hence the computational burden. Future work

needs to that explore alternative model discretisation techniques that may achieve increased accuracy

with lesser increases in the computational burden. Future work on the model must also incorporated

the use of multiple drives since they are common in long conveyor applications.
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CHAPTER 7 SUMMARY

• Demand-side management of BCS operated in time-based tariffs:

The scheduling of BCS for optimal energy and operational cost reduction is demonstrated for three

different time-base tariffs, namely; time-of-use, critical peak pricing and real time pricing. This

analysis is spread within Chapters 3 to 6. Chapters 3 to 5 consider the Time-of-Use tariff. The critical

peak pricing tariff is considered in Chapter 5, while Chapter 6 focuses exclusively on real-time pricing.

The analysis indicates that it is possible to operate BCS cost effectively and efficiently under all of

these tariffs. The results show that given enough storage, the optimiser can reduce belt speed in order

to avoid high price periods and increase speed in order to take advantage of low price periods. Future

work may consider a more comprehensive comparative study of many known tariff options and attempt

to establish which tariffs are more appropriate for what kind of BCS.

The results in Chapter 6 show that accurate pricing information is crucial for the maximisation of

energy cost savings obtained from the optimiser. The results show that the best RTP price forecast

scheme is the one that accurately predicts the overall daily price trend and not necessarily the price

values. The results also indicate that it is easier to predict the economic performance of an RTP price

prediction scheme when the conveyors are controlled by varying belt speed continuously as opposed to

on/off control. Another interesting possible future work would be to establish a RTP prediction model

that is most suitable for application in scheduling of BCS specifically and any load-shifting load, in

general.

• Energy management of BCS with downhill conveyors:

A case-study application of a BCS with DHC shows that capturing the energy of DHC is an attractive

energy saving measure with payback periods of less than 5 years. The availability of tariffs that allow

selling energy to the grid further lower the payback period for investing in regenerative drives and

make this intervention even more economically attractive. The results show that the resulting optimal

operational schedule for such BCS depends on how profitable/useful the energy extracted from DHC

is. That is, the optimiser maximises the speed of operation of DHC during peak times when the BCS

is able to sell electricity of the grid. However, the optimiser produces moderate speeds that merely

captures the energy from DHC for internal use, during other non-peak periods. Further research

work is necessary to validate whether the resulting belt speed changes can be practically implemented

particularly because these conveyors are downhill.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

100

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

© University of Pretoria 



CHAPTER 7 SUMMARY

• BCS scheduling with uncertanity and the impact of storage size:

In this work, uncertainty in optimal scheduling of BCS arise in two ways; (1) in uncertain electricity

pricing information such as RTP and CPP and (2) in the uncertain demand of bulk material inherited

from downstream processes. In Chapter 6 forecasting is used to deal with price uncertainty. The

analysis in Chapter 5 shows that an MPC based scheduling algorithm is better than the optimal control

based algorithm, for scheduling BCS under the uncertain tariff of CPP. This is because, unlike the OC

based algorithm, the MPC based algorithm can perform both intra- and inter-day load-shifting. Thus

the MPC base algorithm is able to avoid high electricity prices during critical days. Storage is also

useful in mitigating the effects of uncertainty in the demand of bulk material. However, modelling

and incorporating uncertainty into a stochastic scheduling algorithm is shown to be a better option of

dealing with randomness. That is, the proposed chance-constrained MPC based scheduling algorithm

is demonstrated as an effective method of calculating robust BCS schedules. The chance-constraints

also provide an intuitive formula for sizing the conveyor system’s storage size.

The amount of storage in the BCS limits the amount of load-shifting and so the amount of cost saving

possible under a time-based tariff. However, the results in Chapters 4 and 5 show that the storage’s

ability to lower costs is limited and that increasing the storage size does not always result into more

energy savings. Thus, BCS simulations are needed to verify the savings before investing in storage

expansion.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

101

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

© University of Pretoria 



REFERENCES

[1] Belt conveyor for bulk material, 6th ed., Conveyor Equipment Manufacturers Association

(CEMA), Naples, Florida, USA, 2005.

[2] Rollers and components for bulk handling, Rumelca Holdings S.p.A, Almè (BG), Italy, 2003,

[Online] Available: http://www.rulmecacorp.com/Conveyor_Idler_Roller_catalog/.

[3] S. Zhang and X. Xia, “A new energy calculation model of belt conveyor,” in IEEE AFRICON

2009. Nairobi, Kenya: IEEE, 23-25 Sep. 2009, pp. 1–6.

[4] ISO 5048:1989 Continous mechanical handling equipment - Belt conveyor with carrying idlers –

Calculation of operating power and tensile forces, International Organization for Standardization

(ISO) Standard, 1989.

[5] Phoenix Conveyor Belts Design Fundamentals - New DIN 22101, Phoenix Conveyor Belts Sys-

tems GmbH, Hamburg, Germany, 2004, [Online] Available: http://www.phoenix-conveyorbelts.

com/.

[6] S. Zhang and X. Xia, “Modeling and energy efficiency optimization of belt conveyors,” Applied

Energy, vol. 88, no. 9, pp. 3061–3071, 2011.

[7] J. Hiltermann, G. Lodewijks, D. L. Schott, J. C. Rijsenbrij, J. A. J. M. Dekkers, and Y. Pang, “A

methodology to predict power saving of troughed belt conveyors by speed control,” Particulate

Science and Technology, vol. 29, no. 1, pp. 14–27, 2011.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

© University of Pretoria 



REFERENCES
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