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Abstract: In this paper, finite-time synchronization between two chaotic systems with discrete
and distributed delays is investigated by using periodically intermittent memory feedback control.
Based on finite-time stability theory, some novel and effective synchronization criteria of intermit-
tent control are derived by means of linear matrix inequalities (LMIs) and differential inequality
techniques. Furthermore, a necessary condition of finite-time synchronization of intermittent con-
trol is given for neural networks with discrete and distributed delays. A numerical example on two
chaotic neural networks shows the effectiveness and correctness of the derived theoretical results.
In addition, a secure communication synchronization problem is presented to demonstrate practical
effectiveness of the proposed method.

1. Introduction

During the last two decades, chaos synchronization and control have been extensively investigated
due to its importance in theory and its potential practical applications to various fields of mechan-
ics, neural networks, biology and secure communication [1]-[4]. So far, many different notions of
synchronization have been utilized, such as complete synchronization [5], lag synchronization [6],
phase synchronization [7], projective synchronization [8], generalized synchronization [9]. Many
effective control techniques including adaptive control [10], pinning control [11], impulsive con-
trol [12], feedback control [13, 14] and intermittent control [15]-[23] have been studied to drive
system to achieve these synchronization problems. Among these control approaches, impulsive
control and intermittent control as discontinuous control have become active research topics in
engineering fields due to its practical application and easy implementation. The intermittent con-
trol, which is different from the impulsive control for activating only at some instant points, has a
nonzero control horizon.

Recently, many important and interesting efforts have been made on stabilization and synchro-
nization of nonlinear dynamical systems with or without time delays via the intermittent control
[15]-[23]. However, to our best knowledge, most researches were mainly focused on asymptotical
or exponential synchronization by using the intermittent control [15]-[23]. This means that the
trajectories of drive system cannot track to the trajectories of response system within a finite time.
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However, in practical engineering fields, the systems might always be expected to be stabilized
as quickly as possible even in finite time, namely, the so-called finite-time stability [24, 25]. For
achieving finite-time stability, finite-time control techniques [26]-[31] are the effective and useful
methods. Finite-time stability means the optimality in settling time. Furthermore, better robustness
and disturbance rejection properties have been shown by using the finite-time control [32]. That
is why finite-time control problem becomes a hot topic nowadays. Finite-time synchronization of
systems without time delay by using a feedback controller was investigated [13, 30]. Finite-time
synchronization of systems with time delay by designing a non-smooth controller and a smooth
controller were studied [33]-[35], [36]. The impulsive control method was designed for achiev-
ing finite-time synchronization of complex networks [19]. Finite-time synchronization of coupled
neural networks is studied by using a discontinuous controller [31]. To the best of our knowl-
edge, there are very few published papers considering finite-time synchronization of nonlinear
dynamical systems via intermittent control [19, 20], [22]. Finite-time synchronization of complex
networks by using periodically intermittent control is reported in [19, 20]. In these papers, the time
derivative of Lyapunov function V (t) satisfied V̇ (t) ≤ 0 when the network is without controller.
However, for complex network, it is difficult to achieve this aim. Therefore, it is more significant
to consider synchronization under V̇ (t) ≤ βV (t) (β > 0). Though V̇ (t) ≤ βV (t) in non-control
width was reported in [22], but it can be only achieved semi-global finite-time synchronization by
using periodically intermittent control. Therefore it is very essential to investigate global finite-
time synchronization by using periodically intermittent control with V̇ (t) ≤ βV (t) in non-control
width. What’s more, in [19, 20, 22], the authors have ignored an important condition that the first
control width must less than the convergence time, otherwise, these studies were not a finite-time
intermittent control problem. In this paper, we will solve these issues.

Motivated by the above issues, we study the finite-time synchronization of a general class of
neural networks with discrete and distributed delays by means of periodically intermittent memory
feedback control in this paper. Based on finite-time stability, some novel and useful synchro-
nization criteria of intermittent memory control are developed by using the differential inequality
methods and LMIs. The simulation results are given to demonstrate the effectiveness of the pro-
posed approach. The proposed controller can be applied to practical secure communication with
chaotic nodes, i.e., sender and receiver. The discrete and distributed time delays are complicat-
ed, which leads few possibility of interpreting the encrypted messages. The main contributions
of this paper include: 1) the traditional assumptions on activation function have been released for
satisfaction of Lipschitz condition; 2) the discrete and distributed delays are discussed; 3) a new
smooth controller is designed to achieve finite-time synchronization via intermittent control; 4) a
new finite-time synchronization using intermittent control is derived.

The paper is organized as follows. In Section 2, the synchronization problem to be studied is
formulated, some useful lemmas and preliminaries are presented. In Section 3, some synchroniza-
tion criteria for the neural networks with discrete and distributed delays are rigorously derived by
using LMIs method. Numerical simulation is provided in Section 4. The proposed intermittent
control scheme is applied to secure communication in Section 5, and conclusion is finally drawn
in Section 6.
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2. Preliminaries and Control Design

2.1. Problem Formulation

Consider a class of neural networks with mixed time delays described by:

ẋ(t) = −Cx(t) + Ag(x(t)) + Bg(x(t− τ(t))) +D

∫ t

t−σ(t)

g(x(s))ds+ J(t), (1)

where x(t) = (x1(t), x2(t), . . . , xn(t))
T is the vector of neuron states at time t; n represents the

number of neurons in the network; C = diag(c1, c2, . . . , cn) is an n × n constant diagonal matrix
with ci > 0, i = 1, 2, . . . , n; A = (aij)n×n, B = (bij)n×n and D = (dij)n×n are, respective-
ly, the connection weight matrix, the discretely delayed connection weight matrix and the dis-
tributively delayed connection weight matrix; g(x(t)) = (g1(x1(t)), g2(x2(t)), . . . , gn(xn(t)))

T

is a diagonal mapping where gi(·), i = 1, 2, . . . , n, represents the neuron activation function;
J(t) = (J1(t), J2(t), . . . , Jn(t))

T is an external input vector; τ(t) and σ(t) are the discrete de-
lay and the distributed delay, respectively.

In this paper, we refer to model (1) as the drive system, the corresponding response system is
designed as

ẏ(t) = −Cy(t) + Ag(y(t)) +Bg(y(t− τ(t))) +D

∫ t

t−σ(t)

g(y(s))ds+ J(t) + u(t), (2)

where y(t) is the state vector of the response system (2), the system matrices C, A, B and D have
the same definitions as in (1), and u(t) is the appropriate control input that will be designed in
order to obtain a certain control objective.

By defining the error system as e(t) = y(t)− x(t), yields the synchronization error dynamical
system described by

ė(t) = −Ce(t) + Af(e(t)) +Bf(e(t− τ(t))) +D

∫ t

t−σ(t)

f(e(s))ds+ u(t), (3)

where f(e(t)) := g(y(t))− g(x(t)).

2.2. Some Assumptions and Definition

Assumption 1. ([37]): Each activation function fi(·) in (3) satisfied f(0) = 0 is continuous and
bounded, and there exist constants l−i and l+i such that

l−i ≤ fi(s1)− fi(s2)

s1 − s2
≤ l+i , i = 1, 2, . . . , n, (4)

where s1, s2 ∈ R, and s1 ̸= s2.

Assumption 2. The discrete delay τ(t) and the distributed delay σ(t) satisfy

0 ≤ τ(t) ≤ τ, τ̇(t) ≤ τ, 0 ≤ σ(t) ≤ σ.
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Assumption 3. ([29]): Let 0 < ρ < 1 and λ > 0, then there exists a condition function
h : [0,∞) → [0,∞) with h(0) ≥ 0, such that the following inequality holds:

h(t)− h(t+ ξ) ≤ −λ
∫ t

t+ξ

hρ(s)ds, (5)

for any −d ≤ ξ ≤ 0 and d > 0.

Definition 1. (Finite-time synchronization) The systems (1) and (2) are said to achieve local syn-
chronization in finite-time t∗ if there exists a positive constant κ such that for any solution of
systems (1) and (2) with different initial values ϕ, φ ∈ Ω = {ψ ∈ C([t0 − τ, t0], R

n), ||ψ|| < κ},
and t∗ depends on the initial state vector values ϕ and φ, for any t ≥ t∗, such that

||yi(t)− xi(t)|| = 0, as t→ t∗

hold for any i = 1, 2, . . . , n, where x(t) = (x1(t), . . . , xn(t))
T ∈ Rn and y(t) = (y1(t), . . . , yn(t)

)T ∈ Rn. Furthermore, if Ω = C([−τ, 0], Rn), the systems (1) and (2) are said to achieve global
synchronization in finite-time t∗.

2.3. Some Useful Lemmas and Proposition

Lemma 1. Assume that a continuous, positive-definite function V (t) defined on a neighborhood
u ∈ Rn of the origin, and satisfies the following differential inequality:

V̇ (t) ≤ −αV η(t)− pV (t), ∀t ∈ u\{0},

where α > 0, 0 < η < 1, p > 0 are three constants. Then, for any given t0, V (t) satisfies the
following inequality:

V 1−η(t)exp{(1− η)pt} ≤V 1−η(t0)exp{(1− η)pt0}+
α

p
[exp{(1− η)pt0}−

exp{(1− η)pt}], t0 ≤ t ≤ t1,

and

V (t) ≡ 0, ∀t ≥ t1,

with t1 given by

t1 ≤
ln
(
1 + p

α
V 1−η(0)

)
p(1− η)

, (6)

for t0 = 0.
Proof: Consider the following differential equation:

Ẋ(t) = −αXη(t)− pX(t), X(t0) = V (t0).

By multiplying exp{pt}, we have

d(exp{pt}X(t))

dt
= −α

(
exp{pt}X(t)

)η

exp{(1− η)pt}.
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Although this differential equation does not satisfy the global Lipschitz condition, the unique so-
lution to this equation can be found as

X1−η(t)exp{(1− η)pt} =X1−η(t0)exp{(1− η)pt0}+
α

p
[exp{(1− η)pt0}−

exp{(1− η)pt}], t0 < t ≤ t1,

and X(t) ≡ 0, ∀t ≥ t1.
It is direct to prove that x(t) is differential for t > t0. From the comparison principle, one

obtains

V 1−η(t)exp{(1− η)pt} ≤V 1−η(t0)exp{(1− η)pt0}+
α

p
[exp{(1− η)pt0}−

exp{(1− η)pt}], t0 < t ≤ t1,

and V (t) ≡ 0, ∀t ≥ t1.
Then t1 follows the formulary (6) with t0 = 0.

Lemma 2. ([38]): If a1, a2, . . . , an ≥ 0 and 0 < q < 1, then

(
n∑

i=1

ai)
q ≤

n∑
i=1

aqi .

Lemma 3. ([39]): For any positive definite matrix M > 0, scalars γ2 > γ1 > 0 and vector
function ω : [γ1, γ2] such that the integrations concerned are well defined, then the following
inequality holds:(∫ γ2

γ1

ω(s)ds
)T

M
(∫ γ2

γ1

ω(s)ds
)
≤ (γ2 − γ1)

∫ γ2

γ1

ωT (s)Mω(s)ds.

2.4. Design a finite-time controller

In this subsection, a new intermittent feedback controller (i.e., periodically intermittent memory
feedback control) is designed for achieving finite-time synchronization described by

u(t) = −k1(y(t)− x(t))− k2
(λmax(P ))

1+µ
2

λmin(P )
sign(e(t))|e(t)|µ − k3

∫ t

t−σ(t)
f(e(s))ds,

lT ≤ t < lT + δ,
u(t) = 0, lT + δ ≤ t < (l + 1)T,

(7)

where |e(t)|µ = (|e1(t)|µ, . . . , |en(t)|µ)T and sign(e(t)) = diag(sign(e1(t)), . . . , sign(en(t)))T ;
constants k1, k2, k3 are gain coefficients to be determined; the real number µ satisfies 0 < µ < 1.
Denote λmax(P ) and λmin(P ) as the maximum and minimum eigenvalue of the symmetric positive
definite matrix P , respectively. T > 0 is the control period, T > δ > 0 is called the control width
(control duration), and θ = δ/T is called the rate of control duration. ℓ = {1, 2, . . . , ι} is a finite
natural number set and l ∈ ℓ.

By substituting (7) into (3), we obtain
ė(t) = −Ce(t) + Af(e(t)) +Bf(e(t− τ(t))) +D

∫ t

t−σ(t)
f(e(s))ds− k1e(t)−

k2
(λmax(P ))

1+µ
2

λmin(P )
sign(e(t))|e(t)|µ − k3

∫ t

t−σ(t)
f(e(s))ds, lT ≤ t < lT + θT

ė(t) = −Ce(t) + Af(e(t)) +Bf(e(t− τ(t))) +D
∫ t

t−σ(t)
f(e(s))ds,

lT + θT ≤ t < (l + 1)T.

(8)
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3. Criteria for synchronization

In order to derive the finite-time synchronization criteria for the two chaotic systems (1) and (2), we
firstly give the following lemmas that will play an important role in the proof of the main results.

Lemma 4. Suppose that function V (t) is continuous and non-negative when t ∈ [0,∞) and satis-
fies the following conditions:{

V̇ (t) ≤ −αV η(t)− p1V (t), lT ≤ t < lT + θT,

V̇ (t) ≤ p2V (t), lT + θT ≤ t < (l + 1)T,
(9)

where α, T, p1, p2 > 0, 0 < θ, η < 1, are any constants and l ∈ ℓ. If

θp1 − (1− θ)p2 > 0, (10)

then the following inequality holds:

V 1−η(t)exp{(1− η)p1t} ≤exp{(1− η)(p1 + p2)(1− θ)t}
[
V 1−η(0)− α

p1
(exp{(1

− η)p1θt}exp{−(1− η)p2(1− θ)t} − 1)
]
, t ≥ 0.

(11)

The proof is given in Appendix.

In the following, we will derive some sufficient finite-time synchronization criteria for the drive
system (1) and response system (2) based on periodically intermittent memory feedback control
and differential inequality techniques. To present the main results of this section, we first denote

L1 : = diag(l+1 l
−
1 , . . . , l

+
n l

−
n ),

L2 : = diag(
l+1 + l−1

2
, . . . ,

l+n + l−n
2

),

L3 : = diag(l+1 l
+
1 , . . . , l

+
n l

+
n ),

L4 : = diag(l−1 l
−
1 , . . . , l

−
n l

−
n ),

L5 : = diag(l−1 , . . . , l
−
n ),

L6 : = diag(l+1 , . . . , l
+
n ).

Theorem 1. Assume that Assumptions 1-3 hold. For given any positive constants α, β, if there
exist four symmetric positive definite matrices Pi (i = 1, 2, 3, 4), and four diagonal positive
definite matrices P5 = diag(p51, . . . , p5n), P6 = diag(p61, . . . , p6n), ∧ = diag(π1, . . . , πn) and
Γ = diag(ξ1, . . . , ξn) such that the following conditions hold

Ω =


Ω11 0 Ω13 P1B P1E − k3P1

∗ Ω22 0 L2Γ 0
∗ ∗ Ω33 0 0
∗ ∗ ∗ Ω44 0

∗ ∗ ∗ ∗ −exp{−ατ}P4− 2k2
λ

P4

σ

 < 0, (12)
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Φ =


Φ11 0 Φ13 P1B P1E
∗ Φ22 0 L2Γ 0
∗ ∗ Φ33 0 0
∗ ∗ ∗ −Γ 0

∗ ∗ ∗ ∗ −exp{−ατ}P4

σ

 < 0, (13)

θα− (1− θ)β > 0, (14)

θ < min
{
1,

β

α+ β
+

√√√√√ ln
(
1 + αV

1−µ
2 (0)

2k2

)
1−µ
2
T (α + β)

+
( β

2(α + β)

)2 }
,

(15)

where

Ω11 = −P1C − CTP1 + αP1 − 2k1P1 + P2 + L5P5L5 + L6P6L6 −
2k2
λ
P2 −

2k2
λ
L5P5L5−

2k2
λ
L6P6L6 − L1∧, Ω13 = −P5L5 − P6L6 + P1A+

2k2
λ
P5L5 +

2k2
λ
P6L6 + L2∧,

Ω22 = −exp{−ατ}(1− τ)P2 +
2k2
λ
P2 − L1Γ, Ω33 = P3 + σP4 + P5 + P6 −

2k2
λ
P3−

2k2
λ
P5 −

2k2
λ
P6 −

2k2
λ
σP4 − ∧,Ω44 = −exp{−ατ}(1− τ)P3 +

2k2
λ
P3 − Γ,

Φ11 = −P1C − CTP1 − βP1 + P2 + L5P5L5 + L6P6L6 − L1∧, Φ13 = −P5L5 − P6L6+

P1A+ L2∧, Φ22 = −exp{−ατ}(1− τ)P2 − L1Γ, Φ33 = P3 + σP4 + P5 + P6 − ∧,
Φ44 = −exp{−ατ}(1− τ)P3 − Γ,

then the error system (8) is synchronized under the periodically intermittent memory controller (7)
in finite time:

T1 =
ln
(
1 + αV

1−µ
2 (0)

2k2

)
1−µ
2
(θα− (1− θ)β)

. (16)

Proof: Consider the following Lyapunov function for the error system (8)

V (t) =
6∑

i=1

Vi(t), (17)

where

V1(t) = eT (t)P1e(t),
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V2(t) =

∫ t

t−τ(t)

exp{α(s− t)}eT (s)P2e(s)ds,

V3(t) =

∫ t

t−τ(t)

exp{α(s− t)}fT (e(s))P3f(e(s))ds,

V4(t) =

∫ 0

−σ

∫ t

t+ξ

exp{α(s− t)}fT (e(s))P4f(e(s))dsdξ,

V5(t) =

∫ t

0

exp{α(s− t)}
n∑

i=1

p5i(fi(ei(s))− l−i ei(s))
T (fi(ei(s))− l−i ei(s))ds,

V6(t) =

∫ t

0

exp{α(s− t)}
n∑

i=1

p6i(l
+
i ei(s)− fi(ei(s)))

T (l+i ei(s)− fi(ei(s)))ds.

Referring Assumptions 2 and Lemma 3, we can calculate the time derivative of Vi(t) (i = 1, 2, . . . ,
6) as

V̇1(t) = −αV1(t) + αeT (t)P1e(t) + 2eT (t)P1ė(t), (18)

V̇2(t) =− αV2(t) + eT (t)P2e(t)− exp{−ατ(t)}(1− τ̇(t))eT (t− τ(t))P2e(t− τ(t))

≤− αV2(t) + eT (t)P2e(t)− exp{−ατ}(1− τ)eT (t− τ(t))P2e(t− τ(t)),
(19)

V̇3(t) =− αV3(t) + fT (e(t))P3f(e(t))− exp{−ατ(t)}(1− τ̇(t))fT (e(t− τ(t)))P3

f(e(t− τ(t)))

≤− αV3(t) + fT (e(t))P3f(e(t))− exp{−ατ}(1− τ)fT (e(t− τ(t)))P3f(e(t− τ(t))),
(20)

V̇4(t) =− αV4(t) + σfT (e(t))P4f(e(t))−
∫ 0

−σ

exp{αξ}fT (e(t+ ξ))P4f(e(t+ ξ))dξ

≤− αV4(t) + σfT (e(t))P4f(e(t))−
exp{−ασ}

σ

(∫ t

t−σ(t)

f(e(s))ds
)T

P4(∫ t

t−σ(t)

f(e(s)ds
)
,

(21)

V̇5(t) =− αV5(t) + fT (e(t))P5f(e(t))− 2fT (e(t))P5L5e(t) + eT (t)L5P5L5e(t), (22)
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V̇6(t) = −αV6(t) + fT (e(t))P6f(e(t))− 2eT (t)P6L6f(e(t)) + eT (t)L6P6L6e(t). (23)

From 0 < µ < 1 and Lemma 2, we have

n∑
i=1

|ei(t)|1+µ =
n∑

i=1

(eTi (t)ei(t))
1+µ
2 ≥ (

n∑
i=1

eTi (t)ei(t))
1+µ
2 . (24)

Let λ > 0, then from Assumption 3 and Lemma 2 we have

2k2
λ

[eT (t)P2e(t)− eT (t− τ(t))P2e(t− τ(t))] ≤ −2k2

∫ t

t−τ

(eT (s)P2e(s))
1+µ
2 ds

≤ −2k2

(∫ t

t−τ

eT (s)P2e(s)ds
) 1+µ

2
,

(25)

2k2
λ

[fT (e(t))P3f(e(t))− fT (e(t− τ(t)))P3f(e(t− τ(t)))]

≤ −2k2

(∫ t

t−τ(t)

exp{α(s− t)}fT (e(s))P3f(e(s))ds
) 1+µ

2
.

(26)

Let λ > 0, then by Assumption 3 and Lemma 2, we get

2k2
λ

[σfT (e(t))P4f(e(t))−
∫ t

t−σ

fT (e(s))P4f(e(s))ds]

≤− 2k2

(∫ 0

−σ

∫ t

t+ξ

exp{α(s− t)}fT (e(ξ))P4f(e(ξ))dξds
) 1+µ

2
.

(27)

From Assumption 3, we can get

2k2
λ

[ n∑
i=1

p5i(fi(ei(t))− l−i ei(t))
T (fi(ei(t))− l−i ei(t))

]
≤− 2k2

[ ∫ t

0

exp{α(s− t)}
n∑

i=1

p5i(fi(ei(s))− l−i ei(s))
T (fi(ei(s))− l−i ei(s))ds

] 1+µ
2
,

(28)

2k2
λ

[ n∑
i=1

p6i(l
+
i ei(t)− fi(ei(t)))

T (l+i ei(t)− fi(ei(t)))
]

≤− 2k2

[ ∫ t

0

exp{α(s− t)}
n∑

i=1

p6i(l
+
i ei(s)− fi(ei(s)))

T (l+i ei(s)− fi(ei(s)))ds
] 1+µ

2
,

(29)

By Assumption 1, we have

(fi(ei(t))− l+i ei(t))(fi(ei(t))− l−i ei(t)) ≤ 0,

(fi(ei(t− τ(t)))− l+i ei(t− τ(t)))(fi(ei(t− τ(t)))− l−i ei(t− τ(t))) ≤ 0,
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for i = 1, 2, . . . , n.
Then

n∑
i=1

πi

[
e(t)

f(e(t))

]T [
l+i l

−
i εiε

T
i − l+i +l−i

2
εiε

T
i

− l+i +l−i
2

εiε
T
i εiε

T
i

] [
e(t)

f(e(t))

]
≤ 0, (30)

n∑
i=1

ξi

[
e(t− τ(t))

f(e(t− τ(t)))

]T [
l+i l

−
i εiε

T
i − l+i +l−i

2
εiε

T
i

− l+i +l−i
2

εiε
T
i εiε

T
i

][
e(t− τ(t))

f(e(t− τ(t)))

]
≤ 0 (31)

for i = 1, 2, . . . , n.
Where εi denotes the unit column vector having a ”1” element on its ith row and zeros elsewhere.

When lT ≤ t < (l + θ)T , for l ∈ ℓ, it follows from inequalities (18)-(31) and error system (8)
that

V̇ (t) ≤ ηT (t)Ωη(t)− 2k1V
1+µ
2 (t)− αV (t),

where

η(t) = [eT (t) eT (t− τ(t)) fT (t) fT (t− τ(t))
(∫ t

t−σ(t)

f(e(s))ds
)T

]T ,

Then by (12), V̇ (t) becomes

V̇ (t) ≤ −2k2V
1+µ
2 (t)− αV (t). (32)

When (l + θ)T ≤ t < (l + 1)T , for l ∈ ℓ, it follows from (8), (18)-(31) and (13) that

V (t) ≤− αV (t) + ηT (t)Φη(t) + (α + β)V1(t)

≤− αV (t) + ηT (t)Φη(t) + (α + β)V (t)

≤βV (t).

(33)

Namely, from (32) and (33), we have{
V̇ (t) ≤ −2k2V

1+µ
2 (t)− αV (t), lT ≤ t < lT + θT,

V̇ (t) ≤ βV (t), lT + θT ≤ t < (l + 1)T.
(34)

By Lemma 4, we have

V
1−µ
2 (t)exp

{1− µ

2
αt
}
≤exp

{1− µ

2
(α + β)(1− θ)t

}[
V 1−η(0)−

2k2
α

(
exp

{1− µ

2
(αθ − β(1− θ))t

}
− 1

)]
, t ≥ 0.

(35)

According to Lemma 1, we obtain

t ≤
ln
(
1 + αV

1−µ
2 (0)

2k2

)
1−µ
2
(αθ − β(1− θ))

= T1.
(36)

Thus, the finite-time synchronization between the drive system (1) and the response system (2)
is achieved with the convergence time in (36). This completed the proof.
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Remark 1. In order to achieve finite-time synchronization via periodically intermittent memory

control, (15) must be satisfied. If the control rate satisfies: 1 > θ > β
α+β

+

√
ln

(
1+

αV
1−µ
2 (0)

2k2

)
1−µ
2

T (α+β)
+ ( β

2(α+β)
)2,

then the error system (8) would be finite-time synchronized within the first control interval, that
is, the case is the continuous control problem. If θ = 1, the error system (8) is synchronized by
the continuous control. However, this trivial case will not be discussed in this paper, as it has

been considered in previous works. If θ < min
{
1, β

α+β
+

√
ln(1+

αV
1−µ
2 (0)

2k2
)

1−µ
2

T (α+β)
+ ( β

2(α+β)
)2

}
, the error

system (8) achieves finite-time synchronization via intermittent control, this restrict condition is
essential but ignored in our previous paper [20].

Remark 2. From (36), we can easily see that the control rate θ, the gain coefficient k2, the index
constant µ and the scalars α, β have an important role in finite-timely synchronizing the error
system (8), and the parameters θ, k2, µ, α, β are the decision variables of the convergence time.
The role of the parameters µ, k2 in convergence time have been discussed by Ref. [30], the
convergence time which is determined by the parameter θ has been studied by Refs. [19, 20]. In
this paper, we will focus on the additional decision variables α, β influence the convergence time

(36). Denotes T (α, β) =
ln(1+

αV
1−µ
2 (0)

2k2
)

1−µ
2

(αθ−β(1−θ))
, it yields ∂T

∂α
< 0, we follow that T (α, β) is the strictly

monotone decreasing function for the variable α, and we obtain that the function T (α, β) is the
strictly monotone increasing function with the variable β. Hence, the larger the parameter α is, the
faster the convergence time will be; the larger the parameter β is, the slower the convergence time
will be.

Suppose β = 0, based on Theorem 1, the following Theorem 2 is obtained.

Theorem 2. Assume that Assumptions 1-3 hold. For given any positive constant α, if there ex-
ist four symmetric positive definite matrices Pi (i = 1, 2, 3, 4), and four diagonal positive def-
inite matrices P5 = diag(p51, . . . , p5n), P6 = diag(p61, . . . , p6n), ∧ = diag(π1, . . . , πn) and
Γ = diag(ξ1, . . . , ξn) such that (12), (13)|β=0, and (15)|β=0 hold, then the error system (8) is
synchronized under the periodically intermittent memory controller (7) in finite time:

T2 =
ln
(
1 + αV

1−µ
2 (0)

2k2

)
1−µ
2
θα

. (37)

Proof: With the help of Lemma 2 and Lemma 5 under p2 = 0, we can easily derive this theorem.

For a special case when the control rate θ = 1, and β = 0, then we have the following:

Corollary 1. Assume that Assumptions 1-3 hold. For given any positive constant α, if there ex-
ist four symmetric positive definite matrices Pi (i = 1, 2, 3, 4), and four diagonal positive def-
inite matrices P5 = diag(p51, . . . , p5n), P6 = diag(p61, . . . , p6n), ∧ = diag(π1, . . . , πn) and
Γ = diag(ξ1, . . . , ξn) such that (12), (13)|β=0, and (15)|β=0 hold, then the error system (8) is
synchronized under the memory controller (7) with θ = 1 in finite time:

T3 =
ln
(
1 + αV

1−µ
2 (0)

2k2

)
1−µ
2
α

. (38)
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Remark 3. This trivial case is discussed in Ref. [26]. In the study, the authors considered global
finite-time observer problem.

In the following, several simplified version of Theorem 1 is derived for the case of α = β = 0.

Corollary 2. Assume that Assumptions 1-3 hold. If there exist four symmetric positive definite ma-
trices Pi (i = 1, 2, 3, 4), and four diagonal positive definite matrices P5 = diag(p51, . . . , p5n), P6

= diag(p61, . . . , p6n), ∧ = diag(π1, . . . , πn) and Γ = diag(ξ1, . . . , ξn) such that (12)|α=0, (13)|β=0,
and (15)|α=β=0 hold, then the error system (8) is synchronized under the periodically intermittent
memory controller (7) in finite time:

T4 =
V

1−µ
2 (0)

1−µ
2
k2θ

. (39)

Let α = β = 0, and θ = 1, then Corollary 2 is derived as follows:

Corollary 3. Assume that Assumptions 1-3 hold. If there exist four symmetric positive definite
matrices Pi (i = 1, 2, 3, 4), and four diagonal positive definite matrices P5 = diag(p51, . . . , p5n), P6

= diag(p61, . . . , p6n), ∧ = diag(π1, . . . , πn) and Γ = diag(ξ1, . . . , ξn) such that (12)|α=0 hold, then
the error system (8) is synchronized under the memory controller (7) with θ = 1 in finite time:

T5 =
V

1−µ
2 (0)

1−µ
2
k2

. (40)

Remark 4. Corollary 2 in this paper is the main result in Ref. [20]. This corollary is the simple
case of Theorem 1. In this corollary, the differential of Lypunov function in the non-control width
satisfied V̇ (t) < 0 is not easily implemented. It is clear that this corollary has been investigated by
previous Refs. [27]-[30], which is a continuous control problem.

Remark 5. In Refs. [19, 20], we have analysed that applying an appropriate continuous control
(if the control rate θ = 1) in the systems for achieving the synchronization time is faster than
the intermittent control (if the control rate 0 < θ < 1), that is, T3 ≤ T2 and T5 ≤ T4. On the
other hand, it is easy to obtain that T2 ≤ T1, T3 ≤ T5 and T2 ≤ T4. Thus, the convergence time
Ti (i = 1, 2, . . . , 5) satisfy: T3 ≤ T2 ≤ T1, T3 ≤ T2 ≤ T4, T3 ≤ T5 ≤ T4. Besides, if θ = 0.5, the
following inequality also holds: T1 ≤ T4, since the scalar constants satisfy: α > β.

4. Numerical example

In this section, a numerical example is given to show the validity of the derived results.

Example 1. Consider two-nodes delayed neural network models (1) and (2) with the system s-
tate variables x(t) = (x1(t), x2(t))

T , y(t) = (y1(t), y2(t))
T , the external input J(t) = (0, 0),

the discrete delay τ(t) = 0.6|sin(5t)|, the distributed delay σ(t) = 0.1|cos(2t)|, and the system
matrices

C =

[
1 0
0 0.5

]
, A =

[
1.7 −0.12
−5.2 3.5

]
, B =

[
−1.7 −0.12
−0.25 −2.4

]
, D =

[
−1.2 −0.1
−2.8 −0.9

]
.

Take the activation functions as f(x) = [1/(1+x21), 1/(1+x
2
2)]

T . Fig.1 shows the chaotic attractor
(1) with a initial condition x(t) = (−0.2,−0.3)T , t ∈ [−0.6, 0]. Now, it is straightforward to
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Fig. 1. Chaotic attractor of system (1).

check that all conditions in Theorem 1 hold. The systems (1) and (2) satisfies Assumptions 1 with
l−1 = l−2 = 0 and l+1 = l+2 = 1, then we have

L1 =

[
0 0
0 0

]
, L2 =

[
1
2

0
0 1

2

]
, L3 =

[
1 0
0 1

]
,

L4 =

[
0 0
0 0

]
, L5 =

[
0 0
0 0

]
, L6 =

[
1 0
0 1

]
.

By using Matlab LMI Toolbox, and let µ = 0.5 and λ = 70, it can be easily verified that the LMIs
(12) and (13) are feasible and the solution can be obtained as follows:

P1 =

[
15.9105 5.3733
5.3733 14.7478

]
, P2 =

[
77.175 −0.205
−0.205 77.175

]
, P3 =

[
78.451 0.852
0.852 78.451

]
,

P4 =

[
10.960 0.243
0.243 10.960

]
, P5 =

[
360.017 0

0 360.017

]
, P6 =

[
349.035 0

0 349.035

]
,

Γ =

[
312.370 0

0 313.257

]
, Λ =

[
534.270 0

0 524.341

]
,

and k1 = 43.0464, k2 = 1.0658, k3 = 8.9867, α = 0.3240, β = 1.0713. From (14) and
(15) in theorem 1, we get θ < 1.0713

1.3953
= 0.7678. For numerical simulation, the initial conditions

x(0) = [−0.2,−0.3]T , y(0) = [0.3, 0.5]T , and the parameters θ = 0.75, T = 2. Then, it follows
from Theorem 1 that system (1) can finite-time synchronize with the desired system (2) under the
periodically intermittent memory feedback (7). The simulation results are given in Figs. 2-4.

From the parameters of Figs. 2-4, by choosing an appropriate parameter α, the convergence time
of Fig. 3 is faster than that of Fig. 2; the convergence time of Fig. 4 is faster than that of Fig. 3.
This observation is elaborated in Remark 5. Therefore, the simulation results have confirmed the
effectiveness of our proposed methods.
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Fig. 2. Time response curve of neural networks with the periodically intermittent memory control
(7) under the parameters k1 = 43.0464, k2 = 1.0658, k3 = 8.9867, α = 0.324, β = 1.0713, θ =
0.75, T = 2, µ = 0.5.
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Fig. 3. Time response curve of neural networks with the periodically intermittent memory control
(7) under the parameters k1 = 43.0464, k2 = 1.0658, k3 = 8.9867, α = 0.8, β = 1.0713, θ =
0.75, T = 2, µ = 0.5
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Fig. 4. Time response curve of neural networks with the periodically intermittent memory control
(7) under the parameters k1 = 43.0464, k2 = 1.0658, k3 = 8.9867, α = 1.4, β = 1.0713, θ =
0.75, T = 2, µ = 0.5
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Fig. 5. Secure communication system based on finite-time synchronization

5. Application to secure communication

In secure communication, it is expected that only two entities communicate while the third entity
is impossible to understand. For this purpose, encryption schemes are designed to avoid messages
eavesdropped and intercepted. Chaos encryption is usually an effective way to improve safety
of communication. The communication network can be regarded as chaotic neural networks, in
which the sender is regarded as the drive system and the receiver as the response system. In
this section, the memory feedback synchronization proposed in Theorem 1 is applied to make
the receiver exactly follow the sender in finite time. The discrete and distributed time delays are
complicated, which leads more difficulties of interpreting and unmasking the encrypted messages.
In this application, an information signal m(t) containing the transmitted messages can be masked
with mixed time delays into the carrier x(t), then the actual signal transmitted n(t) is obtained
for communication. Different strategies can be used to make the actual transmitted signal n(t)
as broadband as possible, so that its detection is tough via spectral techniques. In general, there
exist three strategies in chaotic secure communication [40]. The first one is signal masking, where
n(t) = x(t) + εm(t); the second is modulation, where n(t) = x(t)m(t); the third is to combine
the masking and modulation, such as n(t) = x(t)[1 + εm(t)]. For easy illustration, we only use
the first masking strategy in this paper as an example. The finite-time synchronization can be
applied to extract the message at the side of each receiver in the communication network. Unless
synchronization is achieved with finite time, each receiver cannot accurately interpret messages
transmitted. Fig. 5 shows the structure of presented communication system that consists a sender
(or master) and a receiver (or slave), in which the transmitted signal is n(t) = x(t)+εm(t). By the
proposed periodically intermittent memory feedback synchronization scheme, the message signal
with the injected time delays (parameters of communication) is then derived in finite time at each
receiving end. The sender and the receiver are designed as follows. The sender is designed as

ẋ1(t) =− 0.8x1(t) +
2∑

j=1

a1jfj(xj(t)) +
2∑

j=1

b1jf(xj(t− τ(t)))+

2∑
j=1

d1j

∫ t

t−σ(t)

fj(xj(s))ds+m1(t),

(41)
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Fig. 6. Error between the transmitted signal m(t) and the recovered signal r(t)

ẋ2(t) =− 0.4x2(t) +
2∑

j=1

a2jfj(xj(t)) +
2∑

j=1

b2jf(xj(t− τ(t)))+

2∑
j=1

e2j

∫ t

t−σ(t)

fj(xj(s))ds,

(42)

where the system parameters are the same as the numerical example in Section IV. We assume
that m1(t) = εm(t) is the information message, and let m2(t) = 0. It should be denoted that the
message signal must consume lower power, i.e., be weak in comparison with the chaotic carrier.
Therefore, ε = 0.05 is selected.

The receiver is designed as

ẏ1(t) =− 0.8y1(t) +
2∑

j=1

a1jfj(yj(t)) +
2∑

j=1

b1jf(yj(t− τ(t)))+

2∑
j=1

d1j

∫ t

t−σ(t)

fj(yj(s))ds+ u1(t)− y1(t) + n1(t),

(43)

ẏ2(t) =− 0.4x2(t) +
2∑

j=1

a2jfj(xj(t)) +
2∑

j=1

b2jf(xj(t− τ(t)))+

2∑
j=1

d2j

∫ t

t−σ(t)

fj(xj(s))ds+ u2(t)− y2(t) + n2(t),

(44)

where n1(t) = n(t) = x1(t) + εm(t) is the transmitted signal, and for the sake of finite-time
synchronization, we also assume n2(t) = x2(t). The information message can be recovered by
r(t) = ε−1[n(t)− y1(t)]. In the simulation, we take the same parameters and function as Example
1 in Section 4, and choose the information message as m(t) = sin(0.05). Fig. 6 depicts the
error system between the chaotic neural networks (41)-(42) with transmitted signal m(t) and the
response systems (43)-(44) with message r(t). From the simulation result, we can obtain that the
signal can be exactly recovered by using the periodically intermittent memory feedback controller.
The developed result shows the simulation perfectly.
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6. Conclusion

In this paper, the finite-time synchronization of a class of neural networks with discrete and dis-
tributed delays is newly studied. The periodical intermittent memory feedback control scheme is
designed to derive the system achieving finite-time synchronization. Based on the finite-time sta-
bility theory and differential inequality, the finite-time synchronization criteria for such a system
are obtained by using LMIs. The proposed condition (15) in Theorem 1 is required in the finite-time
intermittent control. If this condition is ignored, the results of Theorem 1 and corollaries in this
paper are not sufficient to be the finite-time intermittent control problem. Numerical simulations
have proven that the proposed synchronization criteria are efficient for finite-time synchronization.
The finite-time synchronization has been successfully applied to secure communication. In this ap-
plication, the time delays make the message transmission safer and more accurate. Each receiver
can exactly and effectively interpret the transmitted messages within a finite time.
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9. Appendix

Proof of Lemma 4: Take M0 = V 1−η(0) + α
p1

and W (t) = V 1−η(t)exp{(1− η)p1t}, where t ≥ 0.
Let Q(t) = W (t)−M0 +

α
p1

exp{(1− η)p1t}. It is easy to see that

Q(t) = 0, for t = 0. (45)

In the following, we will prove that

Q(t) ≤ 0, for all t ∈ [0, θT ). (46)

If this is not true, then there exists a t1 ∈ [0, θT ) such that

Q(t1) = 0, Q̇(t1) > 0, (47)
Q(t) ≤ 0, 0 ≤ t < t1. (48)

Using Eqs. (45), (47) and (48), we obtain

Q̇(t1) =(1− η)V −η(t1)V̇ (t1)exp{(1− η)p1t1}+ p1(1− η)V 1−η(t1)exp{(1− η)p1t1}+
α(1− η)exp{(1− η)p1t1}

≤(1− η)V −η(t1)(−αV η(t1)− p1V (t1))exp{(1− η)p1t1}+
p1(1− η)V 1−η(t1)exp{(1− η)p1t1}+ α(1− η)exp{(1− η)p1t1}

=− α(1− η)exp{(1− η)p1t1} − p1(1− η)V 1−η(t1)exp{(1− η)p1t1}
+ p1(1− η)V 1−η(t1)exp{(1− η)p1t1}+ α(1− η)exp{(1− η)p1t1}

=0.

(49)

This contradicts the second inequality in (47), and so (46) holds.
Let W1(t) = V 1−η(t)exp{(1− η)p1t}exp{−(1− η)p1(t− θT )}exp{−(1− η)p2(t− θT )}, and

H(t) = W1(t)−M0+
α
p1

exp{(1−η)p1t}exp{−(1−η)p1(t−θT )}exp{−(1−η)p2(t−θT )}, t ≥ θT .
Next, we prove that for t ∈ [θT, T ),

H(t) ≤ 0, for all t ∈ [θT, T ). (50)

Otherwise, there exists a t2 ∈ [θT, T ) such that

H(t2) = 0, Ḣ(t2) > 0, (51)
H(t) ≤ 0, θT ≤ t < t2. (52)
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According to Eqs. (51) and (52), we have

Ḣ(t2) =Ẇ1(t2) +
α

p1
(1− η)p1exp{(1− η)p1t2}[exp{−(1− η)p1(t2 − θT )

exp{−(1− η)p2(t2 − θT )] +
α

p1
exp{(1− η)p1t2}[−(1− η)(p1 + p2)

exp{−(1− η)(p1 + p2)(t2 − θT )}]
=(1− η)V −η(t2)V̇ (t2)exp{(1− η)p1t2}exp{−(1− η)(p1 + p2)(t2 − θT )}+
V 1−η(t2)[exp{(1− η)p1t2}exp{−(1− η)p1(t2 − θT )}exp{−(1− η)

p2(t2 − θT )}]′ + α

p1
(1− η)p1exp{(1− η)p1t2}exp{−(1− η)(p1 + p2)

(t2 − θT )} − α

p1
(1− η)(p1 + p2)exp{(1− η)p1t2}exp{−(1− η)

(p1 + p2)(t2 − θT )}
≤p2(1− η)V 1−η(t2)exp{(1− η)p1t2}exp{−(1− η)(p1 + p2)(t2 − θT )}

+ V 1−η(t2)[(1− η)p1exp{(1− η)p1t2}exp{−(1− η)(p1 + p2)

(t2 − θT )− (1− η)(p1 + p2)exp{(1− η)p1t2}exp{−(1− η)(p1 + p2)

(t2 − θT )}] + α

p1
(1− η)p1exp{(1− η)p1t2}exp{−(1− η)(p1 + p2)(t2−

θT )} − α

p1
(1− η)(p1 + p2)exp{(1− η)p1t2}exp{−(1− η)(p1 + p2)(t2 − θT )}

=p2(1− η)V 1−η(t2)exp{(1− η)p1t2}exp{−(1− η)(p1 + p2)(t2 − θT )}−

p2(1− η)V 1−η(t2)exp{(1− η)p1t2}exp{−(1− η)(p1 + p2)(t2 − θT )} − α

p1
p2exp{(1− η)p1t2}exp{−(1− η)(p1 + p2)(t2 − θT )}

<0,

(53)

which contradicts the second inequality in (51). Hence (50) holds. From (50), it is easy to see that

W (t) ≤exp{(1− η)(p1 + p2)(t− θT )}
[
M0 −

α

p1
exp{(1− η)p1t}exp{−(1−

η)(p1 + p2)(t− θT )}
]
.

(54)

Consequently, for t ∈ [θT, T ), we have

W (t) <exp{(1− η)(p1 + p2)(t− θT )}
[
M0−

α

p1
exp{(1− η)p1t}exp{−(1− η)(p1 + p2)(t− θT )}

]
≤exp{(1− η)(p1 + p2)(1− θ)T}

[
M0−

α

p1
exp{(1− η)p1t}exp{−(1− η)(p1 + p2)(1− θ)T}

]
.
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On the other hand, it follows from Eqs. (45) and (46) that for t ∈ [0, θT ),

W (t) ≤M0 −
α

p1
exp{(1− η)p1t}

≤M0 −
α

p1
exp{(1− η)p1t}exp{−(1− η)(p1 + p2)(1− θ)T}

≤exp{(1− η)(p1 + p2)(1− θ)T}
[
M0 −

α

p1
exp{(1− η)p1t}exp{−(1− η)(p1

+ p2)(1− θ)T}
]
.

So

W (t) <exp{(1− η)(p1 + p2)(1− θ)T}
[
M0−

α

p1
exp{(1− η)p1t}exp{−(1− η)(p1 + p2)(1− θ)T}

]
,

for all t ∈ [0, T ).
Similarly, we can proof that for t ∈ [T, (1 + θ)T ),

W (t) <exp{(1− η)(p1 + p2)(1− θ)T}
[
M0−

α

p1
exp{(1− η)p1t}exp{−(1− η)(p1 + p2)(1− θ)T}

]
,

and for t ∈ [(1 + θ)T, 2T ),

W (t) <exp{(1− η)(p1 + p2)(1− θ)T}exp{(1− η)(p1 + p2)(t− θT − T )}[
M0 −

α

p1
exp{(1− η)p1t}exp{−(1− η)(p1 + p2)(1− θ)T}exp{−(1− η)(p1+

p2)(t− θT − T )}
]

=exp{(1− η)(p1 + p2)(t− 2θT )}
[
M0 −

α

p1
exp{(1− η)p1t}exp{−(1− η)

(p1 + p2)(t− 2θT )}
]
.

By induction, for any integers m, we can derive the following estimation of W (t) for any m.
For mT ≤ t < (m+ θ)T ,

W (t) <exp{(1− η)(p1 + p2)(1− θ)mT}
[
M0 −

α

p1
exp{(1− η)p1t}

exp{−(1− η)(p1 + p2)(1− θ)mT}
]
,

(55)

and for (m+ θ)T ≤ t < (m+ 1)T ,

W (t) <exp{(1− η)(p1 + p2)(t− (m+ 1)θT )}
[
M0 −

α

p1

exp{(1− η)p1t}exp{−(1− η)(p1 + p2)(t− (m+ 1)θT )}
]
.

(56)
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Since for any t ≥ 0, there exists a nonnegative integer k, such that kT ≤ t < (k + 1)T , we can
deduce the following estimation of W (t) for any t by Eqs. (55) and (56).

For kT ≤ t < (k + θ)T ,

W (t) <exp{(1− η)(p1 + p2)(1− θ)kT}
[
M0 −

α

p1

exp{(1− η)p1t}exp{−(1− η)(p1 + p2)(1− θ)kT}
]

≤exp{(1− η)(p1 + p2)(1− θ)t}
[
M0 −

α

p1

exp{(1− η)p1t}exp{−(1− η)(p1 + p2)(1− θ)t}
]
,

and for (k + θ)T ≤ t < (k + 1)T ,

W (t) <exp{(1− η)(p1 + p2)(t− (k + 1)θT )}
[
M0−

α

p1
exp{(1− η)p1t}exp{−(1− η)(p1 + p2)(t− (k + 1)θT )}

]
≤exp{(1− η)(p1 + p2)(1− θ)t)}

[
M0−

α

p1
exp{(1− η)p1t}exp{−(1− η)(p1 + p2)(1− θ)t}

]
.

Together with the definition of W (t), we obtain

V 1−η(t)exp{(1− η)p1t)} ≤exp{(1− η)(p1 + p2)(1− θ)t}
[
V 1−η(0) +

α

p1

− α

p1
exp{(1− η)p1θt}exp{−(1− η)p2(1− θ)t}

]
=exp{(1− η)(p1 + p2)(1− θ)t}

[
V 1−η(0)− α

p1

(exp{(1− η)p1θt}exp{−(1− η)p2(1− θ)t} − 1)
]
.

It implies the conclusion and the proof is completed.
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