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A B S T R A C T

Background: Otitis media is one of the most common childhood diseases worldwide, but because of lack of doctors and health personnel in developing countries it is often misdiagnosed or not diagnosed at all. This may lead to serious, and life-threatening complications. There is thus a need for an automated computer based image- analyzing system that could assist in making accurate otitis media diagnoses anywhere.

Methods: A method for automated diagnosis of otitis media is proposed. The method uses image processing techniques to classify otitis media. The system is trained using high quality pre-assessed images of tympanic membranes, captured by digital video-otoscopes, and classifies undiagnosed images into five otitis media categories based on predefined signs. Several verification tests analyzed the classification capability of the method.

Findings: An accuracy of 80.6% was achieved for images taken with commercial video-otoscopes, while an accuracy of 78.7% was achieved for images captured on-site with a low cost custom-made video-otoscope.

Interpretation: The high accuracy of the proposed otitis media classification system compares well with the classification accuracy of general practitioners and pediatricians (~64% to 80%) using traditional otoscopes, and therefore holds promise for the future in making automated diagnosis of otitis media in medically underserved populations.

© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Otitis media (OM) is the second most important cause of hearing loss, which ranked fifth on the global burden of disease and affected 1.23 billion people in 2013 (Global Burden of Disease Study 2013 Collaborators, 2015). It is one of the most common childhood illnesses and constitutes a major chronic disease in low and middle-income countries (Global Burden of Disease Study 2013 Collaborators, 2015; World Health Organization, 2004). The incidence of OM in sub-Saharan Africa (SSA), South Asia and Oceania is two- to eight-fold higher than in developed world regions with India and SSA accounting for the majority of OM related deaths (Monasta et al., 2012; Arzin, 2004).

Common types of OM include acute otitis media (AOM), otitis media with effusion (OME), and chronic suppurative otitis media (CSOM) (Paparella et al., 1985). OM is often misdiagnosed, or not diagnosed at all, and consequently treated incorrectly which may lead to serious, or even life-threatening complications (Asher et al., 2005; Buchanan and Pothier, 2008; Legros et al., 2008).

Access to ear-, nose- and throat (ENT) specialists and equipment to diagnose OM is severely limited in developing countries (Fagan and Jacobs, 2009; World Health Organization, 2013). In Africa, for example, the majority of countries (64%) report less than one ENT specialist per million people (World Health Organization, 2013). In addition, general practitioners and pediatricians, whom are also scarce in developing countries, are often prone to under- or over-diagnose OM (Asher et al., 2005; Buchanan and Pothier, 2008; Legros et al., 2008). There is therefore a great need to develop systems that can facilitate accurate diagnosis of OM in underserved areas of the world. Kuruvilla et al. (2013) recently reported an automated algorithm based on image-analysis for distinguishing between two types of OM (AOM and OME) and middle ears without effusion with a reported accuracy of 85.61%. While these results are promising, the full range of OM types in addition to other clinical presentations such as ear canal obstructions have not been demonstrated.
The aim of this study was to develop and validate a new image-analysis system to classify images obtained from commercial video-otoscopes into one of the following diagnostic groups: 1) obstructing wax or foreign bodies in the external ear canal (O/W); 2) normal tympanic membrane (n-TM); 3) AOM; 4) OME, and 5) CSOM with perforation. The image-analysis system was also evaluated in a clinical population using a low cost custom-made video-otoscope.

2. Methods

2.1. Development of the Image-Analysis Classification System

A decision tree was employed to classify images into one of the five diagnostic groups. In order for the tree to make an accurate diagnosis, the predefined features associated with each diagnosis (Table 1) had to be accurately identified in the images by feature extraction methods (Supplementary material 1 provides a detailed discussion on the image processing method). It included pre-processing followed by the detection of the malleus bone, tympanic membrane (TM) shape and color, perforation, obstructive wax, middle-ear fluid, and light reflex (Table 1).

Pre-diagnosed color TM photographs (n = 562) from three TM image collections captured with a range of commercially available video-otoscopes were re-evaluated independently by two experienced (>35 years of practice) specialists in otology. From them a set of 489 images (at least 500 × 500 pixels) of the TM and external ear canal were included in the study (examples provided in Fig. 1). Seventy-three images of the original 562 (12.99%) were discarded because of insufficient image quality or disagreement between the two otologists. Only images on which diagnoses were in agreement between the otologists were accepted (approximately 50% of them from children). The final set of images was classified as O/W (n = 120), n-TM (n = 123), AOM (n = 80), OME (n = 80), and CSOM with perforation (n = 86). Eighty percent of all images (n = 391) were randomly selected to develop the feature extraction algorithms and the remaining 20% (n = 98) were used for the validation study. The higher ratio for training images was used to improve classification accuracy while a proportion (20%), not used to train the system, was required for validation and testing. For each image in the training set (n = 391) the algorithms received a diagnosed image as input and analyzed the image using the feature extraction algorithms. It produced an array containing each image’s features with the corresponding diagnosis as output. The decision tree was

<table>
<thead>
<tr>
<th>Feature</th>
<th>O/W</th>
<th>n-TM</th>
<th>AOM</th>
<th>OME</th>
<th>CSOM with perforation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Malleus bone visible</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Tympanic membrane shape</td>
<td>Retracted, normal, bulging or irregular</td>
<td>Retracted, normal or bulging or irregular</td>
<td>Retracted</td>
<td>Retracted</td>
<td>Retracted, normal, bulging or irregular</td>
</tr>
<tr>
<td>Color</td>
<td>Pearly white</td>
<td>Pearly white</td>
<td>Predominantly red</td>
<td>Pearly white</td>
<td>Pearly white</td>
</tr>
<tr>
<td>Perforation</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Wax</td>
<td>Can be present or not</td>
<td>Can be present or not</td>
<td>Can be either visible or not</td>
<td>Can be either visible or not</td>
<td>Can be either visible or not</td>
</tr>
<tr>
<td>Fluid</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Light reflex</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

Fig. 1. Examples of the five diagnostic classification categories. a. Obstructing wax or foreign bodies (O/W) in external ear canal precluding visualization of the TM to establish an OM diagnosis; b. a normal TM (n-TM) showing a semi-transparent pearly white TM, triangular shaped light reflex and malleus bone clearly visible (red ring and line, respectively); c. acute otitis media (AOM) showing a bulging TM with red color; d. otitis media with effusion (OME) showing a retracted TM and fluid in the middle ear; e. chronic suppurative otitis media (CSOM) showing a TM perforation. Images courtesy C. Laurent 2014.
constructed by continuously dividing the input variables (feature vectors), or examples produced by the feature extraction algorithms, based on an attribute value test according to Quinlan (1986). This division of examples ensures that the examples that are least resembling the feature will eventually be eliminated in order to ensure that the best fit is found. The example feature vectors were subsequently used to manually design the decision tree, which constituted the classification algorithm employed in this study. No additional training was performed. Matlab® (MathWorks, Inc., Natick, Massachusetts, United States) was used as the software due to its processing capabilities, extended set of functions and familiarity. The user interface was designed, using “guide” in Matlab®, to be understandable, reliable and easy to use. (Supplementary material 2 provides a detailed discussion of the creation of the decision tree and the classification methods).

Table 1 shows the five diagnostic groups and their corresponding features, according to which the feature extraction algorithms were developed. To classify an image of unknown diagnosis or pathology, the image is provided as input to the system, where after pre-processing and feature extraction are performed. Once all features are extracted, the decision-tree classifies the feature vector associated with the input image. The output, which consists of the extracted features as well as the final diagnosis, is then presented to the user as an output window on the notebook screen.

Execution time of the system, i.e. the time it takes to diagnose an image submitted after capturing, is determined by the respective execution times of the feature extraction algorithms and the decision tree classification. Total execution time of the image-analysis classification system was calculated as 3.45 s for a notebook computer with the following specifications: Intel(R) i7-3632QM 2.2 GHz CPU with 8 GB RAM running on a 64-bit Windows 7 operating system.

### 2.2. Validation of the Image-Analysis Classification System

The image-analysis classification system was validated on 20% (n = 98) of the 489 diagnosed color images of TM’s received from the two experienced otologists. These images had not been used previously to train the system. The image-analysis system classified images via the trained decision tree and a comparison could be made with the original diagnoses. Reliability of the image-analysis classification system was determined by investigating the agreement between diagnosed images and system classifications using Cohen’s kappa. Unweighted kappa statistic (κ) was used to quantify “strength of agreement”, or diagnostic concordance.

In a separate pilot study, the image-analysis classification system was validated clinically on images captured by a custom-made video-otoscope. This was designed as an example of a low cost replacement for current clinical video-otoscopes. The shell of a commercial ear-cleaning product was used as the body for the otoscope. Internal components were replaced by a battery, a light emitting diode (LED), and resistor. Universal serial bus (USB) communication was implemented to communicate between the otoscope and a notebook computer using an audio/video cable to USB converter. The front part of the custom-made video-otoscope was removed to make space for the camera (2 megapixels) right inside the opening with a disposable ear tip attached, see Fig. 2. Supplementary material 3 provides detailed information about the construction of the custom-made video-otoscope.

The final production cost of the custom-made video-otoscope came to around $84. The low cost custom-made video-otoscope was used to examine ears from patients in an emergency room at a hospital in Pretoria, South Africa. A qualified emergency unit nurse, without previous training in video-otoscopy did the examinations together with an experienced (>20 years of practice) general practitioner (GP). The Institutional Review Board provided ethical clearance before any data collection commenced and each patient signed a consent form explaining the examination procedure. No patient under the age of 18 years was enrolled for the study, which was done in an emergency room for adults.

The GP first made an inspection of the ear with a hand-held otoscope and classified the ear canal, and/or TM status into one of the five diagnostic categories. The nurse then captured images using the custom-made video-otoscope and stored these on a notebook computer. Thereafter the image-analysis system classified the images stored on the computer via the trained decision tree and a comparison was made to the GP’s diagnosis.

#### 2.2.1. Funding

No external funding for any of the authors.

### Table 2

Diagnostic classification accuracy (n = 98). Shaded cells = % correct diagnosis; unshaded cells = % incorrect diagnosis.

<table>
<thead>
<tr>
<th></th>
<th>Number of images (n)</th>
<th>O/W (classified)</th>
<th>n-TM (classified)</th>
<th>AOM (classified)</th>
<th>OME (classified)</th>
<th>CSOM with perforation (classified)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O/W (actual)</td>
<td>24</td>
<td>79.17 (19)</td>
<td>4.17 (1)</td>
<td>0</td>
<td>4.17 (1)</td>
<td>12.5 (3)</td>
</tr>
<tr>
<td>n-TM (actual)</td>
<td>25</td>
<td>4 (1)</td>
<td>80.00 (20)</td>
<td>8 (2)</td>
<td>4 (1)</td>
<td>4 (1)</td>
</tr>
<tr>
<td>AOM (actual)</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>81.25 (13)</td>
<td>12.5 (2)</td>
<td>6.25 (1)</td>
</tr>
<tr>
<td>OME (actual)</td>
<td>16</td>
<td>0</td>
<td>6.25 (1)</td>
<td>12.5 (2)</td>
<td>81.25 (13)</td>
<td>0</td>
</tr>
<tr>
<td>CSOM (actual)</td>
<td>17</td>
<td>5.88 (1)</td>
<td>5.88 (1)</td>
<td>5.88 (1)</td>
<td>0</td>
<td>82.35 (14)</td>
</tr>
</tbody>
</table>
3. Results

Table 2 shows the number of pre-diagnosed images used for validation in each diagnostic group. Disregarding their diagnoses, all of the validation images were pre-processed, feature extracted, and classified via the decision tree, yielding the results in Table 2, with an average objective classification accuracy of 80.61% (79/98) showing a substantial agreement.

The unweighted kappa agreement was 0.76 (95% CI 0.66–0.86) showing a substantial agreement.

Performance characteristics of the image-analysis classification system are presented in Table 3. Sensitivity across all five diagnostic categories was between 0.79 and 0.82. AOM had the lowest specificity (0.92), while O/W had the highest (0.97). AOM had the lowest positive predictive value (PPV) (0.75) and O/W had the highest (0.89). Negative predictive values (NPV) were all between 0.94 and 0.95.

Using the low cost custom-made video-otoscope the nurse was able to capture 108 high quality images in three of the five diagnostic categories (Table 1). The images captured by the nurse were classified using the image-analysis classification system, (Table 4) with an overall diagnostic agreement of 78.70% (85/108). Since the custom-made video-otoscope was tested only in adults, all diagnostic groups were not observed.

4. Discussion

The new image-analysis classification system demonstrated a high degree of agreement (80.6%) to the combined diagnostic correspondence of the two otologists, varying between 79.2 to 82.4% across the five diagnostic categories in the set of test images from adults and children. The accuracy of the image-analysis classification system compares favorably to average diagnostic accuracy of pediatricians (Kuruvilla et al., 2013) (~80%), GP’s (Blomgren and Pitkäranta, 2003; Jensen and Louis, 1999) (64–75%) and ENT’s (Pichichero and Poole, 2001) (73%) using handheld otoscopes. Based on an individual diagnostic accuracy for ENT’s of 73% (Pichichero and Poole, 2001) using a Gaussian statistical analysis, the combined diagnostic accuracy of the two otologists could be calculated to be 88.13%. The ground truth data used to train the image-analysis system may therefore contain an estimate of 11.87% inaccurate diagnoses. This uncertainty can be reduced and the validity of ground truth data improved by increasing the number of experienced specialists performing diagnosis on images used to train the system. For instance if three specialists were used the combined diagnostic accuracy would be 94.40% compared to 98.64% when using 5 specialists.

Compared to an algorithm proposed by Kuruvilla et al. (2013) that only distinguished between two diagnoses, the proposed system is able to diagnose five types of common external ear canal and middle ear conditions, including AOM, OME and CSOM with perforation. Utilization of an automated system for differential diagnosis of OM based on video-otoscopic images can provide a valuable diagnostic crosscheck for health personnel and, in poorly resourced sectors, could serve as the only source for a diagnosis.

The image-analysis system rarely indicated a false negative classification across OM categories with a negative predictive value of 0.95. Normal TM’s were only incorrectly classified in 8% of AOM and 4% of OME and CSOM with perforation. This accuracy is promising since it is similar to and better than reported diagnostic accuracy by pediatricians (Kuruvilla et al., 2013) and GP’s (Blomgren and Pitkäranta, 2003; Jensen and Louis, 1999). Minimizing false negatives is important to ensure treatment in cases where it is indicated. Over-diagnosis by clinicians, however, is often a problem in AOM (Pichichero and Poole, 2001) and as a result the American Academy of Pediatrics recently prioritized greater diagnostic specificity to reduce over-diagnosis and unnecessary treatment (Lieberthal et al., 2013). The current system in contrast correctly identified AOM in 81.3% of instances. This could support accurate diagnoses at primary health care levels at which skilled clinical assessment is often unavailable or limited. A computer-assisted diagnostic system, such as this, can also provide a useful second opinion to assist health care workers in making correct diagnoses. Benefits include timely initiation of treatment and reduced health system burden related to over-referrals.

There were, however, some misclassifications of diagnoses noted. For example, O/W was misclassified as CSOM in 12.5% of cases. This is likely attributable to the feature extraction algorithm, which associates yellow features with the O/W category, and identifies similar features in some cases of CSOM. Moreover, the misclassification of AOM as OME and vice versa, in 12.5% of cases, could be attributed to middle-ear fluid not being visible with the TM detected by the system as opaque. These overlaps will be investigated to ensure improved differentiation in future improvements of the system.

The custom-made video-otoscope indicated overall clinical diagnostic accuracy of 78.7% compared to 80.6% on images from commercial video-otoscopes. While being assessed on a smaller sample of ears from adults (108) and only three diagnostic categories represented (Table 4) the results suggest that a custom-made video-otoscope could provide a low-cost method for accurate diagnosis of common ear disease. However, future investigations should evaluate the clinical validity in children compared to adults. The accumulated production cost of the custom-designed video-otoscope was around $84, which is at least 5 times less expensive than commercial entry-level video-otoscopes. Of course, as with regular video-otoscopes it still requires a computer to capture images. The computer together with the Matlab® software adds significantly to the cost. It would therefore come to the region of $1000 to operate the complete systems. However, the use of a netbook and the open source equivalent of Matlab® (i.e. GNU Octave), will bring the cost down to between $250 and $300. The cost of equipment must be seriously considered if a method for automated diagnosis of OM is to be a viable solution for underserved contexts.

The present study demonstrates the accuracy of an image analysis system for diagnosis of one of the most common childhood illnesses (World Health Organization, 2004; Global Burden of Disease Study 2013 Collaborators, 2015). In light of the shortage of specialists able to accurately diagnose OM, especially in low and middle-income countries, a system like this could be very valuable to ensure that appropriate treatment is provided. For instance, nurses could be trained to take pictures of the TM using a video-otoscope and analyzed by the image analysis system locally or on a cloud-based server. In many world regions this is likely to be the only opportunity for access to a diagnosis of ear disease amongst large populations. In addition to these applications the system could be employed for teaching and training purposes in diagnosing OM to up-skill general health care workers in diagnosing ear disease.

Table 3

Performance parameters for each diagnosed category (PPV = positive predictive value; NPV = negative predictive value).

<table>
<thead>
<tr>
<th>Category</th>
<th>Number of images collected</th>
<th>Number of images correctly diagnosed</th>
<th>Percentage correctly diagnosed</th>
</tr>
</thead>
<tbody>
<tr>
<td>O/W</td>
<td>15</td>
<td>11</td>
<td>73.33</td>
</tr>
<tr>
<td>n-TM</td>
<td>72</td>
<td>58</td>
<td>80.56</td>
</tr>
<tr>
<td>OME</td>
<td>21</td>
<td>16</td>
<td>76.19</td>
</tr>
<tr>
<td>CSOM with perforation</td>
<td>108</td>
<td>85</td>
<td>78.70</td>
</tr>
</tbody>
</table>

Table 4

Results of system on images obtained from custom-made video-otoscope.

<table>
<thead>
<tr>
<th>Category</th>
<th>Number of images collected</th>
<th>Number of images correctly diagnosed</th>
<th>Percentage correctly diagnosed</th>
</tr>
</thead>
<tbody>
<tr>
<td>O/W</td>
<td>15</td>
<td>11</td>
<td>73.33</td>
</tr>
<tr>
<td>n-TM</td>
<td>72</td>
<td>58</td>
<td>80.56</td>
</tr>
<tr>
<td>OME</td>
<td>21</td>
<td>16</td>
<td>76.19</td>
</tr>
<tr>
<td>CSOM with perforation</td>
<td>108</td>
<td>85</td>
<td>78.70</td>
</tr>
</tbody>
</table>
In conclusion, we have proposed and validated a new image-analyzing system for the most frequent OM diagnoses and obstructions of the ear canal. The system loaded onto a conventional computer notebook has a diagnostic accuracy that compares favorably to that of pediatricians and GPs. It could be a valuable new tool for health personnel seeing OM patients in developing countries.

5. Limitations

The classification algorithm used in the current system is a decision tree constructed manually by analyzing the feature vectors produced by the feature extraction algorithms used to process the training images. The resulting decision tree is therefore fixed, and will have to be redesigned if more training images are incorporated. A neural network, however can be trained using the same feature vectors used to construct the decision tree and has the ability to be trained further with a single image’s feature vector upon assessment by specialists. A comparison of these two approaches could be useful to evaluate for their respective accuracy.

Acquiring anamnestic information from patients, such as occurrence of fever, pain, hearing loss and discharge could increase the diagnostic accuracy of the system and will be considered in future validation studies. The main aim of this study, however was to use only image analysis and feature vector classification to diagnose the various forms of OM and we did not have additional metadata.

Manual examination of misdiagnosed images could help improve the overall accuracy of the system. In its current form the person operating the system has to inspect the image quality before submitting it for diagnosis. If images are of poor quality (e.g. poor focus, motion artifacts, insufficient light, partial TM visibility) the system will still attempt to make a diagnosis which may result in reduced accuracy.
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Supplementary materials

Supplementary material 1: Image processing (pre-processing and feature extraction)

Before any features can be extracted from the images, a number of pre-processing routines have to be performed on the image. This is done in order to standardize the images for feature extraction.

Pre-Processing

The first pre-processing technique is to remove the black sides in the image. This is done through the cropping function. Cropping involves searching for the first non-black pixel from each side and marks it as the cropping index. The image is then cropped by keeping only the part of the image that lies within the boundaries of the cropping indices. Figure 1 shows the boundary lines.

![Image showing lines where the figure will be cropped, (image altered from Laurent, 2014)](image)

Feature Extraction

A number of methods were developed in order to extract the features in table 1 (main article). These feature extraction methods are discussed below.

a) Main Color Analysis

Because different symptoms exhibit different colors, color analysis of the entire image is performed to evaluate the color of each diagnostic category. It is performed by extracting the red, green and blue (RGB) color bands, as seen in figure 3, from the image in figure 2. Each extracted band has the same dimension as the original image (486 x 486 pixels) with each pixel represented by a single value between 0 and 255, hence the grey appearance. After RGB extraction, the average value of all the pixels in each color band is calculated. The average mean
for each of the RGB channels, as well as difference between each mean is calculated. Figure 4 a) to e) show the colors resulting from the averaged RGB channels for each diagnosis.

Figure 2. Original RGB AOM image (Laurent, 2014)

Figure 3 a) Extracted red band; b) Extracted green band; c) Extracted blue band

Figure 4 a) Average color of AOM; b) Average color of CSOM with perforation; c) Average color of Normal tympanic membrane; d) Average color of OME e) Average color of O/W

b) Tympanic Membrane (TM) Color Analysis

In order to determine whether the TM is opaque (normal) or red (inflamed) the image must first be cropped (figure 5 a) so as to use only the TM part of the image. In order to crop this image the center of the image must be calculated (figure 5 b) . The image is then cropped to a circle with a radius of 200 pixels (figure 5 c). This results in a black band of 43 pixels on all four sides of the image, which is subsequently removed using the cropping function explained in the pre-processing section (figure 4 d).
A red threshold is applied to the image in order to filter out all non-red colored pixels. From this image the percentage red can be determined. This procedure is followed for all the images to define an abnormal red percentage threshold in the TM. A threshold of 17% for the allowable amount of red in an image was chosen based on the analysis.

![Figure 5](image_url)
Figure 5 a) Original Image; b) Center and radius of the image shown; c) Image cropped; d) Image with the black sides removed (Laurent, 2014)

**d) Wax Detection**

In order to determine the amount of wax in the ear canal, a color filter is applied. This is done by extracting the hue, saturation and value (HSV) bands from the image and applying a yellow threshold to each band. This filter will only allow all the yellow parts of the image to be visible, while all the non-yellow parts are filtered out of the image in figure 6, as shown in figure 7. This makes it possible to determine the percentage wax in the image.

Analysis was performed on all the images to define an abnormal threshold of wax in the external ear canal. A threshold of 12% for the allowable amount of wax in an image was identified.

![Figure 6](image_url)
Figure 6. Original RGB wax obscured ear canal (Laurent, 2014)
e) Obstructive Wax Detection

An image has obstructive wax when visibility of the TM is obscured. The same procedure to crop out the TM, as explained for wax detection, is followed. The cropped image is then used in the same manner as mentioned above to determine if there is an abnormal amount of wax in the image. The resulting filtered image is shown in figure 8. The allowable wax threshold was chosen to be less than 20%.

f) Perforation Detection

A perforation in the TM is seen as a hole in the ear drum, with clear edges. Edge detection is therefore used to detect if there is a perforation. It was found that most images, when used in its original form, exhibited too many anomalies and interferences when edge detection was applied. The anomalies and interferences were filtered out by extracting the saturation band (in set of HSV bands) from the image, and performing edge detection on this band only. If a circular shape is detected, the image will be classified as having a perforation, as seen in figure 9 and figure 10.
g) Fluid Detection

Fluid presents itself as either a “white mass” or as bubbles behind the TM. In order to determine the presence of fluid behind the TM, the saturation band is again extracted from the image. A brightness filter applied to the saturation band will indicate if there is a “white mass” behind the TM, making it possible to calculate the amount of white in the image. Analysis was performed on the images that had a non-zero white score, to determine the threshold of an abnormal percentage white in the image. The threshold was set at 70000 pixels. Another method for determining fluid behind the tympanic membrane is to use edge detection on the image. If a collection of small circles is detected in the TM, the middle ear most likely contains fluid.

h) Shape Detection

In order to categorize the shape of the TM as retracted, normal, bulging or irregular, a norm first needs to be established. Cropping is done on the image as described for TM color analysis. The image is then converted to a grey scale image, where after the difference in greyness between neighboring pixels is calculated and noted as the gradient of that pixel. This is done by comparing each individual pixel with the one to the right of it. Figure 11 shows the result of
gradient analysis, displaying the image gradients in 3D. After the entire image is completely analyzed, the mean of these gradient values is calculated.

Analysis was performed in order to find the most accurate range for each category (retracted, normal, bulging or irregular). These results can be seen in table S1-1.

Table S1-1. The ranges for each shape category shown

<table>
<thead>
<tr>
<th>Category</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retracted</td>
<td>$x \leq 9$</td>
</tr>
<tr>
<td>Normal</td>
<td>$9 &lt; x \leq 11$</td>
</tr>
<tr>
<td>Bulging</td>
<td>$11 &lt; x &lt; 15$</td>
</tr>
<tr>
<td>Irregular</td>
<td>$x \geq 15$</td>
</tr>
</tbody>
</table>

Figure 11 a) An image of CSOM with perforation showing the gradient analysis; b) A normal TM image showing the gradient analysis

i) Reflection Detection

The reflection in the image is caused by the reflection of the light from the otoscope on the surface of the TM. Reflections in the normal category images appear close to the center of the image, which necessitates cropping of the image. In fact, the reflection never appears within 30% from the sides of the image as shown in figure 12 a. A brightness filter is applied to the image, allowing only white and near white pixels to be visible in the filtered image. This makes it possible to determine if there is a reflection in the image (figure 12 b). Analyses were performed by calculating the percentage of white in each image, in order to determine the threshold to detect whether the cropped and filtered image contained a reflection. From the analysis it was established that a small range is required to ensure that the diagnosis is accurate. The range was chosen as between 1 and 9 percent of white in the cropped image, due to the fact that most of the normal diagnosed images fell into this range.
j) Malleus Handle Visibility Detection

A brightness filter, similar to the one described for reflection detection, is applied in order to detect whether the malleus handle is visible or not. After the filter is applied, circle detection is performed to detect whether there are any bright circular areas in the remaining image. Moving circles detect the circular brightness with different radii across the image to determine if it correlates with similar shapes in the image. The circle detection only allows one bright circle to be detected. If multiple circles are detected, however the image will not be classified as having a visible malleus handle. This is done to avoid overlapping features between the malleus bone and fluid.
Supplementary material 2: Classification methods including the decision tree structure

Artificial intelligence is defined by Poole and co-workers as the design and study of intelligent agents. In order to diagnose the various forms of otitis media present in the images, a suitable artificial intelligence technique, namely a decision tree was used to classify the images as belonging to one of these diagnostic groups. In order for the decision tree to make an accurate diagnosis, the predefined diagnostic features associated with each diagnosis had to be accurately identified in the images by the feature extraction methods described in Supplementary material 1.

To classify an image of unknown diagnosis, the image is provided as input to the image-analyzing classification system, where after pre-processing and feature extraction are performed. Once all the features are extracted, the image can be classified using the feature vector of that image. The output, which consists of the extracted features as well as the final diagnosis, is then presented to the user as an output window on the notebook screen.

Training example feature vector generation

Before an undiagnosed image can be classified, the decision tree needs to be constructed from the pre-diagnosed example feature vectors obtained from the images. In order to construct a decision tree, example feature vectors with their corresponding diagnosis have to be created from the diagnosed images. For each image in the example training set, the image processing algorithms receive a diagnosed image as input, and run it through the pre-processing and feature extraction processes. After the image processing algorithms are complete, an array containing each image’s symptoms (or features) with the corresponding known diagnosis is produced as output. This process is depicted in figure 1. The feature vectors produced by the image processing algorithms (one feature vector per image) and the corresponding known diagnoses are used as "examples" to construct the decision tree with. The more examples available, the more accurate the decision tree will be able to represent the problem space, implying a more accurate classifier and hence giving a more reliable diagnosis.

![Figure 1. Training feature vector generation](image)
### Decision Tree Construction

The decision tree was constructed by continuously dividing the input variables (feature vectors), or examples, produced by the feature extraction algorithms, based on an attribute value test according to Quinlan\[12\]. This division of examples ensures that the examples that are the least like the feature will eventually be eliminated in order to ensure that the best fit is found. The most common attribute value test is one where the entropy of each attribute is calculated over all examples in the training data set.

The entropy is a measure of uncertainty, while one minus the entropy is a measure of certainty, or potential information gain. Therefore, if the entropy of an attribute is low, the potential information gain from evaluating that attribute is high. It therefore makes good sense that attributes exhibiting lower entropy (less uncertainty, higher information gain) should be evaluated first, followed by the attribute with the second lowest entropy, and so forth (Norvig and Russell\[2\]). This will ensure that classification is performed in the least possible time, as no unnecessary paths in the decision trees will be explored.

Calculating the entropy of each attribute and ranking the resulting entropies in increasing order is required to determine the order of attribute evaluation and node expansion. The attribute exhibiting the lowest entropy will be placed at the top of the decision tree, followed by the second, and so forth. The decision tree is populated from the top down with the nodes representing attributes (in this case the features produced by the training algorithm for each processed image). Each attribute may have multiple states or discrete values, while continuous variable attributes have multiple predefined ranges. A decision tree creates new branches by evaluating, or “splitting” on the attribute where there is the least uncertainty, or that will lead to the greatest loss of entropy (or the largest information gain), thereby eliminating irrelevant training examples from the training set. This process is repeated until either all the nodes are split or when the splitting of nodes becomes irrelevant to the diagnosis. Following this procedure will ensure a compact decision tree with a low average branching factor, i.e. the average number of branches created by evaluating features using the attribute value test, which in turn will result in low computational complexity, ultimately ensuring classification in the least possible time. Figure 2 shows the resulting decision tree.

The entropy $H(f)$ of a particular feature $f$ is calculated by

$$H(f) = \sum_{j=1}^{J} \left( \left( \frac{N^{(j)}}{N} \right) \left( -\sum_{i=1}^{I} \frac{n_{i}^{(j)}}{N^{(j)}} \log_{2} \left( \frac{n_{i}^{(j)}}{N^{(j)}} \right) \right) \right)$$

where $N$ is the total number of examples in the training set, $J$ is the number of discrete values (or ranges) that the feature can assume (or fall in), $N^{(j)}$ is the total number of examples associated with a given discrete value (or range), $I$ is the total number of classes (or diagnoses), and $n_{i}^{(j)}$ is the number of examples classified as belonging to class $i$ where the feature is associated with discrete value or range $j$ from a total number of $J$ ranges.
Once the decision tree has been constructed using the training example feature vectors plus their corresponding diagnosis (figure 1), it can be used to classify or diagnose unknown images (images that have not been part of the training set). As was done during the example feature vector generation, the image processing algorithms (pre-processing and feature extraction) are used to analyze the input image, and produces a feature vector as before, but now without a known diagnosis. This feature vector is then used to traverse the decision tree from the top, by testing the feature or attribute values against the corresponding values in the decision tree. Following this process iteratively will result in one unique path through the decision tree, which will terminate at one unique diagnosis, depicted by the green nodes in the decision tree in figure 2. Classification is complete once a diagnosis is determined, i.e. when there is only one obvious diagnosis to choose from according to Norvig and Russell².
Supplementary material 3: The custom-made video-otoscope

As part of this work, a low cost video-otoscope was designed as a possible replacement for current, rather expensive video-otoscopes available on the market. The illumination circuitry was simplified to only a battery, a 5mm light emitting diode (LED) (maximum current of 100 mA; typical operating current of 20-30 mA, forward voltage of ~3.2 V) and a resistor. A number of resistors were experimented with to find the correct light intensity. With a 100 Ohm resistor the image was very light and the tympanic membrane was difficult to interpret ((9-3.2)/100=58 mA). With a 3 kOhm resistor the image was very dark and the tympanic membrane could not be seen ((9-3.2)/3000=1.93 mA). Using a 1 kOhm resistor the image was correctly displayed ((9-3.2)/1000=5.8 mA). The designed circuit can be seen in figure 1, below.

![Figure 1. Illumination circuit for the otoscope](image)

The current in the circuit is very small (5.8 mA) and poses no possible harm to a human. Since the video-otoscope was custom-designed, several experiments had to be performed and adjustments had to be made in order to get the best quality image and to ease the process of image pre-processing and feature extraction. No lens was used to save cost. The camera was a SEN-12804 JPEG 2 megapixel color camera with a serial transistor-transistor logic TTL interface, with a resolution of 1600x1200 and a frame rate of 15 frames per second (fps). The price of only the camera was 895 Rand ($54).

USB Communication

The USB communication was implemented to communicate from the custom-made video-otoscope to the notebook computer in the form of an AV-to-USB converter. The camera’s output was connected to the audio/video (AV) cable of the converter, while the USB output of the converter was connected to the computer. This converter can be seen in figure 2 below.
The video-otoscope shell

The shell of a commercial ear-cleaning product was used as the body of the otoscope. The package of this ear cleaner can be seen in figure 3.

The front part of the custom-designed video-otoscope was removed to make space for the camera and disposable ear tips. Figure 4 shows the shell of the video-otoscope together with its components. The three state switch that was obtained from the ear cleaner was reused as the on-and-off switch for the LED.
A video-otoscope may carry germs from one person’s ear to another. In order to avoid spreading of infections, a disposable ear tip was attached. The disposable ear tip was not only used to prevent contamination, but also to get a better view inside the ear canal. The tip was connected to the video-otoscope with the use of a rubber packing glued onto the front opening. The packing was cut to the exact inside diameter of the disposable ear tip. Another circle was then cut into the washer to make space for the camera. The packing tightly holds the disposable ear tip to prevent it from falling off while capturing images of a patient’s ear. The disposable ear tip mounted to the shell is displayed in figure 5.

![Figure 5. The exterior design of the video-otoscope showing the disposable ear tip.](image)

*Video-otoscope content*

The video-otoscope was opened in order to determine the space available for all the circuitry. The circuitry was fixed into the otoscope. The 9V battery and bright LED that was fixed to the foam washer as well as the 100 kΩ resistor are shown in figure 6. The final product is shown in figure 7 and 8.
The custom-made video-otoscope is able to allow the removal and replacement of batteries, as can be seen in figures 9 and 10. This can be done by opening and closing a battery holster made of a piece of Velcro® fabric.
The custom-made video-otoscope captures an image and sends it to the notebook computer via the USB communication. Once the image is loaded into the computer it can be image-processed and classified by the image-analysis classification system as belonging to one of the five diagnostic groups.
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