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Abstract

We present a density functional study of various hydrogen vacancies located

on a single hexagonal ring of graphane (fully hydrogenated graphene) con-

sidering the effects of charge states and the position of the Fermi level. We

find that uncharged vacancies that lead to a carbon sublattice balance are

energetically favourable and are wide band gap systems just like pristine

graphane. Vacancies that do create a sublattice imbalance introduce spin

polarized states into the band gap, and exhibit a half-metallic behavior with

a magnetic moment of 1.00 µB per vacancy. The results show the possibil-

ity of using vacancies in graphane for novel spin-based applications. When

charging such vacancy configurations, the deep donor (+1/0) and deep ac-
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ceptor (0/-1) transition levels within the band gap are noted. We also note a

half-metallic to metallic transition and a significant reduction of the induced

magnetic moment due to both negative and positive charge doping.

Keywords: vacancies, sublattice, density functional theory, charge state,

magnetic moment

1. Introduction

Free standing graphene, a single layer of graphite, was first synthesized

in 2004. [1] It has very special properties such as half integer quantum Hall

effect and high charge carrier mobility due to linear dispersion at the Dirac

point. [2, 3, 4, 5] Also, ballistic transport capability over long displacement

at room temperatures makes graphene a suitable candidate for electronic

applications. [2, 3, 4, 5] However, a lack of band gap in the electronic spectrum

of graphene [3] hinders its direct integration in the electronic devices. To

solve this problem, much research has focused on altering its physical and

chemical properties to engineer its band gap.

Several techniques such as cutting graphene into nanoribbons [6, 7, 8],

creating Stone-Wales-type defects [9, 10, 11, 12, 13, 14, 15] and chemical

functionalization [16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29] us-

ing impurities such as hydrogen and fluorine atoms have been considered.

Both theoretical and experimental studies demonstrated that full hydrogena-

tion [28, 29] and fluorination [30, 31] of graphene result in new thermody-

namically stable crystalline materials known as graphane and fluorographene

respectively, and the process is also reversible. [29, 31, 32] It must be men-

tioned that graphane was first proposed by Sluiter et al. [33] using cluster
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expansion method, before the isolation of graphene. [1] Graphane is a wide

band gap semiconductor, with a band gap of 3.50 eV according to theoretical

results. [28]

The chair configuration of graphane is the most energetically stable iso-

mer as compared to boat and armchair. [28, 33, 34] An overview of other

graphane isomers can be found in the review article by Sahin et al. [35] and

references therein. The creation of various defects in graphane significantly

alters its electronic and magnetic behaviour. [35] First-principles investiga-

tions have revealed that the presence of H vacancy defects in graphane leads

to a semiconductor-metallic transition. [36] Using the GW method, Lebegue

et al. [19] reported that a single H vacancy defect in graphane provide some

impurity states in the band gap at 2 eV above the valence-band maximum.

They also confirmed this behaviour from the measurements of optical con-

ductivity of non-stoichiometric graphane. Density functional theory (DFT)

studies reported that the creation of this H vacancy defect induces a total

magnetic moment of 1.0 µB. [37, 38, 39] In the case of configurations with

more than one H vacancy defect, it has been shown that for odd numbers of

nearest-neighbour vacancies, there is always one unpaired electron inducing

a magnetic moment of 1.0 µB. [36, 37, 39, 40] For even numbers of nearest-

neighbour vacancies, there is complete pairing of electrons producing no mag-

netic moment. [36, 39, 40, 41] Wu et al [39] have also shown that H vacancies

in the line configurations that are not adjacent to each other gives number

of magnetic moments equal to the number of vacancies. These studies have

shown that the presence of H vacancy defects in graphane could be useful for

future data storage and spintronics applications. Despite the availability of

3



rich literature focusing on H vacancy defects in graphane, studies that takes

into account the effects of charge doping are still lacking. Charge doping, the

addition of electrons or holes, usually affects the electronic structure and mag-

netic properties, in particular the conductivity of a material. Therefore, it

is worth investigating the altering of the vacancy-induced ferro states within

the band gap due to charge doping. The prediction of the thermodynamic

stability through the formation energies and thermodynamic transition lev-

els within the band gap of electron or hole doped graphane with H vacancy

defects, and the examination of their associated magnetic properties can give

another domain for spin based electronic applications.

In this work, we systematically investigate the energetics, electronic and

magnetic properties of graphane with various hydrogen vacancy configura-

tions located on a single hexagonal ring under the influence of charge dop-

ing, using DFT approach. The effect of charge doping on the position of H

vacancy defect induced donor states is investigated. We note that -1 charged

(+1 charged) vacancy configurations are more energetically favourable in the

p-type (n-type) region respectively. The addition of charge state q = -1 (+1)

shifts the induced donor states as well as the Fermi level toward the CBM

(VBM). It was also noted that an induced magnetic moment is always re-

duced by charge doping.

2. Computational details

The ground state electronic structure calculations were performed us-

ing density functional theory formalism implemented within the Vienna ab

initio simulation package (VASP) code. [42] For the exchange-correlation
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interaction, we used the generalized gradient approximations (GGA) param-

eterization of Perdew, Burke and Ernzerhof (PBE). [43] The spin polariza-

tion was included for all calculations. For the core-electron interactions, the

pseudopotentials (with 2s22p2 and 1s1 valence electrons of C and H atoms,

respectively) were generated using projector augmented wave (PAW) meth-

ods. [44] An energy cut-off of 500 eV was set for the plane wave functions

expansion. We performed a convergence test of our results for total energy

differences on the (1×1) unit cell, and concluded that a grid of size 10×10×1

generated using Monkhorst-Pack scheme [45] is sufficiently converged, for ac-

curate sampling of the Brillouin zone. The total energies were converged to

within 10−7 eV.

The Methfessel-Paxton (MP) scheme [46] with a smearing width of 0.2

eV was used to populate electronic states in the self-consistent field calcu-

lations. The Hellman-Feynman theorem was used to calculate the atomic

forces, whereby the atomic positions were allowed to relax until the forces

were reduced to less than 0.01 eVÅ−1. The separation for the graphane layers

in the supercell was set to 15 Å to avoid the interlayer spurious interactions

in the periodic system.

In this study, we considered the investigation of graphane system with

various isolated hydrogen vacancies on a single hexagonal ring of a 7×7 su-

percell. The total energy was converged with respect to the supercell size

containing the largest vacancy defect considered. The different supercell sizes

considered are 3× 3, 5× 5, 7× 7 and 9× 9 corresponding to 32, 50, 98 and

168 carbon atoms. The calculated formation energy for the largest H va-

cancy defect was calculated for each supercell size. Our calculated formation
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energy is 2.093 eV, 2.419 eV, 2.547 eV and 2.556 eV corresponding to 3× 3,

5× 5, 7× 7 and 9× 9 supercell size respectively. It is noted that the forma-

tion energy difference between 7 × 7 and 9 × 9 supercell sizes converges to

9 meV, thus a 7×7 supercell was further used for the various vacancy defects

calculations.

3. Results and discussion

3.1. Hydrogen vacancies

The study was conducted on a thermodynamically stable form of graphane

(chair-like-graphane) [28, 33], where the pattern of hydrogenation is always

H above (a) and below (b) the graphene plane in an alternating manner. The

number of hydrogen vacancies in a single ring of graphane ranges from one

to six. The carbon atoms labeled 1 through 6 on Fig 1, present the sites

in which the hydrogen atoms can be removed, and thus this also enables us

to name and distinguish the identified configurations. For instance, config-

uration c1 is named V1a which denotes a hydrogen vacancy above carbon

site 1. For two hydrogen vacancies, three unique configurations c2, c3 and c4

are identified and denoted as V1a2b (ortho), V1a3a (meta) and V1a4b (para),

respectively. In so doing, a total of 12 unique hydrogen vacancy configura-

tions on a single hexagonal ring of graphane are identified and presented in

Table 1. The formation energies and thermodynamic charge transition levels

for these configurations are discussed in detail in the next subsection.

3.2. Hydrogen vacancy formation energies and charge transition levels

To compare the thermodynamic stability of the uncharged vacancy config-

urations presented in Table 1, their formation energies Ef (VH) are calculated
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Figure 1: The atomic structure of graphane. The black and white spheres represent carbon

and hydrogen atoms respectively. The numbers 1-6 indicate the hydrogen vacancy sites on

an isolated hexagonal ring. The hydrogen atoms on the even numbered sites are attached

below the layer.
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Table 1: The isolated hydrogen vacancy sites from a 7×7 supercell of graphane monolayer.

Configurations Vacancy sites No of vacancies

c1 V1a 1

c2 V1a2b 2

c3 V1a3a 2

c4 V1a4b 2

c5 V1a2b3a 3

c6 V1a2b4b 3

c7 V1a3a5a 3

c8 V1a2b3a4b 4

c9 V1a2b3a5a 4

c10 V1a2b4b5a 4

c11 V1a2b3a4b5a 5

c12 V1a2b3a4b5a6b 6
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using the following equation:

Ef (VH) = Etot(VH)− Etot(G) + nHµH . (1)

The terms Etot(VH) and Etot(G) are the total energies of graphane with hy-

drogen vacancies, and without vacancies respectively. The term µH refers to

the hydrogen chemical potential calculated as the converged energy of iso-

lated H2 molecule in a large cell and nH is the number of hydrogen atoms

in a supercell. The calculated formation energies as a function of various

configurations of hydrogen vacancies are presented in Fig. 2a.
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Figure 2: (a) The calculated formation energies of uncharged unique configurations of hy-

drogen vacancies in graphane. (b) Formation energies of unique configurations of hydrogen

vacancies as a function of the Fermi level within the graphane band gap, for different charge

states (+1, 0, -1). We only show the line segments that correspond to the lowest energy

charge states. Geometric shapes in the curves indicate the transitions between the two

charge states

We see in Fig. 2a that the formation energies of various hydrogen vacan-

cies in graphane are positive (endothermic), which is an indication that they

may not easily form. This is in contrast with the case of graphene hydro-
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genation where the formation energies are negative [28] with graphene taken

as a reference. In the case of hydrogen di-vacancy, the ortho configuration

c2 (1.16 eV) is more energetically favourable than the meta c3 (4.32 eV) and

the para c4 (4.46 eV). Dzhurakhalov et al. [47] studied the chemisorption of

the ortho, meta and para configurations of hydrogen isomers on graphene

monolayer and reported the same stability trend. Our obtained formation

energy value for c3 agrees very well with that reported by Wu et al. [39]. In

agreement with the previous study [36], it is clear that the formation energy

of each vacancy configuration greatly depends on the carbon sublattice in

which hydrogen vacancy is created. For instance, in vacancy configuration

c2 (ortho vacancy isomer), the two hydrogen atoms removed from sites 1 and

2 leave a single localized electron on respective carbon atoms. Since the two

carbon atoms (C1 and C2) are bonded together, their two localized electrons

pair to form a π-bond that minimizes the total energy of the system, and

this is considered to be sublattice balance. References [18, 48] mentioned

that the energetically favourable structures are those that minimize or avoid

the sublattice imbalance during hydrogenation. In configurations c3 and c4

which are meta and para H vacancy isomers respectively, the pairing of lo-

calized electrons is not possible, thus there is a high possibility of sublattice

imbalance which result in these di-vacancy configurations having relatively

high formation energies.

The issue of sublattice imbalance still plays a role in tri-vacancy con-

figurations (c5, c6 and c7). Comparing these configurations, it is seen in

Fig. 2a that c5 and c6 have low formation energies of 2.47 eV and 3.01 eV

respectively, whereas c7 is significantly high with the value of 5.46 eV. In con-
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figurations c5 and c6 there is a possibility of one unpaired electron localized

around carbons C3 and C4 respectively because those belonging to C1 and

C2 do pair, whereas in configuration c7 the localized electrons belonging to

three vacancy sites C1, C3 and C5 cannot pair (see Table 1). The relatively

high formation energy obtained for c7 is indicative of its failure to avoid or

reduce the sublattice imbalance.

In the case of tetra-vacancy configurations, we observe in Fig. 2a that

configurations c8 and c10 are about 2.30 eV lower in formation energy than

configuration c9. In structures c8 and c10 which have di-ortho vacancy iso-

mers, an even number of hydrogen vacancies are created in a contiguous

sequence around a hexagonal ring, hence the sublattice is always balanced.

Although c9 has even number of vacancies, there is no complete pairing of

electrons because it contains both ortho and meta vacancy isomers, and this

results in sublattice imbalance. Configuration c12 is competing with those

other configurations that have the lowest formation energy due to compact of

six H vacancies surrounding the hexagonal ring (tri-ortho vacancy isomer).

It is clear that the vacancy induced localized electrons pair for the entire

hexagonal ring and resulting in the structure having all the sublattice bal-

anced. This in agreement with Chandrachud et al. [36] who reported that

the structure having a compact form of vacancies has the highest binding

energy.

It was reported from the literature that the configurations that have sub-

lattice imbalance (meta and para H vacancy defect isomers) are those that

introduce donor states within the graphane band gap. [36, 37, 39, 40, 41]

Although energetically unfavourable, they are promising candidates for elec-
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tronic applications due to the observed interesting electronic and ferro mag-

netic properties. [36, 37, 39, 40, 41] Therefore, these particular systems de-

serve further investigations. We learned from previous discussions that those

configurations are c1, c3, c4, c5, c6, c7, c9 and c11. We therefore manipulate

the induced H vacancy donor states by adding (removing) an electron state

to (from) these vacancy configurations. This also affects their energetics,

electronic and magnetic properties.

In DFT calculations, charge doping is performed by applying an opposite

background charge to keep the system neutral. Addition of an electron in a

7 × 7 graphane supercell corresponds to a charge concentration of approxi-

mately 3.89 × 1013/cm2, whereas the removal of an electron creates a hole

corresponding to -3.89 × 1013/cm2. The experimental carrier concentration

of the order of 1012/cm2 was reported by Elias et al. [29] for graphane. Al-

though our calculated carrier concentration values are relatively higher, they

can still be accessible as it has been shown that charge carriers in graphene

can be tuned to concentrations as high as 1013/cm2 under ambient condi-

tions. [2]

We calculate the formation energy for each vacancy configuration in the

presence of charge state q using this equation

Ef (V
q
H) = Etot(V

q
H)− Etot(G) + nHµH + q(EF + εv), (2)

where Etot(V
q
H) is the total energy of the supercell having the hydrogen

vacancies in a charge state q, nH is the number of hydrogen atoms removed

from the supercell and µH refers to the hydrogen chemical potential. EF is

the Fermi energy also referred to as the electron chemical potential measured
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relative to the valence band maximum (VBM) εv of graphane.

Markov and Payne [49] mentioned that the electrostatic interaction be-

tween periodic array of defects makes the energy of the supercell to converge

very slowly as a function of supercell size and also introduces total energy

errors. It is also expected that these errors may arise during the charge

injection. In this work, Markov-Payne [49] correction term is included dur-

ing the calculations of the formation energies. To determine thermodynamic

transition energy levels between charge states q and q′, we use the following

expression [50];

ε(q/q′) =
Ef (V

q
H)− Ef (V

q′

H )

q′ − q
(3)

where Ef (V
q
H) and Ef (V

q′

H ) are the formation energies of the hydrogen va-

cancy configuration in the charge states q and q′ when the position of the

Fermi level is exactly at the VBM, respectively. In principle, the transition

energy level ε(q/q′) is the position of Fermi-level in which the formation en-

ergies of vacancies charged q and q′ are equal. In this study, the +1 and -1

charge states of hydrogen were considered. The calculated formation energies

of various hydrogen vacancy configurations in three charge states (q= +1, 0,

-1) as a function of the Fermi level that is constrained within the band gap

(3.34 eV) of graphane are presented in Fig. 2b. This band gap was calcu-

lated using quasi particle method [51, 52] as the energy difference between

ionization potential and electron affinity. The ionization energy is calculated

with reference to CBM and the electron affinity with reference to VBM.

The removal or addition of an electron lowers the formation energies of

these vacancies as follows: as the EF increases, +1 charged vacancies show

increase in formation energies, while the formation energies of -1 charged va-
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cancies decrease monotonously. As expected, it is found that the formation

energies of uncharged hydrogen vacancy configurations are constant irrespec-

tive of the change in EF . Comparing vacancy configurations, Fig. 2b shows

that V1a is consistently most energetically favourable followed by V1a2b3a

and V1a2b4b. These configurations have one localized electron around the

dehydrogenated carbon in the neutral state as mentioned earlier. The slight

differences in their formation energies might be due to the effect of the num-

ber of vacancies created and the sublattices in which the hydrogen atoms

are removed. For instance, configurations V1a2b3a and V1a2b4b differ only

in hydrogen vacancy sublattices. Adding (q = -1) or removing (q = +1) an

electron to or from these configurations, V1a2b3a is slightly higher in energy

than V1a2b4b as Fermi energy increases. Configuration V1a3a5a has three

number of localized unpaired electrons around the dehydrogenated carbon

atoms, although the charge injection slightly reduced its formation energy, it

is the most energetically unfavourable configuration.

The notable difference in the behavior of hydrogen vacancy configura-

tions due to charge doping is the variation of thermodynamic transition levels

(Donor and acceptor levels) within the band gap (see Table 2). The donor

levels are evaluated relative to VBM, while the acceptor levels are evaluated

relative to CBM. It is seen in Fig. 2b that hydrogen vacancies exhibit both

donor (+1/0) and acceptor (0/-1) transition levels within the band gap. It is

evident that the properties of hydrogen vacancies in graphane would greatly

depend on their charge states. Starting with configurations that have odd

number of unpaired electrons localized around the dehydrogenated carbon

atoms, we note that configuration c1 possesses deep donor transition level
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Table 2: Thermodynamic transition energies (in eV) of various configurations of hydrogen

vacancies in graphane. Energies are measured relative to the VBM (Ev) or CBM (Ec).

Configurations (+1/0) (0/-1)

c1 Ev + 0.77 Ec − 0.70

c3 Ev + 1.37 Ec − 1.12

c4 Ev + 1.21 Ec − 1.02

c5 Ev + 0.79 Ec − 0.45

c6 Ev + 0.79 Ec − 0.32

c7 Ev + 0.79 Ec − 0.45

c9 Ev + 1.35 Ec − 1.03

c11 Ev + 1.17 Ec − 0.79
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(0/+1) at Ev +0.77 eV, followed by c5 and c6 having the same level at posi-

tion Ev + 0.79 eV. On the other hand, these configurations also possess the

deep acceptor levels related to (0/-1) transition shown in Table 2. We see that

configuration c7 having three unpaired localized electrons possesses acceptor

and donor levels associated with (0/-1) and (0/+1) further away from the

middle of the gap. Configurations c3, c4 and c9 that have two unpaired elec-

trons still possess acceptor and donor levels within the band gap (see Fig. 2b).

We therefore suggest that the charge states in hydrogen vacancy systems can

easily be affected by the change in positions of the Fermi level. Although

our DFT transition level values might not agree well with the experimental

values owing to its weaknesses in predicting the band gaps [53], we suggest

that the experimental characterization of these vacancies might depict two

observable peaks associated with (+1/0) and (0/-1) transition level. These

deep levels also imply that the peaks will appear at high temperature, and

this may render such kind of systems inappropriate for room temperature

devices applications. For higher vacancy concentrations, the disorder of the

vacancies would introduce different positions in the donor states within the

band gap which would be more easily accessible at lower temperatures by

electron tunneling between the in-gap states.

3.3. Electronic and magnetic properties

Fig. 3 depicts spin polarized total density of states for pristine graphane.

It is seen that the majority density of states are invertedly symmetrical to

minority density of states for the entire plot, indicating non-spin polarization

in this system. Basically, in graphane, the bonding network around each and

every carbon atom is no longer in sp2 but sp3 hybridization. [29, 54, 55]
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The measurable band gap of 3.34 eV is obtained between the valence band

maximum (VBM) and conduction band minimum (CBM), in good agreement

with the results of Sofo et al. [28] and Leenaerts et al. [34]

Figure 3: The spin polarized total density for states for graphane. The majority (spin-up)

and minority (spin-down) density of states are shown as upper and lower halves of the

plot. The Fermi energy is referenced to 0 eV and marked by red dashed vertical line.

Fig. 4 shows various plots of total density of states for hydrogen vacancy

configurations c1 (row 1), c3 (row 2) and c7 (row 3) that have one, two and

three localized unpaired electrons respectively. In each plot, the majority

(spin-up) and minority (spin-down) density of states are presented. For each

vacancy configuration, we present the density of states plots in charge states

q = -1 (column 1), 0 (column 2), +1 (column 3). All of the plots show that

the ground state of these configurations is spin polarized, with the donor

states within the band gap.

Although configurations c1, c3 and c7 have unpaired electrons and are

energetically unfavourable in the neutral charge state (q=0), their spin po-

larized density of states show an interesting feature at the vicinity of the

Fermi level that could make these configurations suitable for spin-based de-
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vices. A sharp peak appears at the Fermi level in the spin-up density of

states, with the absence of spin down density of states at the Fermi level.

This reveals that the unpaired electrons in the hydrogen vacancies induce

a half-metallic character in the system. Therefore the unpaired electrons

in these configurations c1, c3 and c7 produce magnetic moments of 1 µB,

2 µB and 3 µB respectively, as shown on Table 2. It is also interesting to

note that each unpaired electron localized on dehydrogenated carbon atom in

graphane contributes 1 µB to the system. An isolated H vacancy represents

an unpaired electron in the dangling bond extending from the carbon atom,

producing a magnetic moment of 1 µB.[38, 39] This finding is in agreement

with Gheeraert et al. [56] who stated that the calculated integral number

of Bohr magnetons (1.0 µB) is necessary for half-metallic ferromagnetic or-

dering to occur. Configurations that are able to avoid sublattice imbalance

due to pairing of electron are non-magnetic ground state with no magnetic

moment (see Table 2), therefore are not charged in this study.

We see in Fig. 4 column 1 that the addition of charge state q = -1 into c1

shifts the induced donor states as well as the Fermi level toward the CBM.

It is clear that the negatively charged c1 is an n-type system with an excess

of electrons that are ready to flow into the conduction band. When charging

configuration c1 with q = +1 as shown in column 2, the induced donor states

become acceptor and shift towards the VBM. The Fermi level also shifts

towards the VBM revealing the electronic deficiency, and thus the positively

charged c1 is a p-type material. Since the shifting of induced states and

Fermi level are not of the same magnitude, therefore the effect of charging

induces a half-metallic to metallic transition as shown in Fig. 4. This might
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be a disadvantage for spintronics applications. Similar trend is observed in

the DOS for c3 and c7.
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Figure 4: The spin polarized total density of states of graphane with hydrogen vacancy

configurations c1 (row 1), c2 (row 2) and c7 (row 3) that have one, two and three unpaired

electrons respectively. The plots are presented in charge states q = -1 (column 1), 0

(column 2), +1 (column 2).

Finally, we investigate the effect of charge injection on the induced mag-

netic moment in configurations c1, c3 and c7. In Table 3, we observe a con-

sistent reduction of a magnetic moment for each configuration. For instance

in configuration c1, the addition of an electron giving a 0 to -1 transition re-

duces the magnetic moment from 1.00 µB to 0.18 µB, and also the transition
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from 0 to +1 switches the magnetic moment from 1.00 µB to 0.29 µB. As

mentioned earlier, the creation of c1 generates a dangling bond on dehydro-

genated carbon atom due to localized unpaired electron that is responsible

for a magnetic moment of 1.00 µB. Therefore, the injection of an electron

(-1) saturates the hydrogen vacancy-induced dangling bond during electronic

pairing, whereas in the case of the withdrawal of electron (+1), the easy tar-

get will be the localized electron that induces the state within the band gap.

Looking at the configurations c3 and c7 that have excess of two and three

unpaired electrons respectively, we find that the injection of charge states -1

or +1 reduces the magnetic moment by the magnitude of about 1.00 µB.

4. Conclusions

This paper presents the characterization of the possible hydrogen vacancy

configurations located on a single hexagonal ring of graphane using the DFT

approach. The hydrogen vacancy configurations that have a complete pair-

ing of localized electrons, minimizing sublattice imbalance, have relatively

low formation energies, and are wide band gap materials. The other un-

charged configurations that always have unpaired electrons have relatively

higher formation energies, and induce spin polarized states within the band

gap of graphane system. These hydrogen vacancy configurations have half-

metallic magnetic character, with notable magnetic moments that have a

great potential for spintronics applications. Charging these configurations,

we noted that the -1 charged (+1 charged) vacancy configurations are more

favourable in the p-type (n-type) region respectively. The deep acceptor and

donor levels associated with (0/-1) and (0/+1) transitions in the band gap
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Table 3: The calculated magnetic moment m(µB) of all hydrogen vacancy configurations

considered in a graphane supercell, in charge states q = -1, 0, 1. The MM, HMM and

NM represent metallic-magnetic, half-metallic magnetic and non-magnetic ground states

respectively.

Configurations Charge states

-1 0 1

c1 0.18 (MM) 1.00 (HMM) 0.29(MM)

c2 0.00 (NM)

c3 1.12 (MM) 2.00 (HMM) 1.01(MM)

c4 0.96 (MM) 2.00 (HMM) 1.03 (MM)

c5 0.29 (MM) 1.00 (HMM) 0.01 (NM)

c6 0.21 (MM) 1.00 (HMM) 0.09 (MM)

c7 2.00 (MM) 3.00 (HMM) 2.02 (MM)

c8 0.00 (NM)

c9 1.21 (MM) 2.00 (HMM) 1.01 (MM)

c10 0.00 (NM)

c11 0.15 (MM) 1.00 (NM) 0.00 (NM)

c12 0.00 (NM)

are noted. This therefore suggests that these vacancy defects may be suitable

for high temperature devices exploitation. For low temperature application,

higher vacancy concentrations would be required in order to introduce more

in-gap donor states which would be easily accessible by electron tunneling

between the states. Due to charge doping, the desired half-metallic charac-

ter is lost. The addition of charge q = -1 (q = +1) shifts the induced donor

states as well as the Fermi level toward the CBM (VBM) while the induced
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magnetic moment is reduced.
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